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Abstract—We describe a user-oriented software tool—MINIMOS—for the two-dimensional numerical simulation of planar MOS transistors. The fundamental semiconductor equations are solved with sophisticated programming techniques to allow very low computer costs. The program is able to calculate the doping profiles from the technological parameters specified by the user. A new mobility model has been implemented which takes into account the dependence on the impurity concentration, electric field, temperature, and especially the distance to the Si-SiO₂ interface. The power of the program is shown by calculating the two-dimensional internal behavior of three MOST's with 1-μm gate length differing in respect to the ion-implantation steps. In this way, the threshold voltage shift by a shallow implantation and the suppression of punchthrough by a deep implantation are demonstrated. By calculating the output characteristics without and with mobility reduction, the essential influence of this effect is shown. From the subthreshold characteristics, the suppression of short-channel effects by ion implantation becomes apparent. The MINIMOS program is available for everyone for just the handling costs.

I. INTRODUCTION

VERY-LARGE-SCALE INTEGRATION (VLSI) of MOS circuits made computer-aided simulation an urgent necessity in modern MOS transistor design, particularly, as experimental investigations are very time consuming, often too expensive, and sometimes not at all feasible. All the analytic models published use certain assumptions and regional approximations, which are often so restrictive that only a very limited predictability of MOS performance is achievable. Especially as the structures have been more and more miniaturized, the applicability of those simple models turned out to be insufficient. In order to characterize modern devices in a reasonable way, the designer is forced to apply higher order numerical models.

In the last decade, several attempts have been made to develop computer-simulation programs based on two-dimensional models without too restrictive assumptions according to physical constraints [1]–[10]. But in almost every case, a wider application of these programs was frustrated either by limited performance due to missing numerical stability or by the necessity of too large an amount of computer operating cost.

We have developed MINIMOS, a highly user-oriented program package for the two-dimensional simulation of planar MOS transistors. Modern programming methods ensure a maximum of flexibility and the required low computing costs. Dynamic memory management feasibility has been included to adjust automatically the actual memory requirement. The main parts of the solution routines are assembly coded to allow a very fast execution. The syntax of the input language is easy to remember and fully compatible with a recently published proposal for a unified input syntax for CAD programs [11]. In Section II of this paper the physical model which is implemented in MINIMOS is described; the numerical treatment is discussed in Section III, and some typical results are shown in Section IV.

II. MODEL DESCRIPTION

In order to accurately analyze an arbitrary semiconductor structure under all kinds of operating conditions, the basic carrier transport equations in the classical case as first given by van Roosbroeck [12] must be solved.

\[
\text{div} \psi = -q(n + N_D - N_A) \quad \text{(Poisson's equation)}
\]

\[
\begin{align*}
\text{div}^n &= q \frac{\partial n}{\partial t} = qR \\
\text{div}^p &= q \frac{\partial p}{\partial t} = -qR \\
J_n &= -q(n \nabla \psi - \nabla n) \\
J_p &= -q(p \nabla \psi + \nabla p) \quad \text{(current relations)},
\end{align*}
\]

These given equations can be solved for steady-state operation by an iterative scheme given first by Gummel [13]. Normalizing (1)–(5) in the same way as de Mari [14] did, the steady-state equations become

\[
\begin{align*}
\text{div} \psi &= n - p - C \\
\text{div}^n &= R \\
\text{div}^p &= -R \\
J_n &= -\mu_n(n \nabla \psi - \nabla n) \\
J_p &= -\mu_p(p \nabla \psi + \nabla p).
\end{align*}
\]

The assumptions, which have to be made to obtain these equations are

\[
\begin{align*}
\varepsilon_{\text{SEM}} &= \text{const} \\
\varepsilon_{\text{OXID}} &= \text{const}
\end{align*}
\]
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total ionization of all impurities

\[ C = N_D - N_A = N'_D - N'_A. \]  

The model implemented in the MINIMOS program assumes some additional simplifications, which are good approximations in most MOS transistor simulations:

- no bandgap narrowing

\[ n_i = \text{const} \]  

(9)

- no recombination and generation

\[ R = \phi \]  

(10)

- only channel carriers contribute to current flow

\[
\begin{align*}
J_p &= \phi \\
J_n &= \mu_n n \text{ grad } \phi_n \\
\phi_p &= \text{const} \quad \text{(that is: } J_p = \phi) \end{align*}
\]  

(11)

- homogeneous temperature distribution all over the device

\[ T = \text{const.} \]  

(12)

The device temperature is kept constant, but can be varied within the range of 250-450 K.

Thus the model is reduced to the following nonlinear system of partial differential equations:

For n-channel devices:

\[
\begin{align*}
\text{div grad } \psi &= \exp(\psi - \phi_n) - \exp(\phi_p - \psi) - C \\
\text{div } J_n &= \phi \\
J_n &= -\mu_n n \text{ grad } \phi_n \\
\phi_p &= \text{const} \quad \text{(that is: } J_p = \phi) \end{align*}
\]  

(13a)

For p-channel devices:

\[
\begin{align*}
\text{div grad } \psi &= \exp(\psi - \phi_n) - \exp(\phi_p - \psi) - C \\
\text{div } J_p &= \phi \\
J_p &= -\mu_p p \text{ grad } \phi_p \\
\phi_n &= \text{const} \quad \text{(that is: } J_n = \phi) \end{align*}
\]  

(13b)

It should be noted that substrate currents cannot be calculated with this model directly, because recombination and generation are neglected and the quasi-Fermi level of the bulk majority carriers is assumed to be constant. However, a fairly satisfying estimation is obtainable in calculating the ionization integral over the whole device [15]. The reasonability of the simplifications introduced thus follows.

The most important input parameter is, without any doubt, the doping profile. As two-dimensional doping profiles have not been analyzed in detail, as far as we know, the MINIMOS program offers several possibilities for the definition of the doping profile [16]. First an approximation, which is satisfactorily accurate in many cases, can be calculated by MINIMOS itself with analytic expressions in closed form [17]–[19]. Secondly SUPREM, the Stanford University Process Engineering Models program [20], may be used to calculate specific vertical profile shapes very accurately, which are fitted in the lateral direction. The third way is to define a doping profile point by point, which of course is the most complicated way, but offers the practicability to simulate DIMOS structures, for example, and even more complex structures.

The physical parameters, which have to be modeled are the thermo voltage \( (U_T) \), the intrinsic number \( (n_i) \), and the carrier mobilities \( (\mu_n, \mu_p) \).

\[
\begin{align*}
U_T &= U_T(T) = \frac{kT}{q} \\
n_i &= n_i(T) = 3.88 \times 10^{16} T^{3/2} \exp\left(-\frac{7000}{T}\right) \quad \text{(cm}^{-3}\text{)} \\
\mu_n &= \mu_n(T, E_p, E_T, y, C, n) \quad \text{(cm}^2/\text{V} \cdot \text{s}) \\
\mu_p &= \mu_p(T, E_p, E_T, y, C, p) \quad \text{(cm}^2/\text{V} \cdot \text{s}).
\end{align*}
\]  

(14)

Since published mobility models [21]–[23] do not seem to be satisfactory, a completely new mobility model has been developed [24]. We assume mobility to be a function of temperature \( (T) \), the electric-field component parallel to the direction of current flow \( (E_p) \), the electric-field component perpendicular to the Si-SiO\(_2\) interface \( (E_T) \), the distance to this interface \( (y) \), the concentration of impurities \( (C) \), and the mobile carrier density \( (n \text{ or } p) \), respectively. The implemented formulas are given in detail in Appendix I.

### III. Numerical Treatment

In the following explanations only n-channel devices are considered, as the only difference in p-channel devices is in the change of some signs and constants.

The set of equations determined in [13] with the electric potential \( (\psi) \) and the quasi-Fermi level of the electrons \( (\phi_n) \) can be linearized and solved either iteratively [13] or simultaneously. The simultaneous solution is quite a numerical job and offers major advantages only under special conditions [10]; thus we conclude that the iterative way is preferable [16]. To solve the partial differential equations, we have chosen the method of finite differences. The basic geometry we use for simulation is given in Fig. 1.

### A. Poisson's Equation

If we linearize the first of the equations in (13a) we obtain

\[
\psi_{\text{exact}} = \psi + \delta \\
\text{div grad } \delta - (n + p) = n - p - C - \text{div grad } \psi + 0 (\delta^2).
\]  

(15)

Equation (15) is an elliptic differential equation, a so-called
"Helmholtz" equation. The discretization of this equation to
finite differences can be done with standard methods [25],
[26] without any difficulty. Care has to be taken only with
the discretization of the interface (line BE in Fig. 1), because
of the discontinuity of the space charge. In the oxide region,
Poisson's equation reduces to the simpler Laplacian equation
\[ \text{div grad } \psi = \phi. \] (16)

**B. Boundary Conditions for the Electric Potential**

At the contacts (AB: Source, CD: Gate, EF: Drain, GH:
Bulk), which are assumed to be ohmic, the potential is kept
constant to the applied voltage plus the appropriate built-in
voltage caused by the doping.

At the interface, the electric potential has to obey the law of
Gauss (17), which is the guiding principle for the discretization
\[ \left( \frac{\partial \psi}{\partial y} \right)_\text{OX} = \left( \frac{\partial \psi}{\partial y} \right)_\text{SEM}. \] (17)

At the vertical boundaries (AH, CB, DE, FG), the lateral
electric field has to vanish. This can easily be implemented by
mirroring the electric potential at the boundary [25].

**C. Continuity Equation**

For the solution of the continuity equation the efficient
difference approximations, which have been proposed by
Scharfetter and Gummel [23], are extended to two dimensions.

Because of the large validity range of these difference approx-
imations, which was one of the main reasons for our de-
cision, only a few mesh points are required for accurate calcu-
lations. However, it should be noted that various other
methods have been published, e.g., [2], [4].

**D. Boundary Conditions for the Continuity Equation**

At the source contact (AB) and the drain contact (EF) the
carrier density is kept constant to the value of the doping
concentration.

At the interface (BE) no current component in the y direc-
tion is allowed.

At the vertical boundaries (AH, FG) the lateral current com-
ponent has to vanish. At the bulk contact (HG) no current
components are allowed.

Some detail on the difference approximations are given in
Appendix II. For a basic background see [25]-[27].

**E. Mesh and Initial Guess**

The mesh is nonuniform and generated automatically to
account for bias values and the doping profile. It is made such
as to keep the potential drop between neighboring mesh points
to less than 10 thermo-voltages. The minimum mesh size is
25 times 25 nodes; the maximum size is 60 times 60 nodes.
As the actual number of mesh points contributes significantly
to the necessary computer time and computer memory, the
estimation of the optimal mesh size has to be performed very
carefully. With similar extensive care an initial solution has to
be calculated. We use one-dimensional fits based on the
standard semiconductor theory followed by a simultaneous
solution of a system consisting of the two-dimensional Poisson
equation and the one-dimensional continuity equation. If the
potential drop between neighboring mesh points is too large
after this simulation step, the actual mesh is refined and the
initial solution is recalculated, until a desirable configuration
is obtained.

**F. Solution**

The SIP method of Stone [28] turned out to work best for
both the Poisson's equation and the continuity equation. The
relaxation methods [20], [22] do not converge as fast as de-
sired. The method of Dupont, Kendall, and Rachford [29] is
probably comparable to the SIP method concerning solution
time, but the overhead computing seems to be more complex.
Thus the SIP method has been preferred.

A geometrically spaced set of six or nine cyclically varied
iteration parameters is used with the SIP method, similar to
Stone's idea. In case of Poisson's equation, the maximum iteration
parameter can easily and directly be estimated as ex-
plained in [28]. In case of the continuity equation, a fairly
small value (0.25) has to be chosen as the maximum iteration
parameter. An accurate theoretical explanation of this fact
was not obtainable. It can be found in the rather poor condi-
tion (non-Hermitian) of the continuity equation.

Local iteration parameters, as proposed by Jesshope [30],
have been tried, but no real improvement could be observed.
The stopping criterion for the iteration process is an absolute
error in the electric potential of \(10^{-4}\) thermo-voltages. This
small error can be obtained within 3 to 100 linearization
cycles at the most, depending mainly on bias values. The total
simulation time for one operating point is within 5 to 60 s
central processor time on a CDC Cyber 74 computer depend-
ing on bias values and doping profile.

**IV. RESULTS**

In this section we want to present some typical applications.
It is not easy to provide interesting results for the experienced
reader, which are also impressive and easy to understand for
readers with general interest in modeling but without specific
knowledge of MOS devices. We have chosen the effects of ion
implantation on short-channel devices for the purpose of
demonstrating the use of MINIMOS. Three devices are calcu-
lated whose properties become apparent from the original
simulation input decks presented in Fig. 2. The following dis-
cussion of Fig. 2 shall also demonstrate the ease of using the
MINIMOS program.

The first line is a title line, which is used only to identify the
output pages. The input syntax is totally based on a master
key, key, and value structure. The next input line, which is
the "DEVICE" statement, characterizes the device. Specified
is an n-channel device (CHANNEL=N) with an aluminum gate
(GATE=AL), an oxide thickness of 500 Å (TOX=500,E-8), a
channel width of 10 μm (W=10,E-4) and a channel length of
1 μm (L=1,E-4). The "BIAS" statement specifies the operating
point. We choose a drain voltage of 2 V (UD=2.) and a gate
voltage of 0 V (UG=0). The substrate voltage is assumed to be
zero by MINIMOS, if not specified explicitly. The "PROFILE"
statement specifies the substrate doping and the source-drain
diffusion. In the examples presented here we used the simplest
Fig. 2. Some typical input decks.

way of defining a doping profile, which is the direct calculation by MINIMOS. The other possibilities have been explained above. A substrate doping of $10^{15}$ cm$^{-3}$ ($NB=1.15E15$) and a source-drain implantation with phosphorus (ELEM=PH), an implantation dose of $10^{15}$ cm$^{-2}$ (DOSE=1.15E15) and an implantation energy of 40 keV (AKEV=40) is specified. The implantation is done through an isolation oxide of 500 Å (TOX=500.E-8) and an annealing step is performed at 1000°C (TEMP=1000) for 900 s (TIME=900). The second input deck has an "IMPLANT" statement, which defines a channel implantation with boron (ELEM=B), a dose of $3 \times 10^{11}$ cm$^{-2}$ (DOSE=3.E11), an energy of 20 keV (AKEV=20), annealed at 900°C (TEMP=900) for 900 s (TIME=900). The third input deck has an additional "IMPLANT" statement specifying a second, deeper channel implantation with boron (ELEM=B), a dose of $2 \times 10^{11}$ cm$^{-2}$ (DOSE=2.E11), and an energy of 120 keV (AKEV=120). It is assumed that both channel implantation steps are annealed at the same time. It is fairly well known that the first of our three model devices is "normally-on" and that the shallow implantation of device 2 is needed to obtain a "normally-off" device with positive threshold voltage. Furthermore, the deep implantation of device 3 is necessary to avoid punchthrough. These effects will now be demonstrated by two-dimensional plots of the physically relevant quantities in the interior of the three model devices.

The calculated doping density distributions are shown in Figs. 3-5. From these figures one can read the depth of the p-n junctions under source and drain being approximately 3000 Å. The surface concentration of the source and drain regions is $5 \times 10^{19}$ cm$^{-3}$. The effective channel length is reduced by the lateral subdiffusion to about 0.6 μm. The shallow channel implantation for adjusting the threshold voltage is to be seen in Figs. 4, 5. Additionally, Fig. 5 shows the deep implantation for punchthrough suppression. The threshold voltage was barely affected by the deep implantation.

Fig. 6 shows the distribution of the electric potential for the
Fig. 5. Doping concentration for device 3 (cm$^{-3}$).

Fig. 6. Electric potential for device 1 (UT).

Fig. 7. Concentration of electrons for device 1 (cm$^{-3}$).

first device. The drain contact is on the right-hand side. In the depletion regions of the reverse-biased drain bulk diode, the potential decreases approximately linearly and it is nearly constant in the highly doped source and drain regions. A slight barrier is visible at the source-channel diode. The potential distribution for devices 2 and 3 are not shown here, because there are hardly any differences.

Fig. 7 shows the electron distribution for the first device. The surface concentration in the channel is fairly high due to the fact of operating in the strong inversion region. As noted before, the threshold voltage for this nonchannel-implanted device is slightly negative. One also can see the carrier minimum near the drain contact representing the pinchoff region.

Fig. 8 shows the concentration of electrons in the second device. The surface concentration has decreased in the channel area by the channel implantation, as expected. In spite of this, there occurs somewhat of a carrier channel at a depth of about 2000 Å. This is caused by punchthrough as will become clearly apparent from the current-density distributions.

Fig. 9 shows the electron distribution in the third device. The second implantation results in a monotonic decrease of the carrier density from the transistor surface into bulk, which indicates the suppression of punchthrough.

Fig. 10 shows the lateral current density distribution in the first device. For better visibility, the plot on the right-hand side shows the complement of the current density. In the channel near the source side the current is forced to flow at
the surface by the transversal component of the field. But already in the middle of the channel, a typical short-channel effect, one can watch current spreading caused by the drain influence. It also should be noted that the current channel is fairly wide. The reason for this phenomenon is to be found in a kind of punchthrough mode which is partially suppressed by the high inversion condition.

The lateral current distribution and complement for the second transistor are shown in Fig. 11. As one can see, this device is operating in the punchthrough mode. The current flow takes place in a wide channel in the bulk. An additional thin current sheet at the surface is also apparent.

Fig. 12 shows the lateral current distribution and complement for the third device. The second channel implantation results in a suppression of punchthrough in this operating point. The entire current flows at the semiconductor surface. The two small additional peaks in these plots are not at all arbitrary. They may easily be understood by physical reasoning: the current starts to flow in a thin area below the source contact. It spreads out in the n-doped source region first and is forced to a thin current sheet in the channel afterwards. The influence of the drain region widens this channel again in the pinchoff area. Below the drain contact, the current flows again in a thin area because it has to pass through the contact.

The output characteristics for a gate voltage of 1 V are shown in Fig. 13. For comparison, the simulation results without mobility reduction are shown as dashed curves. A decisive influence of this effect can be seen. It is most pronounced for device 1 which hardly shows any saturation without mobility reduction.

Fig. 14 shows the subthreshold characteristics for two different drain voltages. The full drawn lines denote 2 V, the dashed lines 100 mV. The slope is the same for all three devices at a drain voltage of 100 mV. It is decreased at 2-V drain voltage for devices 1 and 2 by an additional punchthrough current. The shift of the characteristics for different drain voltages, which is caused by the short-channel effect, is also a minimum for device 3.

Comparison of MINIMOS simulation results with experimental data has shown that good agreement can be obtained [16]. We do not repeat this comparison here because a real proof of the validity of a simulation program like MINIMOS is only possible in comparing a wide range of different devices by various users. Therefore, we invite every interested reader to check MINIMOS himself, as it is available to everybody for just the handling costs.

V. CONCLUSION

In this paper we describe a user-oriented program package for the two-dimensional numerical simulation of planar MOS transistors. Sophisticated programming techniques and optimal numerical algorithms allow very low computer costs. Our motivation for the development of this program was to gain more principle physical understanding of MOS transistors,
Fig. 10. Lateral current density for device 1.

Fig. 11. Lateral current density for device 2.

Fig. 12. Lateral current density for device 3.
It is hoped that MINIMOS will be broadly used as it is available to everyone and keeps the computer costs uniquely low.

APPENDIX 1

In this section the formulas for electron and hole mobility are given. The detailed derivation with all references will be published separately [24].

A. Electron Mobility

The mobility is merged out of two components mainly

\[ \mu_n(T, E_P, E_T, y, C, n) = (1/\mu LI^2 + 1/\mu EPET^2)^{-1/2}. \]

The merging function is a type of Mathiessen's rule with a temperature dependent weight [32]

\[ \beta = 2.57 \times 10^{-2} T^{0.66}. \]

\(\mu LI\) describes the influence of lattice scattering, impurity scattering, and screening as a function of temperature. Thus \(\mu LI = \mu LI(T, C, n)\).

\(\mu EPET\) describes the influence of velocity saturation and surface scattering as a function of temperature and the distance to the Si-SiO2 interface. Thus

\[ \mu EPET = \mu EPET(T, E_P, E_T, y). \]

\(\mu LI\) is also constructed from two components; where \(\mu L\) denotes the pure lattice mobility as a function of temperature and \(\mu I\) denotes the impurity scattering mobility after Brooks [33]

- \(\mu L = 7.12 \times 10^{6} T^{-2.3}\) (cm²/V · s)
- \(\mu I = \frac{7.3 \times 10^{17} T^{1.5}}{C \cdot f(1.52 \times 10^{15} T^2)}\) (cm²/V · s)

with \(f(x) = \ln(1+x) - x/(1+x)\).

These two mobility components are merged by a formula given first by Debye [34]

\[ \mu LI = \mu L \left(1 + g \left(\frac{(\mu LI)}{\mu I} \right)^{1/2} \right) \]

with

\[ g(x) = x^2 \left(Cl(x) \cos(x) + \sin(x) \left(Si(x) - \frac{\pi}{2}\right) \right). \]

\(\mu EPET\) is also built up from two parts, where \(\mu EP\) describes the influence of velocity saturation (hot-electron effect) and \(\mu ET\) models surface scattering

- \(\mu EP = \frac{1.53 \times 10^{9} T^{-0.87}}{E_P} \left(\frac{y + 10^{-7}}{y + 2 \times 10^{-7}}\right)^{1/2}\) (cm²/V · s)
- \(\mu ET = 10^{6} \cdot (y + 2 \times 10^{-7})^{1/2} \cdot h(E_T)^{-1/2}\) (cm²/V · s)

with \(h(x) = x + (x^2)^{1/2}\).

These two parts are combined empirically with a Mathiessen's rule with the weight 2

\[ \mu EPET = (1/\mu EP^2 + 1/\mu ET^2)^{-1/2}. \]
Some of the constants given in this survey are certainly debatable and will probably be updated after modeling a wide range of different types of devices. However, using these values we have obtained so far excellent quantitative agreement of simulation and measurement in our studies.

B. Hole Mobility

As the formulas for hole mobility are identical according to the mathematical structure with the formulas for electron mobility, they are just summarized in this section in a straightforward manner to show the relevant constants.

Let
\[ \mu_L = 1.35 \times 10^8 T^{-2.2} \]  
\[ (\text{cm}^2/\text{V} \cdot \text{s}) \]
and

\[ \mu_I = \frac{5.6 \times 10^{17} T^{1.5}}{C \cdot f \left( \frac{2.5 \times 10^{15} T^2}{p} \right)} \]  
\[ (\text{cm}^2/\text{V} \cdot \text{s}) \]

then
\[ \mu LI = \mu L \left( 1 + g \left( \frac{0.6 \mu L}{\mu I} \right)^{1/2} \right). \]

Let
\[ \mu EP = \frac{1.62 \times 10^8 T^{-0.52}}{E_P} \left( \frac{y + 2 \times 10^{-7}}{y + 4 \times 10^{-7}} \right)^{1/2} \]  
\[ (\text{cm}^2/\text{V} \cdot \text{s}) \]
and
\[ \mu ET = 2.6 \times 10^8 \cdot (y + 4 \times 10^{-7})^{1/2} \cdot h (-E_T)^{-1/2} \]  
\[ (\text{cm}^2/\text{V} \cdot \text{s}) \]

then
\[ \mu EPET = (1/\mu EP^2 + 1/\mu ET^2)^{-1/2}. \]

Let
\[ \beta = 0.46 T^{0.17} \]

then
\[ \mu_p (T, E_p, E_T, y, C, p) = (1/\mu L f^2 + 1/\mu EPET^2)^{-1/2}. \]
The functions \( f, g, h \) are identical for electron mobility and hole mobility.

APPENDIX II

In this section some formulas for the discretized Poisson equation and the discretized continuity equation are given. Fig. 15 shows a typical finite-difference node scheme to which we refer in the following formulas.

A. Poisson’s Equation in the Semiconductor Region

Let
\[ \rho_{ij} = 0.5 (x_i + x_{i-1}) (y_j + y_{j-1}) \]
and
\[ f_{ij} = (y_j + y_{j-1})/x_i \]
\[ g_{ij} = (x_i + x_{i-1})/y_j \]
\[ r_{ij} = 1/(e_{ij}(n_i + \exp (\phi_p - \psi_i)) + f_{ij} + f_{i-1} + g_{ij} + g_{i-1}) \]

\[ a_{ij} = f_{ij} r_{ij} \]
\[ b_{ij} = f_{i-1} r_{ij} \]
\[ c_{ij} = g_{ij} r_{ij} \]
\[ d_{ij} = g_{i-1} r_{ij} \]

then
\[ \delta_{ij} = a_{ij}(\psi_{i+1} + \psi_{i+1}) + b_{ij}(\psi_{i+1} + \psi_{i+1} - \psi_i) + c_{ij}(\psi_{i+1} + \psi_{i+1} - \psi_i) + d_{ij}(\psi_{i+1} + \psi_{i+1} - \psi_i) + e_{ij} r_{ij}(C_{ij} - n_{ij} + \exp (\phi_p - \psi_i)). \]

B. Poisson’s Equation at the Interface

Let
\[ f = k \] denote the interface line
\[ \gamma = \epsilon_{OXID}/\epsilon_{SEM} \]
\[ e_{ik} = 0.5 (x_i + x_{i-1}) y_{k} \]
\[ f_{ik} = (y_{k} + \gamma y_{j-1})/x_{i} \]
\[ g_{ik} = (x_{i} + x_{i-1})/y_{k} \]
\[ r_{ik} = 1/(e_{ik}(n_{ik} + \exp (\phi_p - \psi_{ik})) + f_{ik} + f_{i-1} + g_{ik} + \gamma g_{i-1}) \]
\[ a_{ik} = f_{ik} r_{ik} \]
\[ b_{ik} = f_{i-1} r_{ik} \]
\[ c_{ik} = g_{ik} r_{ik} \]
\[ d_{ik} = \gamma g_{i-1} r_{ik} \]

then
\[ \delta_{ik} = a_{ik}(\delta_{i+1} + \psi_{i+1} - \psi_{ik}) + b_{ik}(\delta_{i+1} + \psi_{i+1} - \psi_{ik}) + c_{ik}(\delta_{i+1} + \psi_{i+1} - \psi_{ik}) + d_{ik}(\delta_{i+1} + \psi_{i+1} - \psi_{ik}) + e_{ik} r_{ik}(C_{ik} - n_{ik} + \exp (\phi_p - \psi_{ik})). \]

C. Continuity Equation in the Semiconductor Region

Let
\[ \xi(x) = \frac{x}{\exp (x) - 1} \quad \text{(Bemoulli function)} \]
\[ e_{ij} = \frac{\mu M}{x_i(x_i + x_{i-1})} \]
\[ f_{ij} = \frac{\mu_{N-1} \xi(\psi_{ij} - \psi_{i+1,j})}{x_{i-1} (x_i + x_{i+1})} \]
\[ g_{ij} = \frac{\mu_N \xi(\psi_{ij} - \psi_{i+1,j})}{y_j (y_j + y_{j+1})} \]
\[ h_{ij} = \frac{\mu_{N-1} \xi(\psi_{ij} - \psi_{i+1,j})}{y_{j-1} (y_j + y_{j+1})} \]
\[ r_{ij} = \frac{1}{e_{ij} + f_{ij} + g_{ij} + h_{ij}} \]
\[ a_{ij} = c_{ij} r_{ij} \exp(\psi_{ij} - \psi_{i+1,j}) \]
\[ b_{ij} = f_{ij} r_{ij} \exp(\psi_{ij} - \psi_{i+1,j}) \]
\[ c_{ij} = g_{ij} r_{ij} \exp(\psi_{ij} - \psi_{i+1,j}) \]
\[ d_{ij} = h_{ij} r_{ij} \exp(\psi_{ij} - \psi_{i+1,j}) \]

then
\[ n_{ij} = a_{ij} n_{i+1,j} + b_{ij} n_{i-1,j} + c_{ij} n_{i,j+1} + d_{ij} n_{i,j-1}. \]

D. Continuity Equation at the Interface

Let
\[ j = k \]

be the interface line

\[ \xi(x) = \frac{x}{\exp(x) - 1} \]

\[ e_{ik} = \frac{\mu_{N} \xi(\psi_{ik} - \psi_{i+1,k})}{x_i (x_i + x_{i+1})} \]
\[ f_{ik} = \frac{\mu_{N-1} \xi(\psi_{ik} - \psi_{i+1,k})}{x_{i-1} (x_i + x_{i+1})} \]
\[ g_{ik} = \frac{\mu_{N} \xi(\psi_{ik} - \psi_{i,k+1})}{y_k} \]
\[ r_{ik} = \frac{1}{e_{ik} + f_{ik} + g_{ik}} \]
\[ a_{ik} = e_{ik} r_{ik} \exp(\psi_{ik} - \psi_{i+1,k}) \]
\[ b_{ik} = f_{ik} r_{ik} \exp(\psi_{ik} - \psi_{i+1,k}) \]
\[ c_{ik} = g_{ik} r_{ik} \exp(\psi_{ik} - \psi_{i,k+1}) \]

then
\[ n_{ik} = a_{ik} n_{i+1,k} + b_{ik} n_{i-1,k} + c_{ik} n_{i,k+1} . \]

The Bernoulli function \( \xi(x) \) must be evaluated very carefully for maximum accuracy [31].
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