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This contribution is intended to review the international state-of-the-art in three-
dimensional process and device modeling. As one particular example, results for
ion implantation into a three-dimensional trench are presented. Redistribution of
dopants, interstitials and vacancies with fully coupled models is discussed. The
recent refinements to carrier transport models in semiconductor devices are pre-
sented. As a particular example for three-dimensional device simulation the
influence of the shape of the field-oxide in the width direction is discussed. Some
remarks on the computational requirements are made.

1. Introduction

In the development of miniaturized devices for integrated circuits and particularly their
technology, the demand for models capable of predicting the various processing steps of
device fabrication and the electrical behavior of devices is growing dramatically owing to
the tight coupling of electrical device effects with the doping profile.

It is not possible to give an extensive overview here of all the international activities on
three-dimensional process and device modeling. This paper has therefore been restricted to
the description of some interesting and recently performed investigations.

2. Process modeling

Device fabrication processes can be principally categorized into two groups:
lithographic processes which serve patterning purposes and doping processes which deter-
mine, for a given structure, the electrical properties of the intended semiconductor device.
The first group consists of deposition and etching with spatial selectivity in order to enable
structuring. It may be viewed as a fixed process which provides flexibility in layout. The
second group is composed of ion implantation, diffusion, thermal oxidation and
epitaxy.

This section deals with a simulation of ion implantation into a three-dimensional trench
[1] and with a new model of phosphorus diffusion in silicon [2] including the redistribution
of dopants, interstitials and vacancies.

2.1 lon implantation into a three-dimensional trench

Ion implantation is doubtless a central point in the fabrication of semiconductor devices.
Therefore, as one particular example of three-dimensional process modeling, results for
ion implantation into a three-dimensional trench are presented in this section. In order to
demonstrate the necessity of three-dimensional process simulation tools the two-
dimensional solution is shown for comparison.

The calculations have been performed with a two- and three-dimensional program pack-
age for the simulation of ion implantation based on the “Monte Carlo” method, including
some additional features to increase computational efficiency [1]. The first step in the
development of that software tool was a two-dimensional model of ion implantation which
accounted for position dependent lateral moments [3]. With this model the analytical des-
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cription of ion implantation profiles has been essentially improved by specifying a mod-
ification of the Gaussian distribution function. The benefit of the use of distribution
functions evidently lies in the low computer resources required. The enormous drawback is
the restriction of the applicability to simple geometries only. To investigate ion implanta-
tion in connection with arbitrary geometries a rigorous simulation method has to be
applied.
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Figures 1 and 2 show the geometry of the investigated trench for the two- and three-
dimensional case, respectively. The three-dimensional trench has a square cross-section.
The substrate material is silicon in which boron ions are implanted with an energy of 25
keV. The angle of incidence of the ion ray is 7° with respect to the perpendicular of the wafer
surface.

Figures 3 and 4 show the concentration of dopants in a quasi three-dimensional rep-
resentation as a result of the two- and three-dimensional simulation, respectively. The
result of the three-dimensional simulation (Fig. 4) is displayed for the symmetry plane bet-
ween front wall and back wall (see Fig. 2). The surface of the wafer is located on the left side
of the top of the drawings. The vertical axis denotes the logarithm of the boron concentra-
tion divided by the implantation dose. The left axis lies parallel to the shady side of the
trench and represents the depth whereas the right axis is parallel to the bottom of the trench
and represents the width. Regarding Fig. 3 one can see the considerable concentration on
the shady side which is just about a factor of 5 smaller than the concentration on the sunny
side. A comparison between Fig. 3 and Fig. 4 shows on the one hand that the concentrations
on the sunny sides are rather the same, but on the other hand the concentrations on the
shady side differ by about a factor of 2. Such an inaccuracy of the two-dimensional simula-
tion is certainly not acceptable as small variations of a doping profile persistently influence
the electrical behaviour of a semiconductor device.

2.2 Phosphorus diffusion in silicon

Under extrinsic concentrations the diffusion of phosphorus in silicon shows a consider-
able deviation from the Gaussian, the complementary error-function distributions or con-
centration distributions of other dopants. The phosphorus profile has a “kink and tail” dif-
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Fig. 3 Concentration of dopants Fig. 4 Concentration of dopants in the symmetry
in the two-dimensional trench plane of the three-dimensional trench

fusion behaviour. The diffusion coefficient in the intrinsic region under thermal annealing
conditions depends on the surface concentration of phosphorus. This diffusion is faster
than the diffusion in the lower concentration part of the extrinsic region. In the high con-
centration part of the extrinsic region the diffusion is proportional to the square of the elec-
tron concentration. From coupled diffusion with other dopants and stacking fault growth it
is known that phosphorus produces a supersaturation on interstitials in the “tail” region
depending on the surface concentration of the profile [4].

The model developed to describe the anomalous phosphorus diffusion in silicon [2] is
based on the motion of impurity-point defect pairs. Though the following derivation is
layed out for one spatial dimension the model evidently is applicable to two- and three-

dimensional simulations. The impurity (A) can react with point defects (D) (interstitials
and vacancies)

AD 2 A+ D (1)

The point defects and impurity-point defect pairs have different charge states and react
with electrons or holes.

D7'2D+e ,D"2D+h" #))
AD"'=2 AD' + ¢~ , AD"' =2 AD' + h* 3)

For all these combinations a diffusion equation describes the motion through the bulk
including the electrical potential y which is normalised to the thermal potential. The sub-
stitutional dopants are assumed not to diffuse at all. Therefore the following expressions
are obtained for the particle current densities
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in which d(A) denotes the charge state of the dopant ion. The number of these equations
can be reduced under the assumption that the reaction with the electrons and holes hap-
pens very fast and the charge states are in thermal equilibrium. The different concen-
trations c'ap are summed to a total concentration cao. Similarly a total point defect
concentration co is defined.

Can = Kianchho (i) . ¢ = kinc <ﬂ) ©6)
ni ni

cap = i CiAD , Cb = ) CiD . (7)

The new current equations yield a mean diffusion coefficient and a mean electrical charge
Q depending on the electron concentration.

Jap = —BAD ( dcan + GADCAD ﬂ)
ox ox
; 5 ®)
JD=—_DD( o +6DCD_.‘V_.>
ox ox
ﬁm - ZiDiADkiAD (n/n,)
Tikiao (n/m3)’
®)
Do = ZDbkp (n/m)
ik (n/n)
Z(d(A) — Dk'ap (n/ni)i
Tk (Il/nl)I
(10)
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i
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The formation of AD-pairs and the decay into their components is expressed by a genera-
tion term Gap which accounts for the tendency towards thermal equilibrium. The “Frenkel
pair” mechanism is described by Ge (1 + V 2 0).

dcap + 0Jap = —Gno
ot oJx
% 5 G an
ot
deo + 9% = XA Gap + Gr
ot ox
Gap = Kaecay Cap Zi kb (n/ na) i— Keeneraton CaCp Zi Kian (n/ ni)i (12)

In this form the model needs three equations for each species plus two for the point defects.

The boundary conditions for point defects are set to their thermal equilibrium values

dependent on the electron concentration. C5' is the thermal equilibrium value under intrin-

sic conditions for vacancies and interstitials.

e = o Kb (/). 13)
zi kID

For the impurities and impurity-pairs the boundary conditions are either Jao = 0 and Jo = 0
or a constant concentration under consideration of the thermal equilibrium condition for
the reaction between impurities and point defects.

neration Z‘n . ii
cao = Faocaco , Fap = rmemion €a0 Zi Ko (/) (14)

kdecay CaD pN kiD (n/ ni)

Figure 5 shows a comparison between calculation and measurement of a profile
generated by a coupled phosphorous-boron diffusion experiment. The doping profile has
been measured by SIMS (dashed lines). The calculation has been performed by
implementing the diffusion model into the program package ZOMBIE [5], which is a one-
dimensional general solver for systems of coupled parabolic, elliptic, and ordinary dif-
ferential equations with non-constant coefficients. The good agreement between
calculation and measurement can be explained by the fact that the diffusion model takes
into account both the vacancies and interstitials.

3. Device modeling

Since silicon VLSI technology has evolved to a standard that hundreds of thousands of
transistor devices are integrated in a single chip it has become crucial to understand even
second-order effects of basic device operation. The application of numerical simulation
packages for the development of prototype devices is therefore a basic requirement.

Device modeling based on the self-consistent solution of the well-known fundamental
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Fig. 5 Doping profile of a coupled diffusion experiment

semiconductor equations [6] dates back to the famous work of Gummel [7] in 1964. Since
then numerical device modeling has been applied to nearly all important devices. Today
there are ongoing arguments in the scientific community whether the semiconductor
equations are adequate to describe transport in submicron devices. Particularly the current
relations (15) and (16) which are the most complex equations out of the set of the basic
semiconductor equations undergo strong criticism in view of, for instance, ballistic
transport [8,9]. Their derivation from more fundamental physical principles is indeed not
at all straightforward. They appear therefore with all sorts of slight variations in the
specialized literature and a vast number of papers has been published where some of their
subtleties are dealt with. The interested reader is referred, for example, to refs. 10-13. Any-
way, recent investigations on ultrashort MOSFETs [14] do not give evidence that it is
necessary to waive these well-established basic equations for silicon devices down to fea-
ture sizes in the order of 0.1 ym [15].

T = qUn (fi + igrad (n kTp)) (15)
n q

J, = qup (E + igrad (p kT")) (16)
p q

In this paper recent refinements to models of physical parameters concerning the current
relations, namely the carrier mobilities and carrier temperatures are discussed. Further-
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more, the influence of the shape of the field-oxide in width direction is presented as a par-
ticular example for three-dimensional device simulation.

3.1 Modeling carrier mobilities

The models of carrier mobilities y. and p, have to take into account a great variety of
scattering mechanisms the most basic one of which is lattice scattering. The lattice mobility
in pure silicon can be fitted with simple power laws

u = 1430 @ (T )
Vs 300 K

17)

it = 460 cm? < T )'m
Vs \300 K

The expressions (17) fit experimental data of refs. 16-18 well.

The next effect to be considered is ionised impurity scattering. The best established pro-
cedure for this task is to take the functional form (18) of the fit provided by Caughey and
Thomas [19] and to use temperature-dependent coefficients.

L min

Map = Hap (18)
1 + (CI/C=)™

ub = et +

[}

cm

—045
80 T
Vs \300K

T>200K

T > 200K

45 cm? ( T —045
Vs \300K

(20)

45 cm? (200 K\ -0 T \ 015
Vs \300K 200

T<200K

o = (19)
2 —0.45 -0.15
go ™ (ﬂ ( T T < 200K
Vs \300K 200
l":lin = {
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32
CY =112 X 10" cm (_T_)

300 K
(1)
32
o = 223 X 10" cm-? ( T )
300 K
0.065
Gap = 0.72 (30: K) (22)

The fits for eqns. (19)-(22) are from ref. 20; similar data have been provided in refs.
21 and 22.

In view of partial ionisation one should consider neutral impurity scattering [6].
However, in view of the uncertainty of the quantitative values for ionised impurity scatter-
ing introducing another scattering mechanism with additional fitting parameters does not
seem worthwhile. Furthermore, partial ionisation appears to be a second-order effect even
atliquid nitrogen temperature. It therefore seems justified to include partial ionisation only
in the space charge model and not in the carrier mobilities.

Surface scattering is modeled with an expression suggested by Seavey [23].

s = e + (o — pap) (1 — F(y)) 23)

L+ F(y) (Su/S%)

2 -1.19
= 638 0 ( T
Vs \300K

(24
 _ 160 cm? ( T )'””
Vs 300 K
with:
1+ exp (=2 (y/y)")
so=max 0. Y), s -max@-_) (26)

y y

S is assumed to be 7 X 10° Vem™; Si' is 2.7 X 10° Vcem™ and y*is 10 nm.

The formulae for surface scattering are definitely not the ultimate expressions. They just
fit experimental observations reasonably. Other approaches with the same claim can be
found in, e.g. refs. 9,25,26. A u-shaped mobility behaviour as found in refs. 27 and 28 has not
been synthesised because we believe in a different origin than surface scattering for this
experimental observation. It should be noted, however, that soft turn-on at liquid nitrogen
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temperature has been successfully simulated with a u-shaped mobility expression [29].
Velocity saturation is modeled with eqns. (27). These are again fits to experimental data
with, however, a theoretical background considering their functional form {16,30,31]

2 pll‘.l.ls
LISE  _—
* [ LIS n/ 2 ] %
14+ [ 1+ @2 s E/v
(27)
l.11';xs1=. = ”";ls

1+ ulils Eo/va"

E. and E; are the effective driving forces given by eqn. (28). Their derivation can be found in
ref. 32.

E.=| grady — L grad (Ut. n) |

n
. (28)
E;, = ,grad\v + __ grad (Ut p)|
b
The saturation velocities are given by
- —3%
v 145 x 100 ™ |tann 1K
s L T
(29)
_ -
wi=905x 100 ™ [tann 12K
s L T

The functional form of these fits is after Ali-Omar and Reggiani [16]; the experimental data
matched are from refs. 16,17,33,34. An eventual dependence on the crystallographic orien-
tation which one would deduce from refs. 35-37, is not presently taken into account.

3.2 Modeling carrier temperatures

To describe carrier heating properly one has to account for local carrier temperatures Tap
in the current relations (15) and (16). This can be achieved by either solving energy conser-
vation equations self consistently with the basic transport equations, or by using a model
obtained by series expansions of the solution to the energy conservation equations [31]. We
believe that the latter is sufficient for silicon devices. For the electronic voltages we have
eqn. (30) as an approximation. Confirming theoretical investigations can be found in
ref. 39.

Utw= X _pn+ 2oy (L -1 (30)
q 3 T
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The energy relaxation times %, are in the order of 0.5 ps and just weakly temperature depen-
dent [39]. They should, however, be modeled as functions of the local doping concentration
as motivated by the following reasoning. The product of carrier mobility and electronic
voltage which symbolises a diffusion coefficient must be a decreasing function with
increasing carrier voltage (see also ref. 39). Its maximum is attained at thermal equilibrium.
Relation (31) must therefore hold.

ws® Utnp < iy Ut 31

Note that models for carrier diffusion coefficients are not required in the basic current
relations (15) and (16).

Substituting eqn. (30) into eqn. (31) and rearranging terms one obtains relation (32) for
the energy relaxation times.

3 s
o< _Uto_"7
2 (vary?

(32)

In the actual version of MINIMOS [40], the energy relaxation times are modeled on the
basis of eqn. (32) with a “fudge factor” y in the range [0,1] and a default value of 0.8.

3 e

T =Y — Ut
2 (vay?

(33)

For vanishing doping one obtains the maximum energy relaxation times which are at 300 K
i =4.44X1072 s, tf = 2.24X 10" s and at liquid nitrogen temperature ti = 8.82X107" s, ©§
= 8.68X10-" s.

3.3 Three-dimensional MOSFET simuiation

This section presents three-dimensional effects of MOSFETSs ‘due to the non-planar
nature of the field-oxide body. The investigations have been carried out by MINIMOS 5
[40] which is the latest extension of the program package used worldwide, now including alt
three spatial dimensions. Three-dimensional effects such as threshold shift for small chan-
nel devices, channel narrowing and the enhanced conductivity at the channel edge have
been successfully modeled.

The geometry of the three-dimensional MOSFET investigated is given in Fig. 6: an n-
channel with an 1 yum X 1 um channel and gate oxide of 15 nm. The oxide body of the
analysed structure can be seen in Fig. 7 (note that the oxide is between the upper and the
lower plane). In order to demonstrate the effects at the channel edge two different bias
points were selected. This first is near the threshold with Us = Us = 0.0V, Up = 1.0V, Uc =
0.5 V (the threshold voltage for this device is Us ~ 0.75 V). The potential distribution in
channel length and width direction at the semiconductor/gate-oxide interface is shown in
Fig. 8. (This plane penetrates into the field oxide near the contact boundary of source and
drain). The corresponding minority carrier distribution is given in Fig. 9. A remarkable
depletion region at the drain side causes the channel charge to be smaller (under certain
bias conditions) than predicted by two-dimensional simulations. The second bias point is
far above threshold Us = Us = 0.0 V, Up = 1.0 V, Us = 3.0 V. The corresponding potential
distribution can be seen in Fig. 10. The location of the plane for which the distribution 1s
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drawn is the same as the previous bias condition. The high increase of the potential dis-
tribution out of the channel is because the gate contact overlaps the field oxide. Also of
interest is the minority carrier distribution (Fig. 11) which shows the enhanced conductivity
at the semiconductor field-oxide interface. Note that only half of the channel width is
shown in Figs. 8-11; —0.5 um denotes the middle of the channel width and 0.0 pm the boun-

dary of source and drain contacts. The consequence of the device characteristics of these

123



= s ]
=R 7 /
£ 08 | /[//0“\‘\\\\\\\\\\\\‘\ \’
] ,//,/, \\\\\\\\ V
Z-axis {umj R BN

X-axis {um]

Fig. 8 Detailed view of the surface potential at
the channel edge along the channel length
at bias Us = 0.5V

_—
=
z
2

—_——
T

===
e
e

o
w

_——————
—_———
e
==
e
e
e ————
e ——
—

Potential [V]

4 -
W

—

=
e
—

TS
T3
=

S

R

RS

7
s

i’
7

7
7
it
i
AL

S

Fig. 10 Detailed view of the surface potential
at the channel edge along the channel length
at bias Uc = 3.0V

Minority density (log)

[V ST TN NN YO N YOO WO OO WO |

Fig. 9 Detailed view of the minority carrier

density at the channel edge along the channel

Minority density (log)

length at bias Uc = 0.5V

)y,lLLlllllljlllllllll
\

> P N

Z-axis [um)] e NN

X-axis {um]

Fig. 11 Detailed view of the minority carrier
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effects depends on the gradient of the “bird’s beak” and the channel width. A high gradient
in the field-oxide shape results in high parasitic current at the channel edge; this effect is
less significant for low gradients. Narrow channel devices with high gradient have much
higher currents than predicted by two-dimensional calculations while the agreement with
two-dimensional simulations is good for wide channel devices in any case. Using a low
gradient in the bird’s beak yields a very smooth potential distribution rather than a nearly

rectangular shape.

4. Conclusion

The shrinking dimensions of the elements of integrated circuits require suitable pro-
cess and device models in physics and mathematics for accurate simulation. Although
two-dimensional software tools are adequate for many questions the advanced VLSI tech-
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nology leads to serious problems which can be investigated rigorously only by fully
three-dimensional simulations.

One important drawback of three-dimensional process and device modeling is the enor-
mous amount of computer resources required. The calculations presented in this paper
have been carried out on a host computer with 64 MB core memory and one million float-
ing point operations per second. In order to obtain the results of the ion implantation into
the trench (section 2.1) about 10* particles had to be investigated. The two-dimensional
simulation used 0.8 CPU-hours while the three-dimensional one required about 5 CPU-
hours. A straightforward Monte Carlo simulation, i.e. without the special acceleration
methods implemented in the program package, would have used about 800 CPU-hours.
The situation for three-dimensional device modeling is rather similar: the three-
dimensional simulation of a MOSFET at difficult bias conditions may require up to 100
CPU-hours. Such a time is only acceptable if just one program run is needed to solve a spe-
cial problem. However, the calculation of the characteristics, for instance, would not be com-
pleted within a reasonable time. Of course nowadays there exist computers which are much
faster than the one mentioned above but unfortunately not each investigator has perma-
nent access to such a super-computer. Therefore, three-dimensional process and device
modeling actually do not replace the two-dimensional activities, but are absolute
necessities for a complete solution.
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