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Abstract - Up-to-date process and device simulation requires sophisticated physical models and a secure numerical environment to reveal accurate simulations and to keep pace with the increasing demands of new process techniques. We have developed one- and two-dimensional coupled process and device simulators which cover these demands. The high level of automation in the programs frees the user from many laborious tasks like the linearization and discretization of the differential equations and the installation of the spatial and transient grids. The wide range of physical models which can be implemented and the fully adaptive spatial and transient grids which enable accurate simulations are explained by process and device simulations.

Introduction

The development of models will remain the task of engineers and scientists. However, the efficient evaluation of process and device models can be supported by software tools which offer an optimal numerical environment. The numerical support includes the simple and user-friendly implementation of physical models as well as the automatic detection and resolution of critical processes and domains in space and time. The automation of most of the numerical computations, e.g., linearization and discretization of the partial differential equations and the installation of the spatial and transient grids frees the user from laborious and repetitive works.

With one-dimensional simulations a good choice of the grid for appropriate resolution of critical domains determines the accuracy of the simulation. In many cases a similar accuracy can be obtained only by an exhaustively memory and time consuming simulation with a rigid grid. In two or even three dimensions the optimal choice of the spatial and transient grids determines whether the simulation can be performed at all. Our strategies for fully adaptive spatial and transient grids are therefore of interest for the development of two- or three-dimensional process or device simulators and the development of new physical models.

We present results obtained by the one- and two-dimensional coupled process- and device-simulators 'ZOMBIE' and 'PROMIS'. As a simple one-dimensional example we simulate the fabrication of a n'-p-p' diode and its transient electric characteristic. The process and device simulation of a MOS transistor is a typical two-dimensional example.

The numerical environment which enables the evaluation of the critical process and device simulations is demonstrated and explained by the examples.

Process Simulation

The process parameters are chosen in such a way that critical simulation steps occur. The starting material is a silicon wafer with a thickness of 50 microns which is also the simulation domain of all succeeding simulations. Arsenic is implanted with a dose of $2 \cdot 10^{16}$ cm$^{-2}$ and an energy of 140 keV. The wafer is annealed at 1000°C for 20 min. The ramping from 800°C to 1000°C and back within 5 min is not included in the 20 min annealing. The p-contact fabrication at the low doped p-domain is simulated by a boron implantation with a boundary value of $10^{15}$ cm$^{-2}$ for 20 min at 1200°C. A ramping down to 800°C within 10 min and a final annealing at 800°C for 55 min is performed to avoid crystal defects.

The annealing of the high dose As-implantation requires the use of a dynamic arsenic cluster model since the solubility limit of the electrically active arsenic is exceeded for all process temperatures. During the annealing the arsenic splits up into active arsenic and clustered arsenic, which is electrically inactive and is assumed not to diffuse. The simulation will show that the assumption of equilibrium between the two arsenic phases is not permitted during the fabrication steps.

In our simulation we use the cluster
require therefore a fine resolution during all processes. A similar problem occurs during the simulation of the p-contact fabrication. In the very beginning a fine grid is necessary close to the surface, but it turns out to be of no importance afterwards.

A fully adaptive spatial grid in space and time is necessary to fulfil all specified requirements. A rigid equidistant mesh can by no means fulfill all requirements at all times without consuming an enormous amount of memory. A rigid problem oriented grid requires the knowledge of all critical domains in advance, i.e. the solution must be known before the simulation.

Fig. 4A-B-C show the grid modifications during the annealing steps in domains of interest. A continuous line represents an existing grid point, a beginning or terminating line indicates a modification in the grid. The vertical bars at the top of the figures indicate the transient grid used for the simulation. Fig. 4A summarizes the modification of the grid caused by the 1000°C annealing step and the beginning of the 1200°C step. The time steps are small in the very beginning when active arsenic is converted into clustered arsenic and during the high temperature annealing step. Fig. 4B shows the grid modifications during the second high temperature annealing step. The spatial grid moves with the spreading arsenic profile and provides a fine resolution of the steep arsenic gradient and the p-n junction during the whole simulation. The transient grid resolves the fast spreading of the arsenic accurately whereas the step width increases significantly as the final 800°C annealing begins. Fig. 4C shows the grid modifications in the vicinity of the upper boundary during the predosition step.

The two-dimensional MOS transistor fabrication step shows the capabilities of our two-dimensional codes. The source and drain regions have been obtained by an implantaion of arsenic with doses of $2 \times 10^{12} \text{cm}^{-2}$ and an energy of 150keV. Fig. 5A shows the doping profile after the implantation and the corresponding spatial grid. The grid used for the simulations is identical to the grid used for the figures. The grid lines are accumulated close to the gradients of the arsenic. Two annealing steps are performed after the implantation. The first one for 60min at 1000°C, the second one for 15min at 950°C. Fig. 5D shows the final arsenic profile and the corresponding grid. The comparison of Fig. 5A and Fig. 5D indicates the modifications of the spatial grid which are similar to the one-dimensional simulations. After the first annealing the channel implantations are performed with doses of $5 \times 10^{12} \text{cm}^{-2}$ and $2 \times 10^{12} \text{cm}^{-2}$ and energies of 25keV and 100keV. Fig. 5B shows the boron distribution after the doping, Fig. 5C the boron distribution after the 950°C annealing. Hereagain, the comparison of the grid before and after the annealing indicates the modifications.

Device Simulations

The transient device characteristic of the n-p-p diode and the MOS transistor have been simulated using the same programs, i.e. the same solvers and the same strategies for the transient and spatial grid. We have just changed the physical models, i.e. the variables changed from active arsenic, clustered arsenic and boron to potential, electrons and holes. Fig. 6A-B-C show the switching of the diode from -4.5V reverse bias to +0.5V forward bias and the corresponding grid modifications in the vicinity of the space charge layer. In the beginning Fig. 6C shows two domains of fine spatial resolution which coincide with the boundaries of the space charge layer and the strong decrease of the electron and hole concentrations. As the reverse voltage decreases the space charge layer gets smaller, especially in the low doped p-domain. At 0.9μsec the external voltage gets zero and the space charge layer disappears. Now electrons are injected from the n+-domain into the p-domain and a fine resolution close to the contacts gets important. The spatial grid as well as the transient grid resolve the critical domains carefully and provide an accurate simulation.

Fig. 7A-B show the electron density and the electric field for a drain voltage of 3V and a gate voltage of 0V, Fig. 8A-B for a drain voltage of 3V and a gate voltage of 3V. The obtained results coincide well with the simulations of well established simulators /7/ and reveal that our grid strategies can handle semiconductor equations too.

How to Create Adaptive Grids

The strategies for the creation and modifications of grids must be independent from the physical model under consideration. The design of a spatial grid can be split up into two independent parts. Computation of the position of the maximum discretization error and refinement of the grid in the vicinity of this position. The computation of the discretization error depends on the discretization method, e.g. finite differences, finite boxes or finite elements. We use the method of finite differences and therefore the deviation of the distribution of the variables from a local polynomial of second order can be taken as a measure of the spatial discretization errors. The computation of
modeling of /1/. Three continuity equations Eq.(1)-(3) describe the redistribution of the dopants.

$$\frac{\partial c_{As}}{\partial t} = \text{div}(D_{As} \cdot \text{grad} c_{As} + c_{As} \cdot \text{grad} \psi) + k_{p} c_{Cl}^{-k} c_{As}^{m} \cdot n^{k}$$  (1)

$$\frac{\partial c_{Cl}}{\partial t} = -k_{p} c_{Cl}^{-k} c_{As}^{m} \cdot n^{k}$$  (2)

with $m=3$ and $n=1$.

$$\frac{\partial c_{B}}{\partial t} = \text{div}(D_{B} \cdot \text{grad} c_{B} - c_{B} \cdot \text{grad} \Psi)$$  (3)

$$\Psi = u_{t} \cdot \text{arsinh}(\frac{c_{As}^{m-k} \cdot c_{Cl}^{-m} - c_{B}}{2 \cdot n_{i}})$$  (4)

The electric potential is computed by the quasineutral assumption, Eq.(4), which turns out to be a sufficiently accurate approximation for the solution of the exact Poisson equation /2/.

The boundary conditions during the inert annealing steps are summarized in Eq.(5) and Eq.(6).

$$J_{As}(x=0\mu m) = 0, \quad J_{As}(x=50\mu m) = 0,$$

$$J_{B}(x=0\mu m) = 0, \quad J_{B}(x=50\mu m) = 0$$  (5)

$$J_{As}(x=0\mu m) = 0, \quad J_{As}(x=50\mu m) = 0,$$

$$J_{B}(x=0\mu m) = 0, \quad C_{B}(x=50\mu m) = 10^{18} \text{cm}^{-3}$$  (6)

Fig.1 shows the temperature as a function of time during the diode fabrication steps and summarizes the process parameters. Fig.2A-B-C-D show the distribution of the dopants after the implantation, the first annealing step and after the contact fabrication at both boundaries.

Fig.3 shows the transformation from active to clustered arsenic and back. Since a cluster consists of three arsenic atoms, the changes in the active arsenic are three times the changes in the clustered arsenic. The total amount of arsenic remains constant. Whenever the temperature increases the active dose increases too. Fig.3 shows that the arsenic dose is not constant during a process step with a constant temperature since the equilibrium is not obtained within the duration of the process step. (The effects cannot be explained by arsenic diffusion only).

During the diffusion the arsenic concentration varies by some orders of magnitude, especially close to the steep gradient of the profile. The spreading of the arsenic profile and the p-n junction
the discretization error should be insensitive to slight truncation errors and the error should decrease with decreasing mesh spacing. The use of numerical differentiation should be avoided therefore. All criteria which fulfill these demands may be used and will lead to similar spatial grids.

A quasiuniform spatial mesh can be recommended for all simulations /3/ and should be kept during all grid modifications. A mesh is called quasiuniform if the ratio between two adjacent grid spacings minus unity is small compared to unity. This mesh avoids abrupt transitions from a very coarse to a very fine mesh. Furthermore, it provides that the discretization errors reduce with the square of the mesh spacing /4/. We use the "sectio aurea" for the grid refinement, e.g. \( h_{i+1} \approx \sqrt{1.25} \cdot h_i \). Fig. 9 compares a quasiuniform mesh to an arbitrary mesh. (The sectio aurea holds \( AB + BC = BC + CD \) and \( AB = BD \).) It should be noted that a quasiuniform mesh requires often the modification of a larger grid domain (C and E must be inserted together). The deletion of grid points is more difficult than the insertion of gridlines. Therefore, we prefer to create a completely new grid after a certain number of additional gridlines has been inserted or after a certain number of time steps has elapsed.

For the transient integration we use "backward difference formulae" of 6th order /5/, /6/. This method permits the exact integration of polynomials of 6th order. The comparison of a predicted with a computed solution permits the detection of critical simulation domains, the step width control and the order control. The large dynamic range of the semiconductor equations and the process variables permits a relative error control only. We check the error of every variable at every depth. The maximum error between the predicted and the computed solution determines the step width for the next iteration. The step width is computed for the actual order and the order minus and plus one. The order which permits the largest time step is chosen for the next iteration. If the error exceeds some limit the time step is rejected and the simulation repeats with a smaller time step.

\[
\frac{h_i}{h_{i-1}} = \sqrt{1.25} - 0.5, \quad h_2 = \frac{1}{\sqrt{0.5}}
\]

Fig. 9

The comparison of a predicted with a computed solution permits the detection of critical simulation domains, the step width control and the order control. The large dynamic range of the semiconductor equations and the process variables permits a relative error control only. We check the error of every variable at every depth. The maximum error between the predicted and the computed solution determines the step width for the next iteration. The step width is computed for the actual order and the order minus and plus one. The order which permits the largest time step is chosen for the next iteration. If the error exceeds some limit the time step is rejected and the simulation repeats with a smaller time step.

\[
\frac{h_i}{h_{i-1}} = \sqrt{1.25} - 0.5, \quad h_2 = \frac{1}{\sqrt{0.5}}
\]

Fig. 9 refinement by "sectio aurea"; \( \max (\frac{h_i}{h_{i-1}}) = 1.618... \)

Refinement by bisection

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
</table>

Summary

We have presented simulations of critical process and device simulations using the one- and two-dimensional programs 'ZOMBIE' and 'PROMIS'. The simulators have been supported by fully adaptive spatial and transient grids. The adaptive spatial grid reduces the memory requirements by a factor up to 20 during process simulations and up to 5 during device simulations. The additional CPU-time used for the grid modifications is about 10% of the simulation time and by far compensated by the reduction of time during the solving of the partial differential equations with the decreased number of gridlines. The fully adaptive grid in time saves additional CPU-time.

A fully adaptive grid will become important for process and device simulations two ways. Firstly, it supports the development of new models for process and device simulation, because it frees the user from nearly all mathematical considerations about grid creation and step width control during the simulation. Secondly, it reduces the CPU-time and memory requirements of the simulations which will become important for two- or three-dimensional simulators.
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