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ABSTRACT

This paper describes the design and implementation of
the Technology CAD simulation framework VISTA as
well as its features. Object-oriented design is a key
point in the implementation of VISTA. A Tool abstrac-
tion mechanism, job farming, automatic load balancing,
parallel execution, a simulation flow controller, gridding
services, visualization tools and persistent storage facil-
ities are core components for highlevel simulation mod-
ules such as Design of Experiments-, Response Surface
Methodology- and Optimization modules. The impact
of this Technology CAD framework on the productivity
of its users is pointed out.

INTRODUCTION

During the past decade numerous highly effec-
tive simulators for the simulation of semiconduc-
tor technology (PROMIS, TSUPREM (TMA 1995),
ATHENA (Silvaco 1993)) as well as for semicon-
ductor devices (transistors, diodes, ...) (MINI-
MOS (Habas et al. 1990), MEDICI (TMA 1994)) have
been developed. These simulators deliver reasonable
and accurate predictions of process and device perfor-
mance. Nevertheless, the time consuming efforts to
setup, carry out and analyze simulations often prevent
designers from performing simulations, neglecting the
positive impact of simulation technology on cycle time
and cost reduction, respectively. TCAD (Technology
CAD) frameworks like VISTA (Halama et al. 1993)
(Viennese Integrated System for TCAD Applications)
intend to close this gap between the potential capabili-
ties of simulation tools and a technology engineers time
restrictions. In the following the framework infrastruc-
ture required to perform complex simulation tasks is
outlined.
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Figure 1: The VISTA main window with the Simulation
Flow Control window provides compact representation
of simulation progress and results

The VISTA framework is based on a LISP inter-
preter called VLISP, which provides object-oriented
features similar to the popular JAVA language. This
interpreter-based system provides a sound basis for the
implementation of a robust and highly portable soft-
ware system. Object orientation has been found to be
a key factor in terms of productivity, maintainability,
and robustness during the development of VISTA. Fun-
damental tasks are provided by a collection of object
classes (graphical user interface, operating system in-
terface, basic data types and structures). The facilities
of VLISP to execute remote system processes in par-
allel enable the efficient usage of system resources and
thus decrease simulation time. Special care has been
taken to separate the framework modules from the user
interface without degrading the ease of use. Thus it



is easily possible to initiate and monitor complex sim-
ulation task via a Graphical User Interface (GUI) or
alternatively by issuing commands on a terminal line
or executing scripts in batch mode. The rigorous sep-
aration of the user interface is expected to facilitate
the port of VISTA to newly emerging user interface
standards in the future and will therefore significantly
extend its lifetime.

TOOL ABSTRACTION

VISTA is an open framework, which means that it is
easily possible to integrate any simulation tool by pro-
viding interface stubs for different types of simulation
tools. These stubs serve as abstractions for the tools
inside of the framework. The framework communicates
with the tools using typed data. In order to be able
to perform simulations with heterogeneous simulation
tools, converters have to be registered for new data
types. Due to this fact the framework is able to per-
form automatic conversion of data formats whenever
necessary during simulations with heterogeneous tools.

SIMULATION FLOW CONTROLLER

The VISTA Simulation Flow Controller (SFC) takes
care of scheduling simulations and maintains a per-
sistent result database. Basically the SFC evaluates
Simulation Flow Descriptions which means that the
according simulators are started and error conditions
are are handled. It extensively reuses simulation re-
sults by maintaining an experiment split tree. Thus
re-computations of already existing results are avoided.

Simulation tools have to register their typed simula-
tion output with the SFC. Thus the result of a basic
SEFC operation can be considered a vector of simula-
tion results, these might be simple numbers or more
complex objects like a full Wafer—state.

The SFC provides a user interface as depicted in Fig-
ure 1 for the simulation results as well as for the sim-
ulation progress. This user interface gives a compact
overview for even complex experiments like they arise
from optimization. On request the user is able the view
the output of each particular step of a simulation.

LOAD BALANCING

Since VISTA is able to distribute workload for its com-
putations to several workstations, load balancing is a
serious issue. In order to minimize the computation
time required for a simulation, VISTA periodically polls
for the actual load of each registered node and thus en-
ables automatic load balancing. Individual load limits
for each node as well as global load limits guarantee a
flexible and highly effective — in terms of resource op-
timization — distribution of simulation workload. Ad-
ditionally automatic load balancing avoids overloading

Enabled hosts = Load Informatien
jésb' A Numberof Jobs 12 A
“:gcd Current Load 013
261 Allowed Load 28
|at2 Staitus Idle
{at3 ¥ g
1364 ‘ Restnet Yes
150 Toals
o A ————] S
I fouprers ]
finl £ r
|
Host [in3
Enable Disable
.~ Global Parameters |
| | Base Load 0.8 S Toad |
|| Max # of Jobs S0 A Addl Rernove
OK Apply Cancel Hel

Figure 2: The Compute Server Panel is used to en-
able/disable hosts, to configure specific tools for a host,
and to specify parameters for load balancing.

of workstations and therefore prevents resource usage
conflicts among concurrent users.

DATA MODEL

The central data object of a process simulation is the so
called Wafer—state which is a model of a cross section
of the simulated piece of wafer. The actual representa-
tion of the wafer—state depends on the file format se-
lected. Several formats of wafer—state representations
exist. The VISTA native wafer—state representation is
PIF (Halama et al. 1993), which is a hierarchical model
as depicted in Figure 3. A graphical view of this wafer—
state is shown in Figure 4. An example of another wafer
state representation handled by VISTA is the Technol-
ogy Interchange Format (TIF) used by TSUPREM.

GRIDDING

VISTA provides gridding facilities through a Delaunay
grid generator, TRIANGLE (Shewchuk 1996). This
gridder is able to generate high quality grids using
selectable quality criteria (minimum angle, maximum
area, doping gradient). Due to its triangular nature it
is able to create grids for even complicated domains as
they result from etching or oxidation simulations. Ad-
ditionally, TRIANGLE works as a wafer-state gridder,
which is used to create a valid data model after simu-
lation tools that do not write a complete wafer model.
Typically this is the case for topography simulators that
do not care for doping profiles. TRIANGLE merges the
new geometry resulting from a topography simulation
with preexisting doping profiles. Additionally, due to
its adaptive gridding facility, merging of doping pro-
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Figure 3: An integrated VISTA data viewer.

files that reside on different grids is possible ensuring a
minimum of accuracy loss.

PERSISTENT STORAGE OF RESULTS

In order to avoid recomputation of simulation results,
VISTA keeps a persistent database for simulation re-
sults. As disk space can be a serious issue for large scale
experiments, only intermediate results at split points of
the experiment split tree are kept to keep the amount
of required disk space at a minimum.

PROCESS FLOW REPRESENTATION

A vital issue of process simulation is the definition of
the sequence a wafer undergoes during fabrication -
the so called process flow. VISTA uses the Simulation
Flow Description (SFD) (Pichler 1997) format to rep-
resent process flows. Basically the SFD encapsulates
instances of process statements that are registered with
the framework. Furthermore the SFD allows the intro-
duction of a hierarchy in order to facilitate navigation
through complex processes. Figure 5 depicts the VISTA
flow editor which is provided to easily build and main-
tain process flow descriptions.

To combine ease of use and a high level of flexibil-
ity, a template based approach of simulator control is
provided. The input to each simulation tool can be di-
vided into a control part and a data part. The data part
is completely handled by the framework itself, whereas
the control part is partially controlled by the framework
and partially controlled by the simulation flow descrip-
tion. In Figure 6 a typical template based step for a
MINIMOS device simulation is depicted. A template of
the control part (namely the input deck) of the simula-
tor input is presented in the text window. Parameters
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Figure 4: A two-dimensional data viewer for the VISTA
native PIF format.

of the template are surrounded by <(. .. )> sequences.
Each parameter is defined by its name and its default
value. For those parameters which also have a default
value, an input field is available (for example US, UG).
If a default value is missing, they are assumed to be
hidden (for example CHANNEL, MAT). Values of hidden
parameters are typically provided by the framework,
but for some reasons users might want to change them.
Generally the user is able to modify the template itself
or the input fields of parameters. If additional param-
eters are introduced by editing the template, they are
dynamically rescanned and input fields are created. Pa-
rameters of these template are accessible for clients of
the SFC and are typically used for automatic process
variation.

By providing this template mechanism simulators
that require some kind of an input deck can easily be
integrated to the framework. Full transparency of the
simulator control is achieved, which means that from
the users point of view a simulator is basically used in
no other way than it would have been done in a stand-
alone simulation. Once integrated, a simulator benefits
from the highlevel framework services described later.

SIMULATION METHODOLOGY

The facilities described so far form the basis for
application focused TCAD simulations like opti-
mizations or calibration. However, computation
time restrictions force the application of sophisti-
cated methods like Response Surface Methodology
(RSM) (Box and Draper 1987). RSM provides a com-
pact universal numerical model for arbitrary types of
data. Instead of requiring computation time consuming
simulations the optimization uses a corresponding RSM
model for its evaluations. To create RSM models with
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Figure 5: The VISTA flow editor

a minimum amount of simulation experiments, Design
of Ezperiments (DOE) (Lorenzen and Anderson 1991)
support is included within VISTA. DOE is a method-
ology to explore the input parameter space with a min-
imum number of samples. VISTA encapsulates these
tasks by so called agents(Figure 7) which provide com-
munication interfaces with external DOE, RSM and op-
timizer client applications. These agents communicate
with the clients via standard input and standard out-
put. Therefore various implementations (in form of sep-
arate programs) for these tasks can easily be plugged
in. Figure 1 shows the split tree resulting from of a
CCC DOE design of a CMOS process.

TASK ENCAPSULATION

In order to provide a uniform interface to basic opera-
tions like the evaluation of a SFD (which means an ac-
tual process simulation), RSM evaluation or optimiza-
tion a unified class of Evaluable Entity (EVE) LISP
objects is provided, which serves as an abstraction of
the operations behind. Figure 7 illustrates the encapsu-
lation of an optimizer by an EVE interface. More com-
plicated tasks are created by plugging EVEs together
as shown in Figure 8. These virtual interfaces allow
for an easy substitution of simulation modules by other
ones. A typical example of this is the substitution of
a real process simulation by an RSM model which was
generated out of a set of process simulations before. As
depicted in Figure 8 the optimizer requests evaluations
from the RSM model instead of the process simulation
itself.

CONCLUSION

A TCAD framework that provides all necessary compo-
nents and functionality for state of the art TCAD inves-
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Figure 6: A GUI for simulator templates

tigations has been presented. This framework has suc-
cessfully been applied to problems arising in industrial
technology development laboratories. Especially opti-
mization capabilities represent a highly valuable feature
of the VISTA framework. TCAD frameworks have be-
come a key technology for the semiconductor industry.

FURTHER RESEARCH

Future development of VISTA will especially cover as-
pects of client/server computing. The ongoing progress
of the world wide web and its impact on existing soft-
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Figure 7: Basic operations are wrapped by so called
EVE interfaces
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ware will have influence on future development deci-
sions. One could imagine that VISTA acts as some
kind of simulation request server which handles requests
from client applications on a remote Internet site. In
such a scenario components requiring heavy user inter-
action are located on the client side and the core sim-
ulation modules reside on the server side as depicted
in Figure 9. The strict separation of the user inter-
face and the functional components of the framework
strongly support this development.
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Figure 9: Client/Server architecture for future simula-
tion scenarios
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