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Abstract 

We present our results of tuning mobil­

ity model parameters with an· automated 

calibration framework. Observing a state­

of-the-art 0.25 j.lm CMOS process, sev­

eral measurements for different gate lengths 

(0.25-4.0 j.lm) were made. To eliminate the 

statistical variations typical to sub-micron 

devices, measurements for several chips on 

the the same wafer were made to chose an 

average sample. Carrying out simulations 

with the resulting parameter set, an error 

smaller than 2.4% for both the long-channel 

and the short-channel device can be ob­

served. 

1. Introduction 

The backbone of todays engineering work 
is formed by the meanwhile highly effective 
process and device simulators (e.g., [2], [3], 
[4]) which are generally available. The ac­
curacy of these simulators is known to be 
very good for many engineering purposes. 
Nevertheless, many models implemented in 
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these simulators have a limited range of ac­
curacy due to the complex nature of the un­
derlying physics. The parameters of these 
models are normally not so well known, dis­
played by the strong deviation of the values 
found in literature. To achieve high accu­
racy for a distinct process essential parame­
ters need to be calibrated. 

In our application the process was simu­
lated using TSUPREM4 and for the device 
we used MINIM OS. We focused on the cal­
ibration of the MINIMOS6 mobility model, 
a description of which can be found in [5]: 

J.I�IS = 

F(y) 

J.I�ef + (J.I�I -J.I�ef) . (1- F(y)) 
( S )'n 

1+ F(y)· s�:f 
2'J.I�IS 



Here, f-t�I considers ionized impurity 
scattering, f-t�IS adds surface scattering, and 
f-t�ISF gives the final mobility including ve­
locity saturation. The depth dependence 
model uses yref as a parameter. Since the 
model is phenomenological, the parameters 
fpr surface scattering and velocity satura­
tion may depend on the fabrication process. 
To yield physically meaningful results, valid 
for a large range of gate lengths, appro­
priate devices and bias conditions must be 
selected during the calibration. After dis­
abling the high-field mobility degradation 
term, the error in the maximum drain cur­
rent of the 4 pm device was found to be 
about 2%. Hence, it was decided to calibrate 
the surface mobility parameters using this 
long-channel device. With these values, the 
calibration of the high-field mobility param­
eters was carried out with the short-channel 
device, where a strong high-field degrada­
tion could be'expected. 

2. The VISTA Framework 

The calibration was automatically run us­
ing our VISTA framework [1] with fifteen 
operating points selected from the measured 
IV-curves. VISTA supports a rigorous job 
farming algorithm which allows the efficient 
usage of all hosts available in the cluster. 
Since there were 21 hosts available, opti­
mization could be speed up significantly re­
sulting in a total of about two hours for the 
optimization of the surface scattering pa­
rameters and even less then one hour for the 
optimization of the velocity saturation pa­
rameters. 

3. Actual Calibration 

Before performing any calibrations on the 
4 f-tm device, the simulation results obtained 
by using the default mobility parameters 
were compared with measurements. To ac-
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Figure 1. VISTA Framework showing load 

information. 

count for the unknown interface charges, 
the work function difference was adjusted 
to Ew = -0.6 eV to reproduce a current of 
Id(lIth) = 10 n A  for the measured thresh­
old voltage of lith = 0.15 V (device width 
is 15 pm). This approximation is valid 
under the assumption that the influence of 
the surface and high-field mobility parame­
ters on the drain current are negligible un­
der these bias conditions. As expected, the 
comparison showd good agreement for the 
sub-threshold region, whereas the drain cur­
rent for maximum bias was overestimated 
by 17%. 

3.1. Surface Mobility Parameters 
As a first step, the three surface mobility 

parameters f-t�ef, yref, and ,n for the 4 pm 
device where calibrated. Using the opti­
mized parameters for the simulation, the re­
sulting maximum absolute error in the drain 
current was found to be less than 2.3% in 
the entire range. 

3.2. High Field Parameters 
Before concentrating on the high-field pa­

rameters, the optimum parameters extracted 
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with the 4 p,m device were tested for their 
accuracy when used for the 0.25 p,m device. 
As before, only the threshold voltage has 
been adjusted to satisfy the threshold con­
dition. This adjustment (Ew = -0.53 e V) 
is necessary to compensate for the inaccura­
cies of the process simulation for deep-sub­
micron devices. The agreement was found 
to be exceptionally good. For high-bias con­
ditions, the drain current is overestimated by 
only 2%. 

For the optimization of the high-field pa­
rameters s�e!, v�at, and f3n, the selected fif­
teen operating points for the 0.25 p,m device 
were restricted to the high-bias region. With 
the optimized values the simulation shows a 
very small error (0.7%) for the higher bias 
conditions and a maximum error (2.4%) for 
intermediary bias conditions. 

4. Discussion . 

The optimum found is summarized in Ta­
ble 1. All parameters show physically sound 
deviations from their respective default val­
ues. In particular it is worthwhile to men­
tion, that the saturation-velocity which is a 
quite firm quantity in terms of physical rea­
soning, was just marginally adapted by the 
automatic optimization procedure. Further­
more it is to note, that the large deviation 
of -60% in the surface parameter yTe! de­
notes the improvement in process technol­
ogy compared to typical processes investi­
gated in [5]. Since there are many un­
certainties in the exact doping profile, gate 
length, etc., the calibrated parameters reflect 
the average variations of these process pa­
rameters. 

To test the accuracy of these values for de­
vices with even shorter gate lengths, simu­
lations with the 0.2 p,m device were carried 
out. Again, the accuracy is very good con­
sidering the large uncertainty of the process 

Table 1. Summary of the optimized mobility 

model parameters. 

I Par. I Opt. 
p,�eJ 538 
yTe! 3.96 
"In 1.33 
s�ef 5.933e7 
vsat n 1.48e7 
f3n 2.217 

I Def. I [%] I Unit 
638 -15.7 cm�jVs 
10 -60 nm 
1.69 -21.3 1 
7e7 -15.2 Vjm 
1.45e7 2 cmjs 
2 10.8 1 

data for such small gate lengths. The final 
results for the cases with Lg = 4 p,m and 
Lg = 0.25 p,m, using the calibrated values 
are shown in the Fig. 2 - Fig. 3, respectively. 
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Figure 2. Comparison of simulation and 

measurement for the Lg = 4 /Lill device. 
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Figure 3. Comparison of simulation and 

measurement for the Lg = 0.25 /Lill device. 


