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Technology CAD has already proven to be an attractive and indispensable supple­
ment to standard process development methodologies for VLSI technology. The flexi­
bility and versatility of TCAD makes it ideally applicable for smart power technology 
to cut down development costs and cycle times. The Vienna Integrated System for 
TCAD Applications is a simulation environment which offers great flexibility and a 
large number of tools for process development. Smart power devices gain increasingly 
interest for applications which need to combine low voltage logic and power output 
devices as, e.g, for automotive electronics. 

INTRODUCTION 

In recent years smart power technology has become a standard for various applications such as 
automotive electronics. Its ability to integrate low voltage logic, low voltage analog circuits, and 
power output devices on a single chip in combination with low cost and robustness makes smart 
power technology attractive for a large number of applications. Integration of low voltage and 
power circuits offers a flexibility which allows for solutions tailor-made to a specific problem. 

The integration of devices and circuits with concurrent requirements on process technology 
which uses low voltage logic and power output devices poses problems difficult to solve for even 
a few specific applications. The "optimum" technology will be hard to define if it might exist at 
all. 

Altogether these facts make simulation very attractive to cut down development costs and 
reduce system design cycle times significantly. The development of simulation environments 
which allow for the simulation of complete processes rather than a specific process detail has 
come to a point where such environments are an attractive supplement or even alternative to 
standard process development methodology [1]. 

The Vienna Integrated System for TCAD Applications (VISTA) [2] is a simulation envi­
ronment which comprises tools for simulating the various processes which are, e.g. , required for 
smart power technology, and offers the benefit of optimizing critical parameters and investigating 
numerous process variants at low costs. 

This article focuses on the specific aspects which make TCAD suitable for smart power device 
development. The applicability of VISTA for smart power technology is demonstrated on the 
simulation and optimization of a vertical DMOS transistor (VDMOS transistor) process. This 
example includes simulation of several process steps such as epitaxy, ion implantation, annealing, 
and etching as well as device simulation to determine the electrical characteristics (on-resistance, 
break-down voltage) of the fabricated device for optimization. 

The VDMOS transistor is a commonly used power device for smart power applications. The 
example is designed for Vos == 100 V and an on-resistance Ros(on) == 0.9 n. The optimiza­
tion gives the thickness and doping concentration of the transistors epi-layer such that the 
on-resistance reaches a minimum. The obtained process parameter values compare very well to 
the values of a corresponding process already in use. 
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The following two sections describe the structure of VISTA and the optimization module in 
more detail followed by the example section. In the final section some conclusions are drawn 
and an outlook is given on the further development of VISTA. 

THE VISTA/SFC SIMULATION ENVIRONMENT 

With shrinking device dimen­
sions and decreasing product­
development cycles, fully-automated 
TCAD analysis of complete semi­
conductor processes and devices is 
becoming increasingly important. 
The Vienna Integrated System for 
TCAD Applications (VISTA) and 
its Simulation Flow Control (SFC) 
module form a programmable 
simulation environment for VLSI 
technology analysis, focusing on 
heterogeneous tool integration, pro­
cess flow simulation, and high-level 
task support including response 
surface modeling (RSM) and op­
timization [3]. Based on process 
and device simulation capabilities 
with a variety of simulation tools, 
split-lot experiments can be defined 
for fabrication process flows and 
simulation sequences. The parallel 
and distributed execution of inde­
pendent split tree branches allow 
a fast computation of large-scale 
experiments. A persistent run 
data base keeps all simulation 
results and prevents unnecessary 
re-computations. Special emphasis 
has been put on establishing in an 
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object-oriented fashion a uniform Figure 1: VISTA/SFC graphical user interface. 
and easy-to-use interface for ap-
plications and extensions supplied by the user. The combination of a comfortable, intuitive 
visual user interface with the flexibility and versatility of a high-level programming language 
for TCAD applications results in a powerful tool for TCAD integration, development, and 
production use. 

Architecture and Components 

Figure 2 gives an overview of the principal components of the VISTA/SFC TCAD environment. 
As the central coordinating instance, the task control layer takes care of controlling all ac­

tivities initiated via the GUI, the ASCII interface, or a batch file. It establishes object-oriented 
interfaces for all task-level services. The VLISP shell interpreter [4] - not shown in the figure 
- provides the basis for the implementation of all other internal modules. It provides interfaces 
to the operating system, the graphical user interface (GUI), and the PIF Application Inter­
face (PAI) [5] to conveniently access simulation data stored in the Profile Interchange Format 
(PIF) [6]. All operating-system dependent services are encapsulated by the VLISP interpreter, 
which ensures portability over a wide variety of operating systems and platforms. 
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The flow editor (Figure 3) offers 
an intuitive and convenient graphical 
interface for writing process flows. It 
supports the definition of process flows 
in a hierarchical and modular manner 
in terms of tool-independent process 
statements as well as explicit tool 
statements. Process fl.ow information 
is interpreted by the run controller, 
which together with the run data base 
forms the core components for the 
management of iterative and parallel 
split-lot experiments. 

The run controller takes care of the 
detection of splits, of scheduling multiple 
runs in parallel operation on workstation 
clusters, and offers a number of opera­
tion modes to facilitate development and 
debugging of both processes and simula­
tion tools. The run data base stores and 
retrieves simulation output data and ex­
tracted data of any format, with the PIF 
format being used as primary exchange 
format for wafer data. 

All simulation tools and auxiliary 
data-manipulation tools are accessed 
through a layer of binding functions 
that encapsulate tool specifica, estab­

Graphical User Interface 

l101eh F ilo 

Task Control Layer 

Opttm~er !l 
c .. .. 
< 

DoE .. 
" .!! .. 
~ 

RSM .s 

PlFData 

c 
.S! 

~ 
Q. ... 
< 

Flow 

PRO MIS 

SAMPLE 

TSUPREM,4 

MINIMOS 

TRIANGLE 

TRIGEN 

VORONOI 

Figure 2: Main components of the VISTA/SFC 
TCAD environment. Dark rectangles indicate exter­
nal executables. 

lishing a set of VLISP functions to allow the invocation of all simulation tools in a uniform 
manner as simple function calls. All tool parameters as well as output and error redirections 
are passed as arguments to the binding function, ensuring a maximum of independence of the 
tool binding layer and the task control layer. All binding functions together are organized as 
the tool application layer that makes all tools available to the task control layer. 

At the other end of the functional hierar-
chy, task-level tools are interfaced with the 
task control layer by interface agents which 
establish communication channels with con­
current executables like optimizers, Design of 
Experiments (DoE) tools [7] , and Response 
Surface Methodology (RSM) modules [8]. 
While being run as clients of the task control 
layer, they also operate as servers for more 
complex applications, and are linked together 
by callback connections. 

Figure 1 shows the graphical user interface 
of the VISTA/SFC simulation environment. 
The topmost window contains the graphical 
user interface of the run data base and run 
controller modules. The process steps of the 
selected process fl.ow are listed on the left side, 
the split tree of simulation runs in the current 
project provides direct access to all data of all 
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Figure 3: The process simulation fl.ow for the 
VDMOS transistor. Individual steps are clearly 
shown and can be easily modified. 

computed steps and gives a quick summary of the activity states of all simulations. The System 
Jobs window shows all active and queued system jobs started on behalf of the run controller. 
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The Experiment Table window contains a spreadsheet representation of all simulation runs and 
control and response variables defined for the process flow. Task-level tools like DoE and RSM 
generation are directly accessible. The Hosts window displays the busy-state of all network hosts 
used for submitting system jobs. 

Task Encapsulation 

When focusing on the system responses of process flows and devices, all simulation-related 
concerns should not be dealt with, but rather be handed down to some service that delivers 
the requested results . FUrthermore, no distinction should be made with respect to the kind 
of procedure to invoke to get these results. More precisely, task-level applications should be 
liberated as far as possible from subtleties regarding the invocation of simulators, the precise 
format of input decks, the proper interpretation of generated files and return values, etc. To this 
end, the VISTA/SFC simulation environment provides a class of objects that encapsulate all 
evaluation tasks on the task level and establish a uniform interface between task-level modules 
such as optimizers, response surface models, database queries, etc. 

Evaluable Entities 

A class of evaluable entity (EVE) objects has been defined to provide uniform access to basic 
services like process flow simulation and RSM evaluation as well as to more complex, user-defined 
tasks [9]. For example, the minimization of the on-resistance of a VDMOS transistor for a given 
process can be encapsulated in an object that is evaluated for a set of initial value vectors for 
the optimizer generated by a DoE module or by a simple LISP loop. 

After specifying those process parameters and measurements which are to be used as input 
variables (controls) and output variables (responses), respectively, for subsequent analysis tasks, 
the EVE object hides all evaluation details of the underlying simulation. 

An EVE object offers a set of basic functions that can be invoked uniformly across all classes 
of EVE objects. Table 1 gives a summary of their names together with short explanations. 

Symbolic Name Description 
define-control Defines a new control variable. All variables are identified by case-

insensitive names that are unique in the context of an EVE object. 
Used to define the position of a process parameter in a process flow or 
to select one out of a number of available parameters. 

set-control Defines a default value and ranges for a control variable. Additionally, 
a control variable may be marked as internal if it is not to be accessed 
from the client side. 

set-con~rol-expression Defines a LISP expression used to derive a control variable's value from 
other control variables . 

set-control-conversion Defines a LISP expression used to convert a control variable's value to 
a different representation before handing down to the server side. 

eval Request the evaluation of the underlying model for a given set of control 
values. If the set of control values is not complete, missing values are 
taken from the default values of the respective control variables. After 
termination of the evaluation, the responses are returned in a callback. 

Table 1: Summary of basic EVE functionality. For the sake of conciseness, operations that are 
equivalent for both controls and responses are not listed separately. 

The define-control and define-response methods of an EVE object usually are invoked 
only once to establish a link with the server-side module. In general, a single control variable 
can have any number of connections to the server side. This mechanism is particularly useful 
when encapsulating process flows to map a single control variable to all appearances of a certain 
class of process or simulation parameter. 
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HIGH LEVEL OPTIMIZATION CAPABILITIES 

Optimization problems can be divided into two groups: 

• The first one contains the optimization of extracted physical parameters in a given set 
of input parameter space. Direct optimization methods are not very well suited for this 
problem because in order to calculate one set of input and output values a whole process 
flow and usually several device tests must be simulated. To save CPU-time, methods like 
Design of Experiments (DoE) and Response Surface Methodology (RSM) have to be used. 

• The second class of problems are concerned with the calibration of simulator modules. 
However, in this case only a single simulator - eventually with pre- and post processing -
needs to be executed. Direct optimization methods work very well for this task. 

This article will concentrate on the first type of problem. 

Design of Experiments 

The EVE object can hold additional 
information for each process parameter, 
e.g., default values and value ranges. 
For dependence analysis of controls 
and responses these data are used by 
the DoE module to generate a set 
of experiments [7]. The type of the 
experimental design can be chosen out 
of a large number of available types 
(Table 2). For the generation of a RSM 
a Central Composite design is very 
common, or for a simpler analysis a 
Screening Analysis can be used. To 
probe the parameter space in the most 
efficient way, transformations for the 
parameters can be defined. From the 
results of the DoE module - the design 

NOM 
SA 
FUL 
CCF 
CCC 
CCI 
RAN 
DIA 
GRI 
LAT 
FRA 
PLA 
OME 
SUP 

Nominal Design 
Screening Analysis 
Full Factorial Design 
Central Composite Facecentered Design 
Central Composite Circumscribed Design 
Central Composite Inscribed Design 
Random Design 
Diagonal Design 
2D - Grid Design 
Latin Hypercube Design 
Fractional Factorial Design 
Plackett-Burman Design 
Orthogonal Main Effect Design 
Supplementary Design 

Table 2: Experimental designs 

matrix - the SFC generates the split tree so that no duplicated process steps are calculated. 
After simulating these runs the control and the response values are written to the experiment 

table and can be processed by other tools. 

Response Surface Methodology 

Given a set of simulated data points in the experiment table, the RSM module (8] is used to 
generate polynomial functions that provide an analytical representation of the data. As in the 
DoE module, additional transformations for the controls and the responses can be added. 

With the RSM-viewer the fitted function can be visualized as two- or three-dimensional graph­
ics (e.g., Figure 6). Sliders for the independent variables are available to set parameter values 
and to help the user in understanding the influence of the variables on the response. 

Transformations 

To accurately model the system behavior, both the DoE and RSM modules make use of trans­
formations of the parameter space to linearize the dependence of the output variables on the 
transformed input parameters. Subdivision of the parameter space as well as fitting of the 
response surfaces take place in transformed space. 

For each input parameter, a transformation function can be selected from a set of well-known 
transformations. Additionally, it is also possible to automatically select the best one of a given 
set of transformation functions for a given set of sample points. Thus, the user does not need to 
specify the transformation. 
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All information on transformations is stored centrally and accessed exclusively by the reference 
name. E.g., for the example shown in the application section a transformation epi-conc is 
defined which analytically reflects the logarithmic dependence of the on-resistance on the epi­
doping concentration and, thus, linearize the problem for DoE and RSM. 

Optimizer 

For optimizing device performance parameters over a given input variable space a number of 
optimization algorithms have been implemented. The communication between the optimization 
program and framework is handled by an optimizer agent [10]. This agent handles a simple 
standardized communication protocol so other external optimizers can be integrated easily. 

For standard applications a constrained optimizer with sequential quadratic approximations 
is used. The gradient is calculated by evaluating finite differences and the hessian is built by 
a BFGS update. The optimizer minimizes the target function which is constructed by the 
optimizer agent regarding the specified input and output value sets. 

An optimizer for nonlinear calibration problems is also available. It is based on the Levenberg 
Marquardt algorithm [11]. Again, the gradient is calculated by finite differences and the hessian 
is built by BFGS updates. 

Architecture 

The DoE module, the RSM module and the optimizer are external tools. The optimizer and the 
RSM module are concurrent programs that run simultaneously with the framework, so special 
interface agents handle communication between the framework and the tool. These agents are 
implemented as object classes; by subclassing, new classes can be derived from existing ones to 
simplify the integration of additional tools. Thus, the existing implementation of a tool acts as 
an template and only a few settings specifically for the tool to integrate must be changed or 
added. 

APPLICATION 

In this section the processing of a vertical DMOS (VD­
MOS) transistor is described; it is shown how the func­
tions mentioned above work together. VDMOS transis­
tors are commonly used power devices for smart power 
technology for voltages up to 100 V. Low on-resistance 
as well as smaller lateral size make them superior to lat­
eral DMOS transistors and make up the more complex 
processing. Figure 4 depicts the schematic structure of 
a VDMOS transistor. 

At first, as described in the previous section, a sim-
ulation flow representation is created using the SFE. 
Regarding a certain process step one or more simula­
tion steps must be chosen. For each simulation step the 
desired parameters are set. The SFE panel with the 
simulation flow representation for the VDMOS transis­
tor process is given in Figure 3. 

The left column of the panel shows the tree repre­
sentation of the simulation flow. The actually selected 
step is the first diffusion of the source contact doping. 
The parameter settings are shown in "Step Settings" 
window. The annealing time is 20 min. where the tem­

Figure 4: Structure of vertical DMOS 
transistor (source metalization and 
gate oxide are not shown) 

perature is linearly ramped up from 800 to 1000° C. Figure 5 depicts the topmost part of the 
transistor structure and the net doping as the result of a typical run. 
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The goal of the example is to make the 
on-resistance as low as possible, but hold 
the breakdown voltage above a fixed value 
(> 105 V). The control variables are the 
epi-doping and epi-layer thickness (Table 3). 
For simulating the diffusion processes the 
commercial simulator TSUPREM4 [12], for 
the simulation of breakdown voltage and 
on-resistance MINIMOS-NT [13] were used. 
After the generation of a Central Composite 
Inscribed (CCI) design and calculation of 9 
runs (Figure 1) , a response surface model is 
generated and the optimization is started. 
The optimizer solves the constrained prob­
lems by querying the RSM-tool for results of 
the fitted surface. 

The surface is defined as the on-resistance 
depending on the two control variables epi 
doping and epi thickness spanning the plane 
for the on-resistance surface (see Figure 6). 

Gate 
>le+21 

3e+20 

le+20 

3e+l9 

le+l9 

3e+l8 

Junction le+lB 

3e+l7 

le+l7 

3e+16 

le+16 

3e+15 

<le+lS 

Drain 

Figure 5: The final VDMOS transistor. The top 
of the structure is shown along with the netdop­
ing concentration (cm-3). 

The specified limits for the two control variables and the breakdown voltage constraint define 
the range of allowed values for the control variables. 

The minimum value of the on-
resistance within this range of valid 
parameter values is found on the 
boundary where the breakdown volt­
age exhibits the allowed minimum 
of 105 V (Figure 6). Thus, the op­
timal process parameters are found 
with n-epi = 10.37µm, epi-conc 
= l.9e15cm-3 , and Ros( on) = 0.614!1. 

Thus, the simulation gives an 
on-resistance which is reduced by 
203 in respect to the nominal value. 
However, for this optimum value 
the break-down voltage exhibits its 
lower limit of 105 V. Hence, the 
!attitude for statistical process varia­
t ions and other deviations from the 
nominal specifications is very small. 
Regarding statistical variations and 
three-dimensional effects (as only 
two-dimensional simulations were 

Roscon) [OJ 
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Figure 6: Response Surface Methodology plot of the 
target function (on-resistance) versus the epi-doping 
concentration ( epi-conc) and the epi-layer thickness 
(n-epi) . The optimal value is found on the breakdown 
volt age iso-line for the lower limit of 105 V. 

performed) the lower limit for the breakdown voltage should be slightly higher which then will 
end up with an on-resistance corresponding to the nominal value of 0.90. 

Parameter min. max. Optimum Unit 
Epi doping 0.725el5 2.9el5 10.37 cm"' 
Epi thickness 8 14 1.9el5 µm 

Table 3: Range and optimal values of the process parameters. 
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CONCLUSION 

It has be shown that TCAD is suitable for simulating and optimizing processes for smart power 
technology. As an example a vertical DMOS transistor has been analyzed and the obtained 
results compare very well to real device specifications. The capabilities of split-lot experiments, 
response-surface-modeling, design-of-experiment, and optimization make VISTA a powerful in­
strument not only for VLSI technology but also for smart power technology. To alleviate the 
problems of disk space and computation time requirements new concepts are under develop­
ment which include a more efficient database management, powerful gridding tools, and faster 
solver algorithms. Thus, the next generation of Technology CAD capable to deal with three­
dimensional and complex structures is to appear in the near future. 
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