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Rigorous Three-Dimensional
Photoresist Exposure and Development
Simulation over Nonplanar Topography

Heinrich Kirchauer,Student Member, IEEEand Siegfried SelberherFellow, IEEE

Abstract— A rigorous three-dimensional (3-D) simulation
method for photoresist exposure and development is presented
in which light scattering due to a nonplanar topography is
calculated using the Maxwell equations. The method relies on a
Fourier expansion of the electromagnetic field and extends the
two-dimensional (2-D) differential method [1], [2] to the third
dimension. The model accounts for partial coherent illumination \LJ/
and considers the nonlinear bleaching reaction of the photoresist.

Mask
Illumination
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simulator of [3] has been extended. A detailed description Photoresist

of the theory behind the simulation method is presented, the %% E

computational efficiency is discussed, and simulation results Xposure

are given. _
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. INTRODUCTION

MONG aIItechnoIogies photolithography holds the lea -ig. 1. _Basic steps in_photolithogrgphy‘simulation. I_Each module can be
’ reated independently since well-defined interfaces exist.

ing position in pattern transfer in today’s semiconductor
industry. The reduction of the lithographic feature sizes toward
or even beyond the used wavelength and the increasing nb0 in [2]. The differential method is based on a Fourier
planarity of the devices place considerable demands onto fhg@ansion of the EM field in the lateral coordinates and is
lithography process. A better understanding of the fundameni3grefore a frequency-domain method.
physical effects governing submicrometer photolithography is This paper describes the 3-D extension of the differential
necessary for further improvements. method and its implementation on a common engineering

One critical problem arises from the electromagnetic (Eworkstation. In Section Il, we give an overview of the overall

light scattering, caused by a nonplanar topography, whigKnulation model including the vector-valued aerial image
results in specular reflections into nominally unexposed réimulation and the exposure/bleaching model of the photo-
gions of the photoresist. Rigorous solutions of this generf@sist. In Section lll, we present the 3-D formulation of the
scattering problem can be classified into time-domain aféfferential method focusing on our implementation and the
frequency-domain methods. In three dimensions representafiggnerical performance. Section IV describes the interface
examples are the time-domain finite-difference method tH& the development/etching simulator of [3], and Section V
has been implemented on a massively parallel supercompf@ptains some simulation results.
[4]-[6], and the workstation-based waveguide model [7]-[9]

that belongs to the frequency-domain methods. [l. SIMULATION MODEL

Our approach corresponds to the three-dimensional (3-D)The result of a photolithography simulator is the final de-
formulation of the differential method that was originallyyeloped resist profile. As shown in Fig. 1, the overall process
developed for the simulation of diffraction gratings [1] angan be divided into three major phases, namely imaging,
adapted for two-dimensional (2-D) photolithography simulasxposure, and development [10]. Each of these steps requires
Manuscript received December 11, 1996. This work was supported E[S own SpeCiTiC simulation approach. Fortunately, WeII-Qefined
Austria Mikro Systeme International AG, Unterpreatsth, Austria and Interfaces exist between the three modules so that the involved
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A. Imaging Simulation

Our aerial image simulator is based on a vector-valued
extension [2], [11] of the scalar theory of Fourier optics
[12]. The mask pattern is thereby assumed to be laterally
periodic and the photo mask is infinitesimally thin with ideal
transitions of the transmission characteristic. To account for
partial coherent illumination or more general illumination
forms like annular and quadrupole illumination, the distributed
light source is discretized into mutually independent coherent
point sources®,, [13]. The resulting image on top of the mrm
wafer, due to one coherent point source, can be expressed by =
a superposition of plane waves. For a numerically efficient
exposure simulation, it is necessary that all the individuglg. 2. To account for partial coherent illumination, the light source is
point source contributions are periodic as will be exp|ainé#ecr_etiz_ed into mutuallyin_depe?dent coherent point sources located inside the
. . . ... Illumination cone. The radiusy N Ao of the illumination cone is determined
in Section Ill. Therefore, the spacing between the individugy, the wavenumber, = 27/ Ao, the numerical apertur® A, and the partial
point sourcedy,, has to be chosen in a way that the laterabherence factar. The spacing between the individual point sources is chosen
wavevector components, , and k, , of the waves incident © Yield a periodic incident EM field.

onto the. mask equal an integer m_ultlple Of_ th_e sampling the aerial image itself is the light intensifyz, v) incident
frequencies2r/a and 27 /b in the Fourier domain, i.e., on top of the photoresist and, therefore, equals the real part
o o of the vertical component of the Poynting vector of the EM
ke p = b= - and kyq = e (1) field. It is calculated by a weighted incoherent superposition

] . . of the mutually independent terms and writes to
wherebya and b are the mask periods. This requirement is

illustrated in the wavevector diagram of Fig. 2. Due to the I(a,y) = prq Re[E"(x,y,0) x H* (z,y,0)l.  (4)

periodicity of the EM field, the individual point source terms pa
can be expressed by Fourier expansions whereby the asterisk denotes complex conjugation. For a
uniform bright source, the weights,,, are determined by
E"(z,y,0) = > Eb 2 /artm/by) the portion of the discretization ar@a /a x 2x/b within the
n,m illumination cone (Fig. 2).
HP(z,y,0) = ZHﬁzneﬂw(n/aHm/by) ) The Fourier coefficients of (3) are the input to the expo-

sure/bleaching simulation, whereby it is important to point
out, that the specific choice of the wavevector sampling in (1)
which have the physical interpretation of a superpositiasults in a periodic incident field. This periodicity is essential

n,m

of homogeneous plane waves with wavevectéss, = for the efficient implementation of the differential method for
By Ky ms \/F3 — K2, — /gg T and wavenumberk, = multiple coherent point sources and will be further discussed

27 /Ao. The actinic wavelength is denoted by, and the N Section lil.
time dependence of the EM field is a time-harmonic one, i.
E(x;t) = Re{E(x)e 7'} and H(x;t) = Re{H(x)cI*°t} o _
with angular frequencye = 2r/(,/Zofo o). The amplitudes The exposure state of the photoresist is descrllbe.d by the
of the electric and magnetic diffraction orde&? andHr? , Photoactive compound (PACM (z; ). Part of the incident

nm?

respectively, follow from the vector-valued diffraction theory0tons of the exposing light are absorbed by the photoresist

®: Exposure/Bleaching Simulation

2], [11] and destruct the PAC. Thereby, the resist’s optical properties,
e.g., the refractive index(z;t), are changed. We use Dill's
EY =T, pm—gP(n,m:p,q) “ABC” model' [14] to model the exposure/bleaching process
M .
TR LY S -V 3 M) _ _ oty M (a31)
ko 'V wo ot
A

Here, T,,,, stands for the Fourier coefficients of the mask n(x;t) =no +JE(AM(‘”?t) + B)

transmissiqn function. They are_co_mputed l_Jy first triangulati%ere_f(x; t) is the exposing light intensity. The application of
the piecewise constant transmission function and then Supgjs pill model in its original form is restricted to conventional
posing weighted analytical Fourier transforms of the triangulgpsitive photoresists. For chemically amplified resists, the
patterns. The second terf(n,m: p, ) in (3) is the vector- pnotoactive compound generates a strong acid that has to be
valued counterpart to the pupllfunctlor_1 of the scalardlﬁraqt|o[p,erma||y activated after exposure. Such post-exposure bake
theory [12] and follows from ray tracing through the opticakteps are also applied in the case of conventional resists to
system [2], [11].P(n,m: p, q) is essentially a low-pass filter smooth out variations in the bulk image of the PAC. In our
(no evanescent waves can travel toward the photoresist) and_ . . e .

riginally the Dill model was proposed for vertical field propagation only

. . O
accoun.ts for the polarlzauon state, defocus, and h'gher Or(flﬁ]. In [15] the model was extended to the general context of the macroscopic
aberrations terms. Maxwell equations.
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application, we neglect this important processing step and use
the relatively simple Dill model, as we are mainly interested
in the impact of the EM field. However, the computation
of the exposing EM field is relevant for any photoresist
technique. Because the bleaching rate of all photoresists is b
small in comparison to the optical frequency, a quasi-static
approximation can be applied, i.e.,

M (@ trq1) = M(; 1y, )™ T @) (i) )

whereby the initial PAC distribution is homogeneous ot ] o
M(z;to) = 1. Furthermore, we assume a steady-state field ' Nitrsde B
distribution within a time steg; < ¢ <tp4+1. Therefore, the
EM field is time-harmonic and obeys the Maxwell equations
in the form of

Phaotores!

Jx ple

E

LI
curl Hy, (:c) JwOEOek(w)Ek (:c) Fig. 3. The rectangular shaped simulation donainx b x h) can contain
curl Ey(x) = jwopoHp(x). (6) arbitrary inhomogeneous and nonplanar regions. In the given example, the
e . . simulation domain consists of the inhomogeneous photoresist, the nonplanar
The complex permittivityex(z) is related to the refractive oyige, and the nonplanar part of the nitride. Abgve< 0) and below(= > k)

index by Maxwell's law [16],ex(z) = n?(x;t;), and the multiple planar homogeneous layers form a stratified medium that can be

exposing light intensity is given by [15] treated analytically.
. - 1 €0 2
Hasty) = 21/ %”OHE’“(‘”)” : (M is chosen (Section II-A). That is why we can treat, for the

The equation set (5)—(7) represents the simulation model fppment, all incoherent contributions equivalently. The super-

the exposure/bleaching reaction, whereby an efficient solutisf Pt »¢ is therefore omitted. - _

of the Maxwell equations (6) is the crucial point for the Additionally, the inhomogeneous permittivit(x) and its
applicability of the model. We propose the 3-D extension ¢fCiProcalx(z) = 1/e(x) can be expanded in Fourier sefies
the differential method [1], [2] as it can be implemented on a e(z,y,2) = Zennl(z)GJQW(nw/a+nly/b)

common engineering work station. T

n,m

X({L" Y, z) = Z Xnm(z)GJQﬂ'(na}/a-l—my/b)' (9)

n,m

Ill. THREE-DIMENSIONAL DIFFERENTIAL METHOD

The simulation domain is one periodx b of a laterally Insertion of (8) and (9) into (6) transforms the partial differ-

periodic geometry. A typical formation is shown in Fig. 3ential equations into an infinite dimensional set of coupled

The vertical extension IS chosen to comprise exactly t E’s for the Fourier coefficients of the lateral field compo-
inhomogeneous photoresist and all nonplanar layer parts. T Eits

differential method itself can be divided into two stages.

First, the dependence of the EM field on the latesal - AE; nm(2) = jwopoHymn(2) + jn2n /aE. pm(2)
and y-coordinates is transformed into the frequency domain. dz

Thereby, the par_tial difffarentia! equatiqns are mapped onto dEy nm(2) = — jwopoHa pm(2) + jm2m JE. yim (2)
a system of ordinary differential equations (ODE’s). Once dz

the boundary conditions (BC's) are determined and the ODE dHz nm(2) — — jwoeo Zﬁn—r s By rs(2)
system is solved, the obtained field coefficients are transformed dz ’ v

5

back to the spatial domain. + 5127 JaH, pum(7)
dH nm\~ .
A. Lateral Discretization #@ = JWoco ;%—r,m—s(z)Ex,rs(z)

Due to the periodic nature of the incident light (2) and .
the laterally periodic assumed simulation domain (Fig. 3), the + jm2m [OH. o (2) (10)
EM field inside the simulation domain can be expressed bY@ the vertical components given by
Fourier expansioh

. 1
E(.’IZ’, 1, z) = ZETLTR (Z)CJQW("QU/‘H'"W/Z’) Ez,nrn(z) = - W00 7252 Xn—r,rn—s(z)
H(a:, Y Z) _ ZHnm(z)GjQﬂ'(nac/a-l-my/b)' (8) X [T27r/bHy,rs(z) - 327r/bHaz,rs (Z)]
n,m H, \m(z) = [n27 JaEy nm (%) — m21[VE; pnm(2)].
Here, it is most important to emphasize that the above ex- wotto

pressions are valid independently of which point souikg (11)

2For the sake of a compact notation we omit from now on the subsiript To SOIV_e this 'nfml_te dimensional ODE _SyStem nume”?a;”y’
indicating the time stepy,. the Fourier expansions are truncated, i.e., only coefficients
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{Eznmy By nmy Ha nmy Hy nm Yin|< N, Jm|<n, Symmetrically below (z > h) only outgoing waves occur disregarding mul-
centered around the principal incident ray— m = 0 are tiple planar layers

considered. The introduced truncation error thus is not a simple s :

low-pass filtering of the field due to the 2-D convolution-liks U(z,y,2) = Z U, ¢/Fzmm= i?r(ne/atmy/t) — (15)
relation of the Fourier coefficients (10) and (11). An analytical l\:ﬂé%

investigation of the truncation error is not straightforward, B

although qualitatively it is clear that the error increases withherebyU' stands vicariously for both EM field vectos

the inhomogeneity of the photoresist and the nonplanarity afd H. The extension to the general situation of a vertically
the wafer topography. In the special case of a homogenedtigtified medium is straightforward [16] and therefore skipped
photoresist and a planar substrate, no approximation ertrthis article. Matching the two Rayleigh expansions (14)
occurs at all. Numerical investigations have shown that aboggd (15) with the field representation (8) valid inside the
a certain truncation level the solution converges and additiorsénulation domain, and eliminating the unknown reflected and
Fourier coefficients do not alter the result significantly. For aputgoing wave amplitude&’,,, andU?,,,, respectively, yield
isolated feature over a nonplanar geometry a typical val@gactly half of the BC’s at the topz = 0) and at the bottom
for the cutoff frequency isV, = N, = 15. However, our (2 = h) of the simulation domain. The incident amplitudes
approach is practicable for smooth geometries only, becaddg,, are of course involved in the BC's as they excite the
otherwise the number of relevant Fourier coefficients becomed! field inside the simulation domain. They are the output of

too large. the illumination simulation, and given by (3). This means that
Next, we rewrite (10) using a matrix-vector notation we have different BC’s for each coherent point source. Using
d 0 R the above introduced vector notation we find
. 0 n(z
Eu(z) =H(z) u(z) with H(z)= {Q(z) 0 } B, u(0)=a” and B, u(h)=0. (16)
12
(12) The two rectangular matriceB, and B,, are independent of
The complex-valued vectow(z) = [e.(z),e,(2),h,(z), thechosen point source, whereas the veatércomprises the
h,(2)]* comprises the Fourier coefficients of the laterdhcoming wave amplitudeds?? and H%?, of one coherent
field components, e.g.(e.(z))r = Eun@ymx)(z), and point source contribution (3). This means that we have trans-

the elementsR(z) and G(z) of the system matrixH(») formed the Maxwell equations (6) into a linear complex-valued
contain the Fourier coefficients of the permittivitger) and its  two-point boundary value problem (12), (16) with multiple
reciprocalx(z). Each of thee and h vectors has dimension BC's.

(2N, + 1) x (2N, + 1) due to the symmetric truncation of

the Fourier sums. Therefore the entire ODE system is Gf Vertical Discretization

dimension We adapted the memory saving “shooting method” [17] as

Nopg =4 x (2N, +1) x (2N, + 1) it allows a very efficient treatment of the multiple right-hand
~16x N. x N Y (13) sides of the first BC in (16). The algorithm is based on the
R0 X N X Ny observation that the system matdik( =) in (12) as well as the

Furthermore, the special structure of the system matrix in (12y0 boundary matricef3, and B, of (16) are independent of

is worth mentioning. The derivative of thevectors is only the chosen point sourag,,. Exploiting this situation, we first
related to theh vectors, and vice versa, which directly followestablish a relation between the two boundary points 0
from the Maxwell equations (6). Consideration of this proper§d z = h. This is accomplished by applying an explicit
relaxes the memory requirements and computational demaflifsretization scheme to (12). The obtained recursion formula
for the numerical solution of the ODE system. As the BC’s d#(zj+1) = S; - u(z;) between two adjacent mesh points

the ODE system are decisive for the choice of the numericlld zj+1 = z; + h; is then successively evaluated

solution algorithm, we will discuss them next. N1

ulh) = S| -u(0)=5-u(0 17
B. Boundary Conditions ") JI;I 8;| +ul0) =5 u(0) (7

Above and below the simulation domain we have homoge-,
neous planar layers (Fig. 3). Inside one layer the EM field ¢ 2 i X . X
be expressed by a plane wave or Rayleigh expansion [16]. mbining this equation with the second BC of (16) yields

mathematical formulation is that of a Fourier expansion witfr" ~u(h) = B, - 5 -u(0) = 0, which forms together with the

vertically known dependence of the coefficients (Section | Irst BC of (16) a Iinear. algebraic system for the initial values
A). Above the simulation domaifx < 0) we have to consider u4(0) due to one excitation vectar

ereby N, is the number of vertical discretization points.

incident and reflected waves B aP?
=0 | -uP(0) = . (18)
] 5K z g —jkT)z,nmz Eh ) ﬁ 0
U($7 y? Z) = Z U?n’nlej s + U7nrne ! ’
[n|<N. This linear system is solved by performing an LU decom-
Il <Ny position, which is an extremely efficient solution method for

x i2r(nz/atmy/b) (14) linear systems with multiple right-hand sides [18]. Once the
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Fig. 5. Contour plot of the PAC and developed photoresist profile over a
planar substrate. The oval contours are caused by standing waves within the
Fig. 4. Aerial image of a 0.76m x 0.5 um wide contact hole centered in photoresist which result from substrate reflections.

the middle of the 1.5:m x 1.5 um large simulation domain.

o - . - Typically 30 Fourier coefficients are needed for each lateral
initial valuesw??(0) are found, the solution vectar*?(z;) irection. In this caseN, = N, = 15, the ODE system

inside the simulation domain is calculated by integrating the o¢ ank Nopr = 3844. Assuming 16 bytes for a double
ODE system (12). As the elements @f?(z;) correspond o cision complex number, approximately 250 MB of memory
to the Fourier coefficients of the EM field, they have to bg.q required to store the system matrix. For a 3-D rigorous
transformed back to the spatial domain. Finally, the poiR,ojithography simulation, this storage consumption is in
source contributions are incoherently superposed to build YPcordance with other frequency-domain methods, e.g., [9],
the absorbed light intensity within the photoresist needed i 4 jies dramatically below time-domain methods, e.g., [6].
(7) for the exposure/bleaching model. For the investigation of the numerical costs, we have to
bear in mind that the Maxwell equations (6) have to be solved
for multiple time steps (Section 1I-B). The numerical costs for

The proposed algorithm has the big advantage that tbee time step are mainly determined by the evaluation of the
vertical mesh sizeV, does not influence the storage conrecursion (17) and by the solution of (18). Both operations
sumption as the recursion matricg§ in (17) do not have are of orderO(Ngpp). Hence, the total run time grows
to be stored individually. The memory usage is therefofer N, time steps andV. vertical discretization points with
only determined by the rankVopg of the ODE system O(N; x N, x N3pp), and is typically under a few hours on
(13) and is of orderO(Ngpp) ~ 256 x O(N2 x N7). a DEC-600 workstation.

D. Computational Efficiency
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Fig. 6. Contour plot of the PAC and developed photoresist profile over . )
dielectric oxide step and silicon bulk. Due to the variation in optical thicknes'ﬁg' 7. Contour plot of the PAC and developed photoresist profile over a

] ) - - ~Silicon step. The reflective silicon forces a node in the intensity distribution
the oval contours are distorted as compared to Fig. 5. Certain regions witR{R . o0
the photoresist are overexposed. a\ong the surface of the step. Thus, the impact of the nonplanarity is more

severe than in Fig. 6.
IV. DEVELOPMENT SIMULATION

The development of the photoresist is modeled as a surfa
controlled etching reaction [14]. We use Kim’'s “R” mode
tq relatfe the final PAC d!StI’IbUtIOh of the exposure/bleachi s to be chosen to resolve these variations.
simulation to a spatially inhomogeneous etch or developmen

g ) or example, in case of standing waves, we know that the
rate [19]. This developmept rate is s'gored on a tensor prod%(f tance between the maxima and minima of the absorbed light
grid because the above discussed differential method requi

. ) . ﬁ%%nsity, and therefore, also of the development rate\/is
a Iaterally 'un|formly spaced' grid to apply the numer'ca"&ielding approximately 50 nm for I-line illuminatioth = 365
highly efficient 2-D fast fourier transform (FFT) algorithm. m) and a refractive index of 1.8 for the photoresist. For an

For the simulation of the time evolution of the developme ccurate movement of the development front, this significant
front, we ha\{e adapted the recently proposed cellular-ba ance should be resolved by 15 cells [3]. Hence a cell
topography simulator of [3] and [20] 10 read the developmeﬁ nsity of 300 cellg/m is needed. The applicability of the

rate from the tensor product grld. _The basic idea beh'.% vancement algorithm for this cellular geometry resolution
this surface advancement algorithm is to apply a Structurind < peen demonstrated in 3]

element along the exposed surface which removes succes-
sively photoresist cells of the underlying cellular geometry
representation. Within the scope of lithography simulation, the
shape of the structuring element depends on the precalculatedio demonstrate the capability of our approach, we simulated
development rate multiplied by the chosen time step. As tleentact hole printing over a planar and a stepped topography

development rate exhibits a strong dependence on the spatial
Sordinates, e.g., due to standing waves or notching effects
during photoresist exposure, a sufficiently high number of cells

V. SIMULATION RESULTS
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(Figs. 4-7). In all cases, the simulation domain was itbx  hand, as the numbe¥, and N, of required Fourier coeffi-
1.5 um x 1.0 um large, and the bulk material underneatkients increases proportionally to/ A\ and b/, respectively,
was silicon with a refractive index ofs; = 6.522 4 52.705. the method is limited by its computational requirements in
In the nonplanar cases, the step was centered in the midchese of too large periods and b. The given simulations of
of the simulation domain, the height w&s33 pm and the this crucial ratio was four, which seems to be a reasonable
slope was 45%. In Fig. 6, the step material was oxide with acompromise.
refractive index ofnsio, = 1.475, and in Fig. 7 silicon was
used throughout.
For the imaging and exposure/bleaching simulation, 31
Fourier modes oV, = N, = 15 were used to represent The 2-D differential method was extended to the third
the EM field consuming 250 MB memory. The numbér of dimension. The 3-D formulation was presented, and it was
vertical discretization points was 100 and five time steps wesgown that the approach is extremely efficient to account
used for the bleaching reaction. The run time was about $i¢ partial coherent illumination. The method was imple-
hours on DEC-600 workstation. mented on a common engineering workstation and embedded
The development simulation was performed with a celd the exposure/bleaching part of an overall photolithography
density of 300 cellg/m. The memory usage was 60 MBsimulation program. The interface to the two other parts,
assuming 1 byte per cell and the run time was 30 minute@mely the vector-valued aerial image calculation and the
on a DEC-600 workstation. development/etching simulator, was described. The capability
In Fig. 4, we show the aerial image obtained by the vecta®f the approach was demonstrated by showing simulation
valued approach discussed in Section II-A. Conventional I-lif@sults of contact hole printing over a planar and nonplanar
illumination with a numerical aperture aVA = 0.5 and a topography.
partial coherence factor af = 0.7 was used. Nine mutually
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