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Abstract—We present a new analytical model to predict the spatial location of amorphous phases in ion-implanted single-crystalline silicon using results of multidimensional Monte Carlo simulations. Our approach is based on the concept of the critical damage energy density [1]. Additionally, the self-annealing of radiation damage during ion implantation is taken into account because this effect is crucial for a correct prediction of amorphization. Two aspects of self-annealing are considered, namely, the temperature and the spatial dependence. The latter is related to the local damage energy density, which is simulated by one-, two-, and three-dimensional modules of our Monte Carlo program MCIMPL [2], [3] of the technology CAD framework VISTA [4], [5]. Therefore, the formation and the shape of amorphous regions in single-crystalline silicon can be predicted as a result of Monte Carlo simulations of ion implantation. The suggested model accurately reproduces the results of direct microscopic observations (XTEM measurements) of amorphous layers in silicon after a silicon self-implantation, which are available for a temperature range of 82–296 K [6].

Index Terms—Amorphization, implant-induced damage, ion implantation, ion radiation effects, modeling, Monte Carlo methods.

I. INTRODUCTION

A CONSIDERABLE number of ion-implantation applications in silicon technology require high implantation doses. In these cases, crystalline silicon can be transformed to an amorphous state [7]–[9]. The minimum dose required for amorphization primarily depends on the atomic mass of the ion, the temperature of the substrate, and the ion energy [10]. Usually, a buried amorphous layer appears first at the depth of the maximum radiation damage, and then, the thickness of the amorphous layer grows with increasing implantation dose. The kinetics of recrystallization of amorphous silicon layers is well characterized [11], [12], but the mechanisms of their formation by ion bombardment are still under investigation [13]–[15].

The existence of an amorphous layer leads to a completely different annealing behavior of the radiation defects in silicon. In particular, amorphous layers recrystallize by solid-phase epitaxy during a postimplantation high-temperature treatment. Under certain conditions, these recrystallized layers are found to be practically defect free [11], [16]. In other words, the type and amount of the remaining defects in silicon after an annealing step crucially depends on the size and location of the amorphous layer [17]–[20]. Therefore, a detailed knowledge of the properties of postimplantation defects is an important requirement for a predictive simulation of transient enhanced diffusion (TED) observed during rapid thermal annealing (RTA). TED caused by postimplantation defects is also a possible explanation of the reverse short channel effect (RSCE) in MOSFET’s [21].

II. GOALS AND ASSUMPTIONS

As a first step toward the simulation of extended defects remaining after implantation and annealing, we have developed a model to simulate amorphization of single-crystalline silicon using a Monte Carlo method. The critical parameters ruling the amorphization process are the implantation dose $D$, the ion mass, the ion energy $E_{\text{ion}}$, and the substrate temperature $T$. Our goal was the extension of the Monte Carlo code MCIMPL [2], [3] of the technology CAD (TCAD) framework VISTA [4], [5] in order to be able to predict the formation of amorphous regions during ion implantation and their spatial location. It should be mentioned that MCIMPL also considers channeling phenomena of ions in crystalline silicon [22].

The approach is based on the critical damage energy density (CED) model [1], which assumes that the transformation to the amorphous state happens when the energy deposited in nuclear collisions by ions and recoil atoms exceeds a critical threshold. The major problem in simulation of amorphization processes is the self-annealing of radiation damage during ion implantation even at low temperatures. Therefore, Morehead et al. [23], [24] adapted the original CED model for description of the temperature-dependent amorphization, and additionally, Maszara and Rozgonyi experimentally showed in [6] that self-annealing also depends on the depth of the amorphous-crystalline (a/c) interfaces.

The task of this work was to develop an analytical amorphization model for binary collision TCAD codes that accounts for substrate temperature effects and includes the experimentally observed depth dependence of self-annealing. To calibrate our model, we have studied experimental results.

As mentioned above, the damage energy density $c_d$ is of crucial importance to our model. We define $c_d$ as the energy deposited in nuclear collisions by ions and recoil atoms. In the
The depths of amorphous-crystalline interfaces, as measured from XTEM micrographs, as a function of $^{28}\text{Si}^{+}$ dose at 300 keV. The substrate temperature ranges from 82 to 296 K.

In the present study, we apply a modified Kinchin–Pease model [25], [26] to calculate $c_d$ because a well-known advantage of such a strategy is its much lower demand for computer resources in comparison with simulations of all recoil trajectories. On the other hand, it is also evident that the kinetic energy that is transferred by the ions in elastic processes dissipates due to the development of collision cascades. As demonstrated in [27] and [28], this knock-on transport is negligible during implantation of light- and medium-mass ions. For heavy ions like arsenic and antimony, however, one should contemplate this kind of energy transport (see Section V-A).

III. EXPERIMENTAL DATA

We evaluated a number of experimental results [6], [19], [29], [30], [23], [24], [31]–[35]. Especially, the work of Maszara and Rozgonyi [6] contains a detailed analysis of silicon self-implantation experiments under well-defined conditions. Based on their well-substantiated results, we calibrated our amorphization model for Monte Carlo simulators. Maszara and Rozgonyi implanted p-type (100) silicon wafers with $^{28}\text{Si}^{+}$ at two different energies, 150 and 300 keV, with doses ranging from $2 \times 10^{14}$ to $1 \times 10^{16}$ cm$^{-2}$ at a dose rate of 0.25 $\mu\text{A}\cdot\text{cm}^{-2}$. The sample holder of the implanter was cooled by liquid nitrogen ($T_{\text{LN}}$), dry ice and acetone, ice and water, and water at room temperature ($T_{\text{RT}}$) to maintain sample temperatures of 82, 197, 274, and 296 K, respectively.

They measured the damage structure of implanted samples using cross-section transmission electron microscopy (XTEM) technique. If an amorphous layer was formed by ion bombardment, its thickness was directly measured from XTEM micrographs [6], considering only continuous amorphous regions containing no visible detached microcrystallites.

### A. Dose for Amorphization Obtained from XTEM Micrographs

Fig. 1 depicts the relation between the implantation dose $D$ of $^{28}\text{Si}^{+}$ at 300 keV and the depths of a/c-interfaces, as measured from XTEM micrographs. The curves, in the following called the dose-depth relations, are shown for a number of substrate temperatures $T$ (82, 197, 274, and 296 K). For example, if we implant $^{28}\text{Si}^{+}$ at 300 keV with a dose of $D_1 = 6 \times 10^{14}$ cm$^{-2}$ at a temperature of 197 K, silicon is amorphized between 0.11 and 0.41 $\mu$m (see Fig. 1). The area above this U-shaped dose-depth relation corresponds to amorphous material, and that lying below of it represents crystalline matter. In other words, the curves indicate the threshold values of dose for which the sample becomes amorphous at a given depth.

Important properties of the amorphization process can be derived from Fig. 1.

- Each curve shows a more or less pronounced minimum indicating a critical amorphization dose $D_c$. If the implantation dose $D$ is below $D_c$ at a given temperature $T$, no amorphization takes place.
- Amorphization during ion implantation at elevated temperatures requires a higher critical amorphization dose $D_c$.
- An amorphous layer is formed if $D \geq D_c$ and its thickness grows with increasing $D$. In this case, we talk about amorphization doses $D_a$, in contrast to the critical amorphization dose $D_c$.
- The minima of the dose-depth relations for different temperatures are located at almost the same depths, which are close to the depth of the maximum radiation damage.
B. Critical Amorphization Energy Density $e_c$

The damage energy density $e_d$ in eV/atom can be defined as follows:

$$e_d(x) = \frac{D}{N_{Si}} \cdot \frac{dE_d(x)}{dx}$$  \hspace{1cm} (1)

where $D$ denotes the implantation dose, $N_{Si}$ is the atomic density of silicon ($5 \cdot 10^{22}$ cm$^{-3}$), and $dE_d(x)/dx$ is the nuclear energy loss per unit depth at a depth $x$. Ions as well as silicon recoils within the collision cascade contribute to $e_d$.

Since the nuclear energy loss $E_d$ for each atomic collision is calculated by the Monte Carlo simulator, we can easily derive $e_d$ even for the three-dimensional case.

According to the CED model, amorphization at a point $\vec{r}$ happens if $e_d$ exceeds a critical threshold $e_c$

$$e_d(\vec{r}) \geq e_c(T, \vec{r})$$  \hspace{1cm} (2)

$e_c(T, \vec{r})$ is the critical damage energy density to render crystalline silicon amorphous at a substrate temperature $T$ and at spatial location $\vec{r}$.

C. Experimental Verification of the Calculated Damage Energy Density $e_d$

The calculated profiles of damage energy deposition can be verified experimentally under the assumption that at very low substrate temperatures ($T \leq T_{LN}$), any significant annealing of the radiation damage is prevented, and there is virtually no migration of point defects. Thus, the transition to an amorphous phase at extreme low temperatures requires the deposition of the same amount of $e_c = e_{c,0}$ regardless of its location. The lack of dose rate effects at $T_{LN}$ and investigations using Raman spectroscopy together with XTEM supports these suppositions. The critical damage energy density at very low temperatures $e_{c,0}$ was found to be equal to 12 eV/atom ($6 \cdot 10^{23}$ eV/cm$^3$) [6], [37], [38] independent of implantation energies (see Section III-D).

Assuming a constant critical energy density at low temperatures $e_{c,0}$ in eV/atom, we can easily derive experimental profiles of damage energy deposition from the results of the XTEM measurements

$$\frac{dE_d(x)_{\text{exp}}}{dx} = \frac{e_{c,0} \cdot N_{Si}}{D_d(x)}$$  \hspace{1cm} (3)

where $D_d(x)$ represents the dose for amorphization at the depth $x$. Fig. 2 depicts the comparison of experimental (symbols) and simulated profiles of damage energy deposition. The experimental result of Fig. 1 at $T_{LN}$ and (3) were used to obtain the experimental plot.

D. Temperature-Dependent Effects

Implanted ions dissipate part of their kinetic energy in elastic collisions with the substrate atoms. This process is terminated after about a few tenths of a picosecond. During the next nanoseconds or so [30], a thermalization process causes part of the atomic cascade to become annihilated due to interaction among moving point defects. Of course, the most important boundary condition for self-annealing is the substrate temperature. Three different temperature ranges of the thermally assisted cascade collapsing can be determined as illustrated in Fig. 3. These curves represent the critical energy densities $e_c$ measured by Maszara and Rozgonyi [6].

1) At elevated temperatures ($T \approx 250$ K and higher), a “cigar-shaped” damage cascade radially collapses into an amorphous one of smaller radius due to thermally assisted vacancy out-diffusion from the cascade center [6], [23], [40] (self-annealing). The upward bending of the curves left and right of $R_d$ points to a higher probability of damage self-annealing at the cascade periphery. We relate this phenomenon to the actual distribution of damage within the cascade. Less densely distributed vacancies (see Fig. 2) will be more prone to dynamic annealing before they are able to form stable damage.

2) At lower temperatures ($T \approx 200$ K), $e_c$ is independent of the depth. However, a small part of the radiation damage is self-annealed, and the probability for this process is independent of the cascade density.

3) At very low temperatures ($T \leq T_{LN}$), any appreciable annealing of unstable defects is prevented as mentioned above, and the assumption of a constant critical energy density $e_{c,0}$ holds.

IV. IMPLEMENTATION OF THE AMORPHIZATION MODEL

The fundamental idea of our approach is to separate the problem of damage self-annealing into two parts.

1) Temperature-dependent part: We use an analytical out-diffusion model [6], [23], [40], which describes the radial collapse of the damage cascade depending on the implantation temperature.
Fig. 3. Critical amorphization energy density \( e_c \) as a function of depth for several temperatures and an implantation energy of 300 keV. The upward bending of the curves indicates that the rate of the thermally assisted cascade collapsing is a function of depth.

2) Depth-dependent part: We associate the depth dependencies with the deposited damage energy density \( c_d(T) \). In fact, \( c_d \) is a measure for the cascade density, and areas with a lower density are assumed to anneal easier at a certain temperature compared to stronger damaged regions, as indicated by experimental observations [6], [34].

A. Out-Diffusion Model for Considering Temperature Dependence: \( c_c = f(T) \)

Following the experimental results of Maszara and Rozgonyi [6], we apply the model of Morehead and Crowder [23] to describe the temperature-dependent amorphization. They derived the following relation between \( c_c \) and \( T \), valid for \( T \leq T_{\text{inf}} \):

\[
 c_c(T) = c_c(0) \cdot \left(1 - \exp\left(-\frac{E_{\text{act}} \cdot (T - T_{\text{inf}})}{2kT \cdot T_{\text{inf}}}\right)\right)^{-2}.
\]  

\( E_{\text{act}} \) represents the activation energy of vacancy out-diffusion, \( T_{\text{inf}} \) reflects that temperature above which no amorphization can occur, and \( k \) is Boltzmann’s constant. Experiments in [6] proved that at depths of stronger damage, \( E_{\text{act}} \) decreases and \( T_{\text{inf}} \) increases.

To quantify the general temperature dependence (4), we extract the model parameters \( E_{\text{act}} \) and \( T_{\text{inf}} \) for boron, silicon, phosphorus, and arsenic ions by fitting the known temperature dependence of \( D_c \) for these ions [6], [10]. As mentioned above, the onset of amorphization happens at the depth of the maximum damage, and thus, this procedure ensures a reliable reproduction of experimental results, especially at implantation doses close to \( D_c \).

Fig. 4 compares experimental (symbols) with theoretical results of \( c_c(T) \) at the depth of the maximum damage. Thus, for the latter one, we apply (4) at \( R_d \). The model parameters \( T_{\text{inf}} \) and \( E_{\text{act}} \) at this particular depth are denoted as \( T_{\text{inf}} \) and \( E_{\text{act}} \). An important result is the fact that the 150-keV ion beam requires lower threshold energy densities than the 300-keV one, indicating better stability of the damage against self-annealing at 150 keV. Again, the profiles of damage energy deposition (Fig. 2) depict \( c_d(150) > c_d(300) \) in agreement with the assumption of easier amorphization in regions with higher \( c_d \). This observation supports the idea to model the spatial dependence of \( c_c \) by \( c_d \). Table I gives the values for \( E_{\text{act}} \) and \( T_{\text{inf}} \) derived from experimental data [6], [10].

**Table I**

<table>
<thead>
<tr>
<th>Ion</th>
<th>( E_{\text{ion}} ) [keV]</th>
<th>( E_{\text{act}} ) [meV]</th>
<th>( T_{\text{inf}} ) [K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>200</td>
<td>77</td>
<td>305</td>
</tr>
<tr>
<td>Si</td>
<td>300</td>
<td>120</td>
<td>426</td>
</tr>
<tr>
<td>P</td>
<td>40</td>
<td>90</td>
<td>437</td>
</tr>
<tr>
<td>As</td>
<td>40</td>
<td>120</td>
<td>600</td>
</tr>
</tbody>
</table>

B. Modeling of the Spatial Dependence: \( c_c = f(\bar{r}) \)

As shown above, \( E_{\text{act}} \) and \( T_{\text{inf}} \) describe the temperature dependence of \( c_c \). The model (4) depicted in Fig. 4 is calibrated at the depth of the maximum damage \( R_d \). To consider the depth dependence, we apply this equation at other points and determine the corresponding values of \( T_{\text{inf}} \) and \( E_{\text{act}} \) from experiments. As anticipated, \( T_{\text{inf}} \) steadily increases with increasing damage density deposited by an ion [6], i.e., more stable damage is created in heavier damaged regions.

On the other hand, \( E_{\text{act}} \) steadily decreases with increasing density of the collision cascade [6], indicating an enhancement of diffusion of individual vacancies in stronger damaged regions.

Taking \( c_d \) as a measure for the cascade density and using experimental data [6] on local self-annealing, we derive the following fitting functions of \( c_d \) to describe the spatial de-
The parameters \( p_T \) and \( p_E \) for modeling the spatial dependence of \( e_c \) derived from experiments [6]

<table>
<thead>
<tr>
<th>Ion</th>
<th>( p_T )</th>
<th>( p_E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>0.31</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Dependence of damage self-annealing for the first time with an analytical model:

\[
T_{\text{inf}}(\vec{r}) = T_{\text{inf}} \cdot \left( \frac{\epsilon_d(\vec{r})}{\epsilon_d} \right)^{p_T} \tag{5}
\]

\[
E_{\text{act}}(\vec{r}) = \min \left( 0.20 \text{ eV}, E_{\text{act}} \cdot \left( \frac{\epsilon_d}{\epsilon_d(\vec{r})} \right)^{p_E} \right) \tag{6}
\]

where \( \epsilon_d \) is the maximum damage energy density at \( R_d \) and the parameters \( p_T \) and \( p_E \) determine the spatial dependence of \( T_{\text{inf}}(\vec{r}) \) and \( E_{\text{act}}(\vec{r}) \) according to the experimental data. A value of 0.20 eV for the maximum of the activation energy \( E_{\text{act}} \) is assumed. Dennis and Hale [14] obtained this value during investigations of ion-implanted silicon, and they associated it with the migration of double-negative-charged vacancies in undamaged silicon.

Further analysis of experimental results [6], [14] showed that \( E_{\text{act}}, p_T, \) and \( p_E \) only slightly depend on \( E_{\text{ion}} \) [14] and that \( T_{\text{inf}} \) for silicon self-implantation can be scaled by

\[
\frac{T_{\text{inf},\text{150 keV}}}{T_{\text{inf},\text{300 keV}}} = \left( \frac{\epsilon_d,\text{150 keV}}{\epsilon_d,\text{300 keV}} \right)^{p_T}. \tag{7}
\]

To verify (7), we calculated the expression on the left-hand side using experimental data [6] and evaluated the expression on the right-hand side using Monte Carlo results. Table II gives the values for \( p_E \) and \( p_T \) derived from [6].

C. Validity of the Amorphization Model for Other Dopants

The presented amorphization model relies on three basic assumptions.

1) Correctness of the spatial distribution of \( \epsilon_d \), which is calculated by the Monte Carlo program.

2) Validity of the analytical model describing the temperature as well as the depth dependence of \( \epsilon_c \).

3) Validity of the CED concept for given implantation conditions.

The first assumption was justified in Section III-C. The temperature dependence of the critical amorphization dose \( D_c \) measured for common doping impurities (boron, phosphorus, and arsenic) and silicon self-implantation was used to find the model parameters \( T_{\text{inf}} \) and \( \epsilon_{\text{act}} \) for the damage self-annealing in the center of the cascade (see Table I). However, the values of the model parameters \( p_T \) and \( p_E \) of (5) and (6), which describe the spatial dependence of damage self-annealing in our model, were obtained from silicon self-implantation experiments (see Table II). In fact, the cascade density strongly depends on the ion mass [1], [17], [33], [42]–[46], and therefore, parameters \( p_T \) and \( p_E \) may deviate from the given values. In other words, \( p_T \) and \( p_E \) of (5) and (6) are only valid in a not-too-wide range of cascade densities.

V. SIMULATION RESULTS

To verify our approach, we present two implantation simulations with:

- Ion: \( ^{28}\text{Si}^+ \);
- \( E_{\text{ion}}: 150 \text{ keV}, 300 \text{ keV} \);
- \( D: 3 \times 10^{14} \text{ cm}^{-2} \);
- Implantation window: 1 \( \mu \text{m} \);
- (100) single-crystalline silicon wafer;
- Wafer tilted by 7° from [100] direction.

With \( \epsilon_d(\vec{r}) \) calculated by the Monte Carlo simulator and self-annealing effects taken into account by (4)–(7), we calculated the critical amorphization energy density \( \epsilon_c(T, \vec{r}) \).

Fig. 5. Comparison between experimental (symbols) and simulated critical amorphization energy density \( \epsilon_c \) in eV/atom.
Fig. 6. Comparison between experimental (symbols) and simulated dose for amorphization $D_a$ versus depths of amorphous-crystalline interfaces.

Fig. 5 shows the excellent agreement of our Monte Carlo simulations with the experimental results (symbols). A depth independence of $c_\text{c}$ is only predicted at $T \leq 197$ K.

Since the influence of the thermal vibrations of the silicon atoms [47] is negligible for the distribution of the damage energy density, $c_\text{d}$ is practically independent of $T$ and proportional to $D$. Therefore, we can calculate the dose for amorphization $D_a$ with $c_\text{d}(T, \vec{r})$ and (1) and (2) assuming the critical case $c_\text{d}(\vec{r}) = c_\text{c}(T, \vec{r})$.

Fig. 6 depicts that our model is able to reproduce the experimental results in [6], which exhibit depth-dependent self-annealing effects.

A. Application Example: Arsenic Implantation

To demonstrate the applicability of our new simulation feature in two-dimensional simulations, we performed a drain implantation simulation of an NMOS device with 33 As$^+$, 60 keV, $5 \cdot 10^{15}$ cm$^{-2}$, tilted by 7° from [100] direction, and twisted around the $y$-axis by 90°.

The simulation area (Fig. 7) includes a (100) silicon substrate, a thin gate oxide of 10 nm, and the polysilicon gate. The slope of the gate is approximately 85°. The two-dimensional doping distribution of arsenic shows a small lateral penetration under the gate, which is the result of the large atomic mass of arsenic in comparison to silicon.

A continuous amorphous layer is predicted by our model after the drain implant (Fig. 8), and the lateral extension of this layer is comparable with the lateral extension of a doping isoline at 1$\cdot$10$^{15}$ cm$^{-2}$. Some of the implantation damage outside the amorphized region may survive the recrystallization step. Such postimplantation defects, in particular the retrograde profile of silicon interstitials in the channel region, are a possible source for the RSCE [21]. The predicted depth of the amorphization layer (92 ± 3 nm) in excellent agreement with the results of experimental measurements [48] (94 nm).

As already mentioned in Section II, the recoil transport during implantation of heavy ions widens the distribution of the damage energy density $c_\text{d}$. Therefore, we simulated the full collision cascades to determine $c_\text{d}$ produced by the arsenic ions.

VI. CONCLUSION

A new amorphization model for Monte Carlo simulation of ion implantation that is applicable to arbitrary one-, two-, and three-dimensional geometries is presented. Using results of silicon self-implantation experiments, we have derived a physically based strategy to predict amorphous layers in ion-implanted single-crystalline silicon. The approach is based on the critical damage energy density model, which assumes that the transformation to the amorphous state happens when the energy deposited in nuclear collisions by ions and recoils exceeds a critical threshold $c_\text{c}(T, \vec{r})$. The dynamic annealing of the damage during ion implantation is separated into two parts: 1) a temperature-dependent part and 2) a spatially dependent part. We couple both subproblems by assuming that parameters of the temperature-dependent out-diffusion model are local functions of the deposited damage energy density $c_\text{d}$. In fact, $c_\text{d}$ is a measure for the collision cascade density, and areas with less densely distributed radiation defects will be more prone to self-annealing before they are able to form stable damage.

Almost no additional CPU time is required by our model, and the implementation into existing codes is straightforward. The critical parameters ruling the amorphization process are the substrate temperature, the implantation dose, the implanta-
tion energy, and the ion mass, which are all taken into account by our approach.

Our simulations depict that the approach outlined above has potential for further optimization and refinement. Especially, investigation of ion species and dose rate effects could contribute to better calibrations, which are required for predictive simulations of TED effects.
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