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Abstract—Advanced analysis features implemented in the Vi-
enna Integrated System for TCAD Applications simulation envi-
ronment are presented. These functionalities support automatic
experiment generation (design of experiments), model fitting
(response surface methodology), optimization, and calibration.
They interact with the core modules of the framework support-
ing the simulation of the manufacturing process and electrical
characterization of semiconductor devices. Two examples demon-
strate the efficiency of these framework capabilities. The first
one shows the optimization of the electrical characteristics of
vertical double-diffused metal–oxide–semiconductor (MOS) field-
effect transistors. The second example deals with the optimization
of analytical doping profiles of MOS transistors.

I. INTRODUCTION

T HE DESIGN and fabrication of smaller and faster semi-
conductor devices relies on the proper numerical simu-

lation of fabrication processes and electrical characteristics.
This field of technology engineering is known as technology
computer-aided design (TCAD).

For a complete simulation and characterization of a modern
very-large-scale-integration (VLSI) technology, several hun-
dred simulation steps have to be computed. Furthermore, the
process steps have different aspects, like geometry manip-
ulations in etching and deposition steps or changes in the
doping profiles during implantation and diffusion steps. Grid
manipulations can also be necessary between the simulation
steps. For these fairly complex tasks the Vienna Integrated
System for TCAD Applications (VISTA) [1], [2] has been
developed.

To improve the manufacturability of deep submicrometer
devices, different variations of process parameters have to be
analyzed. For this purpose, high-level analysis functionality
has to be supported by a state-of-the-art TCAD framework.

II. V IENNA INTEGRATED SYSTEM FOR TCAD APPLICATIONS

The VISTA framework and its modules form a pro-
grammable simulation environment for TCAD applications.
The framework is based on the VLISP interpreter [3]. This
object-oriented LISP language is similar to the popular
JAVA [4] programming language with class inheritance and
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Fig. 1. The example points of a CCC design with three input parameters.

TABLE I
FACTORS a and b FOR CENTRAL COMPOSITE

DESIGNS WITH FULL-FACTORIAL CUBE POINTS

TABLE II
AVAILABLE EXPERIMENTAL DESIGNS

polymorphism. The interpreter provides interfaces to the
functions of a number of internal layers. Theoperating system
layer encapsulates the operating-system-dependent services,
which ensures portability over a wide variety of operating
systems and platforms. Theuser interface layerprovides
interfaces to the MOTIF widget-set [5] and some additional
widgets.

The advantage of VLISP compared to Tcl/Tk [6] is the
object system and the large number of sophisticated basis
classes for data manipulation, user interface generation, and
handling asynchronous events.
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Fig. 2. Structure of a complex optimization task.

In the framework, individual process steps for the manu-
facturing process of semiconductor devices are stored in a
hierarchicalsimulation flow description. In this format, the
linear flow can be divided into several blocks (modules), each
of which can consist of substeps or subblocks [7]. Furthermore,
not only can the manufacturing process be simulated but also
electrical characterization of the finished device can be added
in this simulation flow description.

As an open framework, a large number of process and
device simulators from different vendors, like TSUPREM
[8] and MEDICI [9] from TMA and ATHENA [10] from
SILVACO, are accessible. Integrated wrapper programs are
used to convert the input files to the corresponding data format
of the simulator.

It should be emphasized that for the integration of further
simulators working with the TIF, SSF, or PIF data formats, the
available data converters can be used. For other input formats,
a separate wrapper must be supplied.

The evaluation of asimulation flow is performed by the
simulation flow controller(SFC). It checks if the requested
evaluation or parts of it are already present in the persistentrun
data base. This prevents the recomputation of existing results
so only remaining simulations are scheduled for execution.

The distribution of the workload is done by job farming.
For an efficient use of the resources, the framework polls
periodically the load of the available hosts and compares it
with the allowed maximum number of jobs for automatic load
balancing.

The functions of the framework are designed to operate also
without the user interface. By defining a small sequence using
the VLISP extension language, the framework can be used in
a batch-mode fashion.

III. A NALYSIS FUNCTIONS

For the support of modern integrated technology develop-
ment and yield improvement, fully automatic TCAD analysis

modules with complex features are included and presented in
the following sections.

A. Design of Experiments (DoE)

DoE methods [11] are frequently used for automatic gen-
eration of experiments.

These methods are also available in other TCAD frame-
works, namely, theVirtual Wafer Fab [12], the TMA Work
Bench [13], and the NORMAN framework [14]. Unlike the
presented framework, these implementations do not use addi-
tional transformations to model the system dependencies (see
Section III-C).

Especially central composite designs are useful to explore
the input parameter space with a minimum of required experi-
ments. A central composite circumscribed (CCC) design for a
three-dimensional control parameter space is shown in Fig. 1.

The design consists of axial points ( is the
number of input parameters), cube points (full
factorial), and onecenter point. For rotatable designs, the
factor must be . The differences among the three
types of central composite designs [CCC, central composite
inscribed (CCI), and central composite face-centered (CCF)]
are listed in Table I.

A design is rotatable if the variance of the prediction
depends only on the distance from the center of the design
and not on the direction.

The rotatability and the small number of necessary ex-
periments make CCC and CCI designs very well suited for
estimating the coefficients in a second-order model, as will be
explained in the next section.

It would be beyond the scope of this paper to describe all
other available designs in the DoE module; the experimental
designs available in VISTA [11], [15] are summarized in
Table II.

Input data for DoE modules are the minimum and maximum
values of the control parameters and optional transformations,
which are described in Section III-C.
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Fig. 3. Graphical user interface of the VISTA TCAD framework.

B. Response Surface Methodology (RSM)

RSM [16] is a technique to create mathematical models for
the relationship between one or more responses and a set of
input variables. The most widely used model functions are
polynoms of second order

where denotes the number of input parameters.
The factors for this analytical function can be calculated

by a least square estimation. For both input () and output
( ) parameters, transformations can be specified, so additional
knowledge about the system behavior can be included.

RSM methods are also used in other TCAD tools, namely,
DEBORA [17], the TMA framework, and the SILVACO
framework. Unlike the presented RSM module, they do not
use transformations for the input and output parameters. These
tools are able to generate surfaces with approximately the same
fit error as the presented RSM tool, but they need polynoms

of higher order due to the lack of a transformation feature.
Therefore, for solving the least square problem, they need a
higher number of sample points.

C. Transformations

To model the system behavior accurately, both the DoE and
RSM modules make use of transformations of the parameter
space to linearize the dependence of the output variables on
the transformed input parameters. Subdivision of the parameter
space as well as fitting of the response surfaces takes place in
the transformed space.

For each input parameter, a transformation function can be
selected from a set of transformations. This list consists of
logarithmic [18], square root, inverse [19], exponential, and
other special transformations [20].

If the transformation function requires parameters (transfor-
mation parameters), these parameters either may be specified
explicitly—for example, in the case where a physical formula
has been established—or may be determined from a set of
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Fig. 4. The simulation flow of the VDMOS transistor shown in thesimulation flow editor.

sample points automatically. Additionally, it is possible to
automatically select the best out of a given set of trans-
formation functions for a given set of sample points. This
is done by computing several response surfaces where any
possible variation of available transformations is applied to
all input parameters. The selection criteria for the best set
of transformations is determined by the minimum fit error
of the sample points calculated by the total sum of squares
of the residuals. For all these surfaces, the fit error of the
sample points (the sum of squares) is used to select the best
combination of transformations.

D. Optimization

For optimizing device performance parameters over a given
input variable space, a constrained optimizer has been inte-
grated. The use of a constrained optimization algorithm is
important to prevent possible unphysical optima. The inte-
grated nonlinear constrained optimizer uses an augmented
Lagrangian method [21]. It minimizes the target function,
which can be assembled out of input and output values. The
gradient is calculated by evaluating adaptive finite differences.
With this gradient-based optimizer, a local optimum can be
found. To find global optimum solutions for general problems,
algorithms like genetic algorithms have to be used, usually
requiring an even larger number of evaluations. Choosing
different initial parameters for the optimization is a simple
method to provide further evidence of an optimal point.

For calibration and parameter fitting tasks, an optimizer
based on the Levenberg–Marquardt algorithm [22] is also
integrated in the framework.

For optimization tasks,Virtual Wafer FabandWork Bench
have a least square algorithm available, which is designed to

Fig. 5. Structure of the VDMOS transistor (source metallization and gate
oxide are not shown).

work together with polynomial response surfaces. In the NOR-
MAN environment, a constrained optimizer is implemented.

E. Example of a Complex Task

In the VISTA framework, a complex optimization task
consists of several analysis functions described above. Fig. 2
shows an example with DoE, RSM, and optimization steps.
The numbers in the figure indicate the actions that have to be
done by the framework listed below.
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Fig. 6. Net-doping concentration (cm�3) of the final VDMOS transistor.

1) Read the specification of the analysis task from the file.
It consists of the reference of the stored simulation flow,
the definition of control and response parameters with
their location in the flow, and additional information like
default values and ranges. The sequence of analysis steps
[steps 2)–9)] is also read from this file.

2) Prepare the input for the DoE module (ranges of the
control variables and the specified design) and start the
DoE program.

3) Collect the evaluated result of the DoE module and add
the control parameter values of the new experiments to
the experiment table.

4) Load the referenced process flow. Theevaluable entity
links the set of controls from theexperiment table,and
the run controller generates the simulation split tree.
An evaluable entity(Eve) is an object that encapsulates
different kinds of evaluations, like the simulation of
a process flow and extraction of the results or the
evaluation of a point on a response surface.

5) The experiments are simulated using the integrated sim-
ulators and tools. Simulation results are stored in the
persistentrun data base.

6) All responses are collected from the finished runs and
added to theexperiment table.

7) After all experiments have been carried out, the complete
data of theexperiment tableare given to the RSM
module for evaluation.

8) The ranges, start values, and target functions are passed
to the optimizer.

9) The optimizer requests evaluations from the RSM mod-
ule and receives the calculated target function until an
optimum is found.

During execution of this sequence, no user interaction is
necessary, but the progress can be tracked on the graphical
user interface. Alternatively, the whole optimization task can
be executed as a batch job.

IV. GRAPHICAL USER INTERFACE

The graphical user interface of the VISTA framework
enables the user to access the framework functions in an
intuitive way. It supports the configuration of the simulation
environment, definition and execution of simulation flows, and
examination of the simulated data. The user interface (Fig. 3)
consists of several parts.

The topmost window contains the interface of the SFC. The
process steps of the selected simulation flow are listed on the
left side. The split tree of simulation runs in the current project
provides direct access to all data of the computed steps and
gives a quick summary of the activity states of the simulations.

Thesystem jobswindow shows all active and queued system
jobs started on behalf of therun controller.

The hostswindow displays the busy state of all network
hosts used for submitting system jobs. Different colors indicate
the status of the enabled hosts.
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Fig. 7. Listing of the VLISP program, which solves the optimization prob-
lem of the VDMOS transistor example.

The experiment tablewindow contains a spreadsheet rep-
resentation of all simulation runs and control and response
variables defined in the process flow. Task-level tools like DoE
or RSM generation are directly accessible.

For the definition and editing of hierarchical simulation
flows, the simulation flow editor (Fig. 4) uses a tree-like
representation for maneuvering through the flow. In the right
part of the window, parameters of the simulation steps can be
specified.

V. APPLICATIONS

A. Optimization with a Complete Process Simulation

In this section it will be shown how the electrical parameters
of a vertical double-diffused metal-oxide-semiconductor field-
effect transistor (VDMOS) can be improved by our high-level
analysis functionality.

The structure of the VDMOS transistor in Fig. 5 has the
advantage of a lower on-resistance and a smaller lateral size
compared with a lateral DMOS transistor. Due to the high
breakdown voltage of up to 100 V, these transistors are
commonly used as power devices, for example, in automotive
electronics. Fig. 6 shows the net-doping concentration of the
final VDMOS transistor.

Fig. 8. Response surface of the target function.

The two control variables are the epitaxial doping value and
the thickness of the epi-layer. The extracted responses are the
on-resistancerds-on and the breakdown voltageubd . The
goal of this optimization is to minimize the on-resistance but
keep the breakdown voltage above 105 V.

Fig. 4 shows the simulation flow of the device in the
simulation flow editor. For the simulation of the process
fabrication the programs SKETCH, ETCH [23], and PROMIS-
Implant [24], the commercial tool TSUPREM [8], and, for the
electrical characterization, MINIMOS-NT [25] were used.

The optimization problem is defined by a short VLISP
program listed in Fig. 7.

In the first part of the program, aFlow-Evewith its related
flow file is defined. The functionEve-Define-Control
defines an internal name of a control variable (first argument)
from a process step and from a parameter of this step (second
and third argument). Derived controls can be declared using
the additional key:eval-expr , which is done in this case
for the controln-epi-pos —the bottom position of the epi-
layer—denoting the negative value of the epi-layer thickness
(n-epi ).

Eve-Set-Control assigns default values, ranges, and
transformations for the internal control variables. The used
transformations are logarithmic for epitaxial doping and linear
for the thickness of the epi-layer.Eve-Define-Response
defines a control variable and has the same arguments as
Eve-Define-Control .

The second part of the program describes the optimization
task like that given in Fig. 2.Eve-Doe generates a CCI exper-
imental design with the two independent control variables. The
resulting nine runs were simulated on a workstation cluster,
scheduled by therun controller.

After all steps are finished and the responses are extracted,
the Rsm-Eve builds the responses surface.Eve-Optimize
starts the optimization using the evaluations of the response
surface.

The functionscalc-breakdown andcalc-rdson cal-
culate the specified values from theiv-data structure.

The minimum value of the on-resistance was found on the
constraint where the breakdown voltage reaches the lower
limit of 105 V. Fig. 8 shows the target function (on-resistance)
versus the parameter space of the control variables (epi-doping
concentration and epi-layer thickness). Thus, the optimum



1250 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 17, NO. 12, DECEMBER 1998

Fig. 9. Analytical acceptor and donor doping profile of the optimized MOS transistor.

process parameters were found withn-epi m,
epi-conc cm , and
(Fig. 8).

For the calculation of the response surface, nine runs with
28 simulation steps have been executed, and the optimizer
needed about 250 evaluations of this response surface.

B. Optimization of Analytical Doping Profiles

As MOSFET’s are scaled to the submicrometer regime,
the doping profile becomes increasingly important in affecting
their performance. Profile optimization can be done either on
the process level or on the profile-abstraction level, which
means that instead of varying certain process parameters,
analytical models are used to describe the doping profile and
the model parameters are optimized. This method provides
higher speed because no process simulation steps are required.
The demand from the semiconductor industry for such meth-
ods has increased rapidly in the past few years, offering the
possibility to fit simulated doping profiles to measured device
data (inverse modeling[26], [27]).

In this section, the doping profile for a specified device
structure is optimized to achieve certain performance improve-
ments. Analytical doping profiles are generated by a template-
based device generator. Parameters are global technology
values like the geometry and doping level of a layer. These
parameters are used as control parameters for the optimization
process.

In this example, an NMOS device with 0.25-m geometry
gate length and 5-nm gate-oxide thickness is optimized for
1.5-V supply voltage. The analytical doping profile consists

of a retrograde well and a channel implant, both generated
with Gauß-functions. Control parameters are the depth, the
deviation, and the doping levels of the channel implant and
the retrograde profile. As the doping levels are varying in a
large range, a logarithmic transformation is used.

The optimization target is to achieve maximum on-current.
Without a constraint, this optimization would result in a
decrease of the threshold voltage only. The off-current would
be drastically increased because of its exponential dependence
on threshold voltage in the subthreshold region [28]. A large
off-current leads to high system standby power, which does
not meet the requirements for future MOSFET technology
[29]. Therefore, the off-current is entered as a constraint for
the optimization process and kept at a constant value. Two
device simulation steps have to be performed to extract the
two current values. To increase the speed of the optimization,
these two steps are done in parallel.

A uniformly doped device is used as the initial device. The
on-current is improved drastically by the presented optimiza-
tion process. Together with the flexible framework features,
tasks like reverse engineering of doping profiles can be real-
ized.

Because of the larger parameter space compared to the
previous example, the simulation flow consisting of one gener-
ation step, and the electrical characterization, direct optimiza-
tion is performed.

Fig. 9 shows the analytical acceptor and donor doping
profile of the optimized transistor with the source and drain
regions and the channel implant.
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The on-current of the optimized transistor (
A) was increased by 20% compared with a uniformly doped
device ( A) with the same off-current .

It took about 284 evaluations of the simulation flow, includ-
ing the finite differences for the gradient calculation.

VI. CONCLUSION

Several complex tasks in TCAD engineering have to be
supported by a state-of-the-art framework. We have shown that
the flexible design of the VISTA framework makes it possible
to integrate modules for design of experiments, response
surface methodology, and optimization. These modules can
be used with the existing simulation flows with no additional
overhead.

We have demonstrated in the example of the vertical DMOS
transistor and the NMOS transistor that the VISTA framework
is well suited for the complex task of optimizing device
parameters.

We intend to use this framework for a fully two-dimensional
doping profile optimization with an even larger number of pa-
rameters using optimization targets that also include dynamic
device characteristics.
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