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Abstract

In mixed-mode device simulation the solution of the basic transport equations for the semiconductor devices is directly embedded into the
solution procedure for the circuit equations. Compact modeling is thus avoided and much higher accuracy is obtained. We review the state-
of-the-art in mixed-mode device simulation. In addition we present recent achievements, in particular, techniques for convergence accel-
eration and methods for dealing with electro-thermal problems. Much emphasis is put on the examples section to demonstrate the value and
usefulness of the proposed techniques.q 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Over the last decades numerous powerful circuit simula-
tion programs have been developed. Amongst those are
general purpose programs which have been designed to
cope with all different kinds of circuits and special purpose
programs which provide highly optimized algorithms for,
e.g. filter design. General purpose programs can be divided
into two categories. Programs belonging to the first category
offer a modeling language which can be used to define fairly
arbitrary dependences between the circuit elements. The
most prominent member of this category isASTAP [1]
which was developed by IBM in the 1970s. To provide
the user with a maximum of flexibility,ASTAPgenerates
FORTRANsource files which need to be compiled before
execution. The other category consists of programs which
only allow for a predefined set of circuit elements and
dependences. Although the flexibility is strongly dimin-
ished, this approach allows for a much faster execution
and a compact, highly optimized simulator kernel. The
most prominent member of this category isSPICE which
was developed at the University of Berkeley [2].

Circuit simulation programs have in common that the
electrical behavior of the devices is modeled by means of
a compact model that is an analytical expression describing
the device behavior. Once a suitable compact model is
found, it can be evaluated in a very efficient way. However,
this task is far from being trivial and many complicated

models have been developed. Even if the behavior of the
device under consideration can be mapped onto one of the
existing compact models, the parameters of this compact
model need to be extracted. For example, in the case of
the BSIM3v3 model [3] for short-channel MOS transistors
more than 100 parameters are available for calibration
purposes, the identification of which is obviously a cumber-
some task. Similar arguments hold for other available MOS
transistor models as the EKV model [4,5] and the Philips
MM9 model [6]. If the device design is known and not
modified, these parameters need to be extracted only once
and can be used for circuit design provided the accuracy of
the models is sufficient. When there is need to optimize a
device using modified geometries and doping profiles the
compact model parameters have to be extracted for each
different layout as many of these parameters are mere fit
parameters without any physical meaning.

The electrical behavior of the devices can either be
measured or simulated. When performing a device optimi-
zation, fabricating and measuring each optimization step
would be very expensive. Hence, device simulators became
more and more popular, e.g.DESSIS [7], GALENE[8],
MEDICI [9], MINIMOS [10], and PISCES [11]. These
device simulators solve the transport equations for a device
with given doping profiles and a given geometry. The trans-
port equations form a highly nonlinear partial differential
equation system which cannot be solved analytically.
Numerical methods have to be used to calculate a solution
by discretizing the equations on a suitable simulation grid.
The data obtained from these simulations can be used to
extract the parameters of the compact model.

Altogether, this subsequent use of different simulators
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and extraction tools is cumbersome and error-prone. To
overcome these problems several solutions have been
published where a device simulator was coupled to
SPICE [12,13]. This is again problematic when consid-
ering the communication between two completely differ-
ent simulators. On the other hand some solutions were
presented where circuit simulation capabilities were
added to a device simulator [14]. However, the restric-
tions imposed are so severe that circuits containing
more than a few distributed devices cannot be properly
dealt with.

The examples in this paper were simulated usingMINI-
MOS-NT, a device simulator which has been equipped with
full circuit simulation capabilities with the only limitation
being the amount of available computer resources.MINI-
MOS-NTis a general purpose device simulator developed as
the successor ofMINIMOS [15].

With mixed-mode capabilities at hand devices can be
characterized by their performance in a circuit as a function
of transport models, doping profiles, mobility models,
etc. This is of fundamental importance when investigat-
ing the behavior of modern submicron devices and non-
mainstream devices like Heterostructure-Bipolar-Tran-
sistors (HBTs) [16] or High-Electron-Mobility-Transis-
tors (HEMTs) [17,18] where compact models are not so
far developed. Furthermore, when the devices are scaled
down, non-local effects become more and more
pronounced which can alter the device behavior signifi-
cantly. This cannot be handled by scaling the para-
meters of compact models.

2. Circuit simulation

Several different methods have been published for the
description of the circuit equations. However, nearly all
circuit simulators employ methods based either on the
nodal approach (NA) [19–21] or the tableau approach
[22]. Methods based on the NA enjoy large popularity due
to its ease of use. However, the basic NA only allows for
current-defined branches. Voltage-defined branches can be
introduced without extending the formulation by the use of
gyrators [23,24]. To properly account for voltage-defined
branches the modified nodal approach (MNA) has been
proposed which allows for the introduction of arbitrary
branch currents [25].

3. Thermal simulation

The standard way of treating temperature effects in semi-
conductor devices and circuits is based on the assumption of
a constant device temperature which can be obtained by a
priori estimates on the dissipated power or by measure-
ments. However, in general this a priori assumed dissipated
power is not in accordance with the resulting dissipated
power. Furthermore, devices may be thermally coupled
resulting in completely different temperatures than would
be expected from individual self-heating effects alone. This
is of special importance as many circuit layouts rely on this
effect, e.g. current mirrors and differential pairs [26]. There-
fore, the temperature must not be considered a constant
parameter, but must be introduced as an additional solution
variable [27–30].

Thermal coupling can be modeled by a thermal circuit
[26,31] (Fig. 1). The topological equations describing a
thermal circuit are similar in form to Kirchhoff’s equations
and the branch relations map to familiar electrical branch
relations. The electrical compact models have been
extended to provide the device temperature as an external
node. For distributed devicesMINIMOS-NT solves the
lattice heat flow equation [32] to account for self-heating
effects. This is of course far more accurate than assuming a
spatially constant temperature in the device and estimating
the dissipated power by Joule-heat terms alone as is done for
the compact models. To provide a connection to an external
thermal circuit arbitrary thermal contacts are defined.

4. Device simulation

The vast majority of today’s routinely performed device
simulations are based on a numerical solution of the basic
semiconductor equations which include drift-diffusion
current relations [32–35]. The efficiency of this
numerical device model allows its extensive use in device
optimization.

A device of a modern ULSI circuit is characterized by
large electric fields in conjunction with steep gradients of
the electric field and of the carrier concentrations. Under
these conditions, the accuracy of the widely used drift-diffu-
sion model becomes questionable. More sophisticated
device models, such as the hydrodynamic transport model
[36–42] overcome these limitations. However, the
increased physical rigor of a model comes at the expense
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Fig. 1. Interaction of the coupled electrical and thermal circuits.



of increased computation times. This fact prevented wide
spread application of the hydrodynamic model in the past,
and probably in the near future. This is especially true for
mixed-mode simulations which inherently suffer from large
simulation times and poor convergence properties. Thus, the
necessity of using the hydrodynamic model should be
checked by comparison with drift-diffusion simulation
results. However, for this comparison to deliver useful
results, several prerequisites must be met, the most impor-
tant of them being that both transport models must deliver
similar results under homogeneous situations [43,44].

5. Mixed mode simulation

Several works dealing with circuit simulation using
distributed devices have been published so far [12–14,45].
Most publications deal with the coupling of device simula-
tors toSPICE. This results in a two-level Newton algorithm
since the device and circuit equations are handled subse-
quently. Each solution of the circuit equations gives a new
operating point for the distributed devices. The device simu-
lator is then invoked to calculate the resulting currents and
the derivatives of these currents with respect to the contact
voltages. In [13] a method was proposed which was termed
full-Newton algorithm. However, this approach is very
similar to the two-level method proposed in the same
paper thus it will be termed “quasi” full-Newton. The differ-
ence to the two-level Newton lies in the fact that the device
simulator only performs the first step of the Newton itera-
tion and returns the result to the circuit simulator. Both
approaches are easy to implement, as only marginal changes
in both simulators are required. The circuit simulator acts as
a server which controls the device simulator. At each
Newton iteration of the circuit, an input deck for the device
simulator has to be generated and the device simulator has
to be called to calculate currents and conductances. The
main advantage of this approach is that the device and
circuit simulator are decoupled and special device simula-
tors may be used for different problems.

The other approach is called full-Newton algorithm as it
combines the device and circuit equations within one single

equation system. This equation system is then solved apply-
ing Newton’s algorithm. In contrast to the two-level Newton
and the quasi full-Newton algorithm where the device and
circuit unknowns are solved in a decoupled manner, here the
complete set of unknowns is solved simultaneously. In
MINIMOS-NT an approach similar to [14] is used. The
capability to solve circuit equations was added to the simu-
lator kernel. This allowed for assembling the circuit and the
device equations into one system matrix which results in a
real full-Newton method. There is no need to explicitly
calculate the derivatives of the contact currents with respect
to the contact voltages as the contact currents are solution
variables which simply giveŝ 1 as a derivative in the
constitutive relations.

However, the benefits gained from using the numerous
existingSPICE compact models must not be neglected. As
SPICE has a well defined and documented interface, it is, in
principle, straight-forward to implement a similar interface
in the combined circuit-device simulator.

A comparison of these different architectures is shown in
Fig. 2. In Fig. 2a the device simulator acts as a client to the
circuit simulator whereas in Fig. 2b the device simulator is
extended with circuit simulator capabilities and can reuse
circuit simulator models on demand.

6. Convergence

The system of equations, which has to be solved for
mixed-mode device simulation, is non-linear and extremely
sensitive to small changes in the solution variables. While
the semiconductor equations are difficult to solve them-
selves the situation becomes even worse when using
dynamic mixed-mode boundary conditions. To solve these
equations the Newton method is used which is known to
have quadratic convergence properties for an initial-guess
sufficiently close to the final solution. However, such an
initial-guess is hard to construct for both the distributed
quantities inside the device and the circuit equations.
Hence methods have to be found to enlarge the region of
convergence to succeed even with a poor initial-guess. This
is achieved by applying suitable damping schemes. One of
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Fig. 2. Comparison of the two different strategies: (a) device simulator as client; (b) device simulator as server.



the most popular damping schemes has been published by
Bank and Rose [46,47]. InMINIMOS-NT a purely heuristic
method is used which takes the exponential relation between
the potential and the carrier concentration into consideration
[48]. This method provides similar convergence properties
to the method of Bank and Rose without costly evaluation of
damping parameters.

Especially important is a reliable method to obtain a DC
operating point which is needed as a starting point for a
subsequent transient analysis or a static transfer character-
istic. Transient simulations are far better conditioned as the
time derivatives provide main-diagonal entries and act as a
natural damping. As the solution of the last timestep
provides a good initial-guess it is normally possible to
obtain convergence for a sufficiently small timestep.
Although the conditioning of the equation system does not
change for DC transfer analysis the last solution again
provides a good initial-guess. In case the system fails to
converge for a given step, the step can normally be reduced
in such a way to obtain convergence. Hence the following
discussion will focus solely on DC operating point
calculation.

To the best knowledge of the authors no useful damping
scheme for mixed-mode has been published so far. Only in
[12] it was stated that the change of the node voltages was
limited to a user-specified value which is in the range of 2VT.
This is, as pointed out in the very same paper, far from being
optimal as it requires a large number of iterations for larger
supply voltages: e.g. for the OpAmp circuit simulated in
Section 7 the supply voltages arê15 V, hence it takes at
least 15=0:05� 300 iterations to build up the supply
voltages without even considering the effect of non-linear-
ities. Furthermore it is stated in [12] that a solution can only
be obtained for an initial-guess as close to the solution as
^0.2 V for forward-biased junctions.

These restrictions of mixed-mode simulations seem to
be generally accepted nowadays. Experiments with a
new method delivered promising results for small

circuits, the main field of application of mixed-mode
simulations. This method is based on the idea that the
distributed devices should be carefully embedded into
the rest of the circuit during evolution of the operating
point. Similar observations were made by Ho et al. [49]
for FET circuits using compact models. They proposed
to shunt a resistor of 3 kV at the source and drain
during the first three Newton iterations to stabilize the
coupled system and to slightly decouple the device from
the circuit equations. This approach has been extended
by introducing an iteration dependent conductanceGk

S

between each device node and ground. The following
purely empirical expression forGk

S delivered very satis-
fying results:

G0 � 1022S �1�

Gmin � 10212S �2�

Gk
S� max�Gmin;G0·102k=k� �3�

k � 1:0…4:0 �4�

with k being the iteration counter. It is worthwhile to
note that the algorithm worked equally well with
Gmin � 0 for the simulated circuits. However, this
expression is purely empirical but unfortunately any
attempt to use a more rigorous expression based on
norms of the quantities did not work satisfactory.

Using this new technique, solutions could be found for
several typical analog and digital circuits starting from the
zero initial-guess for the node voltages and charge neutrality
assumptions for the semiconductor devices within 20–50
iterations which is a comparable effort toSPICE which
uses compact models.
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Fig. 3. Five-stage CMOS ring oscillator.



7. Examples

7.1. Five-stage CMOS ring oscillator

A five-stage CMOS ring oscillator circuit is shown in Fig.
3. For both the NMOS and the PMOS transistors a device
width of W � 1 mm was assumed. Normally, to achieve
equal noise margins, a ratio ofWp=Wn < 2:5 is used to
compensate for the poorer performance of the PMOS tran-
sistor [50]. To model the influence of the interconnect
circuitry, an additional load capacity of 5 fF was used. To
force the circuit into a predefined initial state, the input
voltagew in of the first inverter was set to zero during oper-
ating point calculation.

Two different ring oscillators have been simulated, one
with long-channel transistors�LG � 2 mm�; the other one
with short-channel transistors�LG � 0:2 mm�: For the
long-channel transistors, the simulation results obtained
with the drift-diffusion and hydrodynamic transport models
agree so closely that in the graph no differences are visible
(Fig. 4). The simulation results for the short-channel devices
are shown in Fig. 5. Here, the differences between the trans-
port models are significant. This is due to the larger currents

resulting from the hydrodynamic transport model as the
charging and discharging times of an inverter chain are
inversely proportional to the drain currents. The simulated
inverter delay times aretDD < 30 ns andtHD < 26 ns
giving a difference of about 15%. For single devices the
hydrodynamic currents are approximately 30 and 5% higher
for the NMOS and the PMOS transistor, respectively. The
average of these values (17.5%) closely corresponds to the
simulated delay time difference of 15%.

7.2. Five-stage CML ring oscillator

A current mode logic (CML) gate is an emitter coupled
logic (ECL) gate stripped of the emitter–follower [50,51].
The gain of a single stage without load can be approximated
by assuming a simple Ebers–Moll model for the transistors
[52] to be approximately25. When considering an inverter
chain consisting of 5 CML inverters as shown in Fig. 6 the
total gain occurring at the last output node is�25�5 � 3125:
With such a high gain, the circuit is too sensitive to the
voltage changes occurring during iteration such that no solu-
tion can be found without a proper initial-guess using
conventional techniques. However, using the shunt conduc-
tance technique withk � 4 a DC operating point was easily
obtained with only 34 iterations. As for the CMOS ring
oscillator there is no unique operating point for the
closed-loop and one of the node voltages had to be fixed
to force the circuit into an initial state from which oscilla-
tions can start. Oscillations start immediately with a
frequencyfDD � 6:8 GHz for the drift-diffusion andfHD �
10:6 GHz for the hydrodynamic model which gives a rela-
tive difference of 36% for the drift-diffusion model (Fig. 7).
This is due to the velocity overshoot, which occurs in the
base-collector space charge region that cannot be modeled,
using a drift-diffusion transport model. The current levels
are approximately equal in both cases.

7.3. Electro-thermal analysis of a complete OpAmp

Thermal effects are of fundamental importance for the
chip design of integrated circuits. Typical operational
amplifiers (OpAmps) can deliver powers of 50–100 mW
to a load, and as the output stage internally dissipates similar
power levels the temperature of the chip rises in proportion
to the dissipated output power [31,53]. As the transistors are
very densely packed, self-heating of the output stage will
affect all other transistors. This is especially true, as silicon
is a good thermal conductor, so the whole chip tends to rise
to the same temperature as the output stage. However, small
temperature gradients develop across the chip with the
output stage being the heat source. The temperature coeffi-
cient of the junction voltage for forward-biased pn-junctions
is known to be approximately22 mV/K that is to obtain the
same current a smaller junction voltage is needed. These
temperature gradients appear across the input components
of the OpAmp and induce an additional input voltage differ-
ence which is proportional to the output dissipated power.
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Fig. 4. Node voltages of the long-channel five-stage CMOS ring oscillator.
Drift-diffusion and hydrodynamic simulation results match perfectly.

Fig. 5. Node voltagesw1 andw2 of the short-channel five-stage CMOS ring
oscillator for drift-diffusion and hydrodynamic simulation.



The completemA709 [26,54] as shown in Fig. 8 has been
simulated considering thermal interaction between the input
and the output stage. This circuit is of special interest as it is
one of theSPICE benchmark circuits given in [2] (without
thermal feedback). The DC transfer characteristic has been
calculated with and without thermal interaction. Considera-
tion of thermal interaction was done by solving the lattice
heat flow equation for the transistorsT1, T2, T9 andT15 and
by assuming a thermal network which provides for the ther-
mal coupling of the devices as shown in Fig. 9. The thermal
conductances were assumed to beG1 � G2 � 2 mW=K and
G9 � G15 � 10 mW=K while the coupling mismatch was
modeled by G1;9 � G1;15 � Gk � 10 mW=K and G2;9 �
G2;15 � Gk·�1 2 D� with D � 0:9 being the mismatch para-
meter which is proportional to the temperature gradient
across the input transistors [31].

The solution of the fully coupled equation system is
possible with a proper iteration scheme. A small change
in the output voltage during iteration causes a large change

in the collector current of the conducting output transistor.
The dissipated power changes, which influences the
temperature distribution inside the output transistor. This
modified power alters the base-emitter voltages of the
input transistors, which produces a change in the base-emit-
ter voltages of the output transistors. As all these coupling
mechanisms are highly non-linear a special iteration scheme
is used. In the first block the thermal quantities were ignored
until an electrical solution was found. In the second block,
the lattice temperature was added to the solution vector
without considering the coupling effects caused by the
node temperatures. This was also found to be advantageous
when stepping through the DC transfer curve hence this
block was also used for the consecutive steps.

However, as the condition of the transient problem is
much better, this block is not used for transient simulation.
Only after a proper temperature distribution inside the
devices has been established for the new voltage boundary
conditions, can the complete equation system be used.

However, as the simulation failed very frequently for too
large steps of the input voltage an additional failure criterion
was added. When the step of the input voltage was too large
it caused oscillations in the solution which, due to the strong
non-linearities, blew up the lattice temperatures. This took
approximately 30 iterations which were very expensive in
computational terms as each iteration took approximately
20–200 s depending on the condition of the system matrix.
So this event had to be detected as soon as possible. It was
found that an abnormal behavior of the potential update
normE∞(uc) was a good indication of starting oscillations.
Hence, wheneverE∞(uc) was larger than approximately
102VT after 10 iterations or wheneverE∞(uc ) exceeded
105VT the iteration was canceled. Furthermore, the number
of iterations was limited to 30.

The DC transfer characteristic was calculated by stepping
w in from 21 to 1 mV with Dw in � 20mV: From SPICE
simulations the open-loop gain of themA709 was known
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Fig. 6. Five-stage CML ring oscillator.

Fig. 7. Oscillation of node voltagew1 of the five-stage CML ring oscillator.
Large discrepancies between drift-diffusion and hydrodynamic simulations
are observed.



to be approximately 35 000 so for each step ofDw in a step of
0.7 V could be expected forDw out which is quite large.
However, no convergence problems occurred untilDw out

approached 0 V. This was the most critical part of the
simulation and several step reductions were necessary
for both the pure electrical and the thermal simulation.
The size of the system matrix was 37 177 and 40 449
for constant temperature and thermal simulation, respec-
tively, and the simulation took 9 and 25 h on a Linux
Pentium II 350 MHz workstation. For the thermal simu-
lation the conditioning of the system matrix was found
to be very poor and several step reductions were
necessary.

The DC transfer characteristic is shown in Fig. 10 with
the obvious humps resulting from thermal feedback effects.
In Fig. 11 the open-loop voltage gainAv is shown and the
dramatic impact of thermal coupling. The thermal conduc-
tances assumed in this simulation were very optimistic and
an even stronger impact of thermal coupling has been
published [28,29]. For stronger coupling, even the sign of
the open-loop voltage gain may change and cause the
OpAmp to become unstable [53].

The maximum temperature and the contact temperature
of the output stage are shown in Fig. 12. It is obvious that the
self-heating inside the transistor plays only a minor role at
these current levels. However, the power dissipated inside
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Fig. 8. Schematic of themA709 OpAmp.

Fig. 9. Thermal equivalent circuit used to simulate thermal interaction for
themA709 OpAmp.



the device heats up the NPN transistor due to the resistive
thermal boundary condition which obstructs the heat
flow out of the transistor. This is in accordance to the
commonly used assumption that the transistor can be
modeled by a power source alone. The PNP transistor
has only a b of approximately 10 and comparable
current levels have been obtained by increasing the
emitter area of the transistor�WPNP=WNPN � 5�: Hence
the locally generated heat densityH is even smaller
than for the NPN transistor and the temperature drop
inside the device is negligible.

A similar situation occurs for the input transistorsT1

and T2. As they are biased withIC � 20mA only
self-heating is negligible and the contact temperature
resembles the heat transferred from the output stage.
As unsymmetric thermal conductivities have been
assumed the temperature ofT1 is always slightly higher
than the temperature ofT2. The maximum temperature
differenceT2 2 T1 was found to be only222 mK. Even
this small temperature difference has a strong impact on
the output characteristic due to the high gain of the
circuit.

8. Conclusion

The state-of-the-art in mixed-mode device simulation has
been reviewed considering different approaches. A method
has been proposed which allows for operating point calcula-
tions without an initial-guess for medium-sized circuits.
Several important examples were presented to demonstrate
the value and usefulness of mixed-mode device simulation.
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