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Influence of the distribution function shape and the band structure
on impact ionization modeling
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Accurate modeling of impact ionization is a critical issue for deep submicron devices. All
established analytical models for the distribution function based on the local electric field or on the
local average carrier energy give rather poor results. Therefore, theoretically sound microscopic
scattering rates cannot be properly transformed into accurate macroscopic models. We show that by
accounting for the average square energy an accurate analytical description of the distribution
function can be given. Together with a proper band structure model the analytical distribution
function can then be used to evaluate microscopic models in a macroscopic device simulator. The
present model is accurate for bulk and sub 100 nm feature size devices and involves only local
quantities, which makes it a good choice for inclusion in conventional device simulator200®
American Institute of Physics[DOI: 10.1063/1.1415366

I. INTRODUCTION the carrier concentration and temperature the next higher
even moment, the average square energy of the DF was
For fast and accurate evaluation of complementaryaken into account. Promising results were obtained by
metal—oxide—semiconductor reliability issues in sub-100 nmsonodaet al® who proposed an analytical expression for the
technology very precise high field transport models ar&distribution function. Unfortunately, their expression is diffi-
needed. In particular, hot-carrier effects like impact ioniza-cult to handle analytically. Therefore, they proposed an ana-
tion are poorly described by models using the local electridytical impact ionization model as a function of both the
field or the average carrier energy as a parameter. Severalerage energy and the average square energy by fitting
nonlocal models have been proposed which are, howevekionte Carlo(MC) results. Being a fit formula, the model
both difficult to implement in a device simulator and difficult gives only limited additional insight into the role of the av-
to justify on a theoretical basis, especially for multidimen-erage square energy.
sional problems. Other more promising approaches rely on  Highly accurate impact ionization rates have been ob-
the extension of the method of moments and aim at obtainingained by the solution of Boltzmann’s transport equation, for
some information about the distribution functi@F) in ad-  example by applying the MC method. Based on the notion
dition to the average energy. One approach is to split theénhat the collision operator in Boltzmann’s transport equation
energy range at some characteristic energy and handle bo# a local functional of the DF, in our model we rely on a
energy ranges with a two population and two temperaturénore accurate description of the local DF. In particular, we
model™? Although promising results have been obtained,have developed an analytical model for the symmetric part of
this approach has some disadvantages: First, because of i DF, which goes beyond the Maxwellian approximafion.
splitting of the energy range the complete transport modefogether with a proper description of the band structure this
has to be reformulated including the modeling of such fun-model is then used to derive a macroscopic impact ionization
damental parameters as mobility and relaxation times. Segnodel based on microscopic descriptions. This model fits
ond, there is no theoretical basis for the splitting energy imicely into the concept of conventional device simulators as
terms of carrier transport. In Refs. 1 and 2 the splitting en4t requires only one additional equation for the average
ergy has been chosen to provide additional information abowquare energy and evaluates only local quantities. Further-
impact ionization and has been set equal to the band gapore, it contains no free parameters and allows for a direct

energy. However, many other scattering terms could benefitudy of the influence of both the shape of the DF and the
from a more detailed knowledge of the DF and would prob-pand structure.

ably require a different splitting energy. In addition, the tran-

sition of carriers between the two energy ranges requires

careful modeling and causes numerical problems. Third, wd'- SIX MOMENTS METHOD

additional equations have to be solved: one for the high-  Several authors have given higher order moment equa-

energy tail concentration and one for its temperature. tions to obtain additional information about the DF, see e.g.,
Another possibility is to extend the moment hierarchy. InRefs. 5 and 6. These equations were based on an Ansatz for

particular, equation sets based on six moments of Boltzthe DF which was taken to be some expansion around a

mann’s equation have been considered, where in addition tlaxwellian distribution. Sonodat al® added two equations

for the fourth and fifth order moments of the Boltzmann’s

aAuthor to whom correspondence should be addressed: electronic mailf@nsport equationBTE) to a standard en?rgy'tranSport
grasser@iue.tuwien.ac.at model taken from Ref. 7. In a more systematic approach the
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kurtosis 3, of the DF has been includédn addition to the  IV. A NEW IMPACT IONIZATION MODEL
carrier temperaturd,,, which represents the second order
moment ofk, the model accounts foB,,, the normalized
moment of fourth order irk

In the following we derive an impact ionization model
based on an analytical description of the DF, on microscopic
scattering rates, and on a proper model for the density of

2(%) states. We restrict our discussions in the following to elec-
n—3 Kg (1) trons in silicon where we assume Kane's expressitm be
sufficiently accurate.
_§@ @) It has been frequently shown that the shape of the DF
n's (£)? depends on whether the gradient of the field is positive or

negative with respect to the current density. Several expres-

For a heated Maxwell-BoltzmantMB) distribution and sions have been considered and evaluated and we found that

parabolic bands we ge&,=Bys=1. Thus aB,# 1 quanti-
fies the deviation from the Maxwellian shape in the parabolic ) z\P
case. When nonparabolicity is taken into account, a different f(£)=Aexg — et

value for Byg is obtained. However, although the value of = o
Bus depends on the energy it stays close to one. Comparéﬂh'Ch is a generalization of Refs. 14 and 15, neatly captures

to the models based on splitiing of the energy domain, thidh€ main features of(the DF throughout the whole device.
approach has the advantage that it does not depend on an{f€ Parameters o= 1T, Bn) and b(T,,B,) are func-

splitting energy. Furthermore, it requires only one additionafions of the local temperature and kurtosis and are deter-
second order partial differential equation f6f, which in- ~ Mined in such a way that E¢6) reproduces the given mo-

cludes two additional relaxation times. mentsT, and 3.
A. The density of states

, (6)

To evaluate the moments of the DF given by E&). an
ll. REVIEW OF SOME LOCAL IMPACT IONIZATION expressiong(#) for the density of state€DOS) is needed.
MODELS Beside the simple parabolic band approximation, Kane's dis-

A commonly used assumptidfor modeling impact ion- persion relation is widely used to incorporate nonparabolicity
y P g Imp effects to a first order. Kane’s relation gives

ization is that the ionization rates depend on the local carrier
temperaturel,, in the following way*° 9()=goVEVL+ aZ(1+2a?) 7)

B Ze for the DOS. The nonparabolicity factaris generally con-
Gu=ngyexp — KeT,)’ (3 sidered a fitting parameter, wie~0.5 eV~ in silicon. Un-

with g, and #. being fit factors, which strongly depend on
the technology and device geometry. Although these loc
energy(LE) models are capable of approximately reproduc-
ing measured integral quantities like contact currents, the
predicted ionization ratesnside the devices have been
shown to deviate significantly from MC simulatioHsThis
limits the usefulness of the simulations and makes predictiv
device simulations difficult. To overcome these limitations
Sonodaet al2 derived an expression for the impact ioniza-
tion coefficients using six moments of the DF by fitting the
following analytical expression to their MC simulations:

fortunately, Eq.(7) cannot be handled analytically when
valuating the moments. A commonly used simplification is
he power-law approximation

8 ) _
0(7)= 3 (2mg) 3y 1921 g%y 25231 (g)

given by Cassi and Riccd However, this expression cannot
Capture the nonparabolic nature of the bands, because only
the low- or the high-energy part can be fit accurately, but not
both simultaneously as shown in Fig. 1. Therefore, we have
proposed the expressibn

9O =goVZA+(7£)b), (9)

2
Gi=n g,,exp( - <5>eﬁ)’ (4) which can capture both the parabolic nature at low energies
and the nonparabolic nature at higher energies. Furthermore,
(D)er=(2) exd y(NBa— €01, (5 Eq.(9) can be easily integrated analytically. The parameters

with g,,, £., v and &, being fit factors. In their original 77:1-401_ 32 eV*and 521-081_2_8 are obtained by a fit to
article!? Sonodaet al. gave a unique set of parameters which Ed- (7) with @=0.5 eV"*. In addition, Eq.(9) can be nicely
they refined late?. They noted that in the bulk cag®, satu- fit to the pseudopotential data of Rt_af. 16 using the parameter
rates at high energies and introduced the saturated value $flues7=0.9 eV ! and¢=1.4(cf. Fig. 1).
§h=lian_m\/E=0.88. In additiony was modeled with

two different values for/8,> &, and\/B,< &, , respectively. B- Evaluation of the parameters

However, even for bulk3,, is a function of the carrier tem- With Eq. (9) as an approximation for the DOS the fol-

perature and the doping concentration Wgh(300 K)=1.  |owing expressions fof ,( £ e,b) andB,(Z e, b) are found:
When Kane’s nonparabolicity approximatidnis used, a

value of /8,=0.88 is obtained at approximately 800 K as

2 m
long as the doping concentration is loMg§<10'® cm™3). " 3kg Mg

; (10
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FIG. 1. Comparison of different expressions for the density of states.

3 mgm,
"5 g (13)
with the momentsn, given as
m.=f (DY) de (12)
0
A 432 . 21+3 . 21+2¢+3 13
=A% | I 5 | T (7% T| ——,— || (13
XI+f3/2
“re W
:AQOTFI((gref:b)- (14

As there is no analytical inversion of Eq4.0) and(11) with
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FIG. 3. Comparison of analytical expressions with MC results for the short
channel device.

the high-energy tail when the curvature of the DF is too
strong. Also shown are the results based on a parabolic band
approximation(»=0). The assumption of parabolic bands
introduces errors of up to 50% when used to recalculate the
temperature and the kurtosis.

C. The macroscopic model

With these analytical descriptions for the DF and the
DOS, microscopic scattering rates can be evaluated to yield
models suitable for macroscopic transport models. A popular
model based on this idea has been published by Quade
et al1”*® However, lacking a proper description of the DF,
they used a Maxwellian shape and parabolic bands which

respect 107 and b, the solution is obtained by a two- paq g significant impact on the carefully derived model: To

dimensional Newton procedure. A comparison of DFs obygnroduce measured values, the impact ionization threshold
tained by MC simulation and their analytical counterparts iSenergy had to be set @;,=4 eV in Ref. 10 which is more

given in Figs. 2 and 3 for the bulk case and for an

n*-n-n" test structure with channel length =200 nm, re-

spectively. The analytical expression slightly overestimates

10-_1 oMC 3
—— Analytic
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FIG. 2. Comparison of analytical expressions for the DF with MC results

for the bulk case.

than three times higher than the theoretical valijg~~,
=1.12 eV.

An extension of Quade’s model to the six moments DF
Eq. (6) is possible but gives rather complex expressions. As
the inclusion of anisotropy effects into the modeling of im-
pact ionization is avoided even in very elaborate
descriptions? we restrict ourselves to the isotropic expres-
sions given by KeldysR? and the extension used by Fischetti
et al!® In the following, only the results based on Keldysh’s
formula

E— ) 2
th) 15

Py(£)= Po( Pz
“th

will be explicitly given because from a mathematical point of

view Fischetti’s expression is a mere superposition of three

Keldysh expressions with different parameters.

For the six moments modethe additional terms to the
right hand side of the balance equations are required, which
can be obtained via

Gu,|=f 2P Y(A)de. (16)

“th
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Herel=0,1,2 denote the entries for the continuity, energy 1013 . . . . T
balance, and kurtosis balance equations, respectively. For the
calculation of the moments, an accurate expression for the
DOS is needed which captures both the low- and the high- 11

. ; 104+ F
energy region. For the evaluation of E{.6), however, we _
are only interested in the high-energy part of the density of £ ;410 [
states ¢= #;,) where Cassi’'s expression can be used to sim- —

1012

plify the integration. To avoid the odd unit of we rewrite o 109 /
Eqg. (8) as =~ e A VanOverstraeten
— 108 L " o o MC -
g> A\ U 'I q/ ]
9(©)=goVZc c’_) , (17) 107 F ! o — Analytic
c ! ---- Maxwell
where the new parameterg. and\ relate tox andy as 106 F ! ——- Sonoda 1
—3y— 5 ! . \ \ . .
A=yl (18) 10% 67100 200 300 400 500 600

# o= (x312)2/3-3Y) (19) Electric Field [kV/cm]

A least-square fit of Eq17) in the energy range 1.1-2 eV to
Eq.(7) gives#-=0.35 eV anch=1.326. Approximation Eg.

(17) introduces an error less than 0.5% for all the impact, . . L S

ionization rates calculated in this article. Noting thatg, distribution when deriving macroscoplc1|7mpact ionization
can be expressed via the carrier densitym, we obtain rates as dong fpr e_xample _by Quadm.l‘ For a heated

Maxwellian distribution function, which is characterized by

Ao, TN “rei=kgT, andb=1, Eq. (21) delivers results close to the

_ _ Vg —)\+1/2<,’ o
Gui=Po~c Zret” " H(Zrersb) 20 jocal energy model Eq(3).

FIG. 4. Comparison of the various expressions for the bulk case.

o \N=12p (& A. Bulk case
- Cref I((—gref,b)
=n Poélref( _) -

e Fi(Zretn)’ @) A comparison of the various models to measured data
from van Overstraetéh for the bulk case is given in Fig. 4.
where . o=
Even for the bulk case the DF deviates significantly from the
H(Zer,0) =T — 224, Ty + 2, 2P0 5, (220 Maxwellian shape, which manifests itself in too large ioniza-
. tion rates in the Maxwellian approximation. This is due to
jHI+N L . :
,Zth), (23)  the overestimation of the high-energy tail where the Max-
b wellian approximation appears as a straight line in a semi-
Z\ P logarithmic plot which is too crude an approximation as
) , (29 shown in Fig. 2. Sonoda’s model with refitted parameters
shows good accuracy in the whole energy range. Note, how-
P a1 . ever, that not all parameters can be calibrated with bulk data
I'(a,z)= L e”'t* dt (incomplete Gamma function only because/, is smaller tharé,, in the whole region of
(25  significant impact ionization. The parameters 08,> &,

_ s 1 _ have to be adjusted using inhomogeneous data which is quite
have been used. We use@,=4.18<10"* s™* and “u  teqious. For the new expression no calibration is required as
f1.12' eV consstgntly with the MC S|mu!at|o.n, values that,[he same physical parameters as in the MC simulation are
fit available experimental data as shown in Fig. 4. used. Good agreement is obtained in the whole energy range.

ri,=r

V. COMPARISON WITH MONTE CARLO SIMULATIONS

In the following we give a detailed comparison of the

analytically calculated impact ionization rates with results N , '
obtained by MC simulations. The analytical expression EqP -N-n" test structure used in Ref. 3 with channel lengths
(21) was evaluated using, and 3,, directly from the MC ~ Lc=1000 nm,L;=200 nm, and..=50 nm. The bias condi- -

simulation. We calibrated the parameters of Sonoda’s modé|®ns Were chosen in such a way that the maximum electric
to give a better fit to our MC datésee Table | for the pa- field inside the devices reaches approximately 300 kV/cm in

rameter values used in this artiglé&or the MC model we all structures. In contrast to our previous wérkyhere we

employed optical and acoustic phonon scattering in addition
to |mpur|ty sc_atterlng. Furthermo_re, nonp.arabolllcny WaSTABLE I. Refitted coefficients for the Sonoda model.
considered using Kane's dispersion relation wid=0.5

B. Inhomogeneous case
For the inhomogeneous case we considered the

eV~! and impact ionization was modeled using Keldysh’s 9 Ze &n 2
expression Eq(15). 42 (VB.<txr)
In addition, Eq.(21) can also be used to demonstrate the ¢ g, 1g14 51 5.3 eV 0.88 16 (\/B_:foh)

inaccuracies introduced by assuming a heated Maxwelliaa
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Fl mparison of the n rnhhrmlfrn
G 5. Comparison of the new expressions with other models for al “n-n* test structure with_,=50 nm.

n*-n-n* test structure with. .=1000 nm.
_ _ is s-shaped. There is a point of inflection, which, however,
employed abrupt doping profiles, a somewhat smoother trarcannot be reproduced with the chosen Ansatz. A refined An-

sition has been used in this article. A Comparison of (EQ) satz is Current|y under invest|gat|on_
The weakness of assuming a heated Maxwellians distri-

with the MC results and the model proposed by Sonetd.
is given in Figs. 5, 6, and 7 for the three’-n-n" test  pution is obvious from Figs. 5 to 7. Note that the resulting
profiles are similar to the profiles predicted by LE models. In

structures.
general, ionization rates based on the local energy start rising

Both the recalibrated Sonoda model and &1) deliver
excellent results for all three test cases. In the drain regionoo early, fall off too sharply, and considerably overestimate

however, only the present model predicts the ionizationhe ionization rates if not calibrated for the investigated de-
caused by the hot-electron tail, which is however slightlyyice. In particular, these models cannot capture impact ion-

overestimated. The contribution of the tail electrons to thgzation caused by hot electrons in the drain because there the
total ionization rate becomes more important when the decold carriers dominate the average energy which is close to

vice size is reduced. These results are in accordance Withe equilibrium value.

Fig. 3 of Ref. 3 where the ionization rates predicted by the

Sonoda model fall off too quickly and a calibration in this ¢, Higher order contributions

region failed. Problematic is the transition region frgsp ) o

<Puws 10 Bn>Bvs: When By~ Byg, the analytical DF as- The higher order contribution to the source term of the

sumes a close-to-Maxwellian shape, which results in th&n€rgy balance equation is often modelelf as
Gy1=21Gy,

small spikes in the figures. MC simulations show that the DF
where #; is frequently assumed to be the band gap energy

(£4=1.12 eV in silicon. In analogy, Sonodat al. proposed
a heurlstlc model for the kurtosis balance contribution

(26)

1013 ~ - -
oMC I
w02y Analyti,g,—""—_ \\‘ E Gii2= 226y, (27
1oll b 77" Maxwellian DF : ] with £,=8 e\ With the new model Eq21) #; and#, can
- ——-,Sonoda be directly calculated and turn out to be energy dependent.
> 1010 3 This is confirmed by MC calculations as shown in Figs. 8
- 9 L / ] and 9 for bulk and the long-channel device, respectively. The
£ 10 / agreement with MC data of Edq21) for the higher order
= 108k i terms follows the same pattern as G5, and is generally
© / very good. The poor agreement in the contact regions will
107 ¥/ 1 not influence simulation results &, is virtually zero. What
;' ! is important, though, is the poor accuracy in the transition
0% g/ 3 region from 3,<1 to B,>1 where the spikes ii®,  are
105 { . more pronounced due to the influence of the weight function
0.2 0.3 g 0.4 0.5 0.6 1. The approximatior#; ~ #, seems to be quite reasonable,
istance [um] although the MC simulations indicate that a value of 1.5 eV

FIG 6. Comparison of the new expressions with other models for an(@S in Ref. 3 or higher might be more appropriate. F65 a
value of 8 e\t seems to be much too large.

n*-n-n" test structure with.,=200 nm.
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10 T T T T T TABLE II. Coefficients for(30).
MC
c€ C/ 1eV2 i 0 1 2 3 4
BEYY /1eV
— £ /1eV b; 0.265 0.05 —-12.649 0.683 —2.659
——— 2
Ea/leV !
For parabolic bands the temperature and kurtosis given
by Egs.(10) and(11) simplify to
(o)
- 2 12b] e 08
I”I_§ F 3 ) kB ’ ( )
2b
3 7
1 — 1 1 1 1 1 F . F _
0 100 200 300 400 500 600 3712 2b
Electric Field [kV/cm)] IBn:g— (29

FIG. 8. Comparison of the higher order ratigg and #, with MC data for
the bulk case.

In particular, b does not depend oit, and neither does
“refl (kKgTy). A least square fit to the inversion of E(R9)

VI. PARABOLIC BAND APPROXIMATION has been obtained numerically

b b
Inclusion of nonparabolicity effects considerably in-  DPparaboiid Bn) =bo+b18 2+ bsf *. (30)

creases the complexity of the model. In particular, the CaICUThe coefficients are given in Table II. Knowilbg# . can be

lation of £, and b requires a two-dimensional Newton obtained via Eq(28). With =0 and\=1/2 we obtain for
method. Therefore, we investigate the influence of the parag o impact ionization rates

bolic band approximation on impact ionization calculation.
As pointed out before, the assumption of parabolic bands . Hi(Zrer,b)

introduces errors of up to 50% when used to recalculate the G =N Porer 2+3\ "’ (31)
temperaturerl, and the kurtosigs,,. This is insofar of rel- r T)

evance as the parametefs; andb were derived under the

constraint toexactlyreproduce some given momerits and ~ Where

Bn. Furthermore, the maximum of the error coincides with Hi(Zrer,0) =T'1;— 224 T 5 + 24 2PT g, (32
the region of maximum impact ionization. Whereas a nonpa-

rabolic DOS results in DFs which fit the MC DFs over nearly _[2it2i+1 33
the whole energy range, the parabolic approximation results ~ "' op  An) (33

in only an approximate fifcf. Figs. 2 and Impact ionization rates calculated with E&1) for bulk are

shown in Fig. 10. The accuracy is astonishing, considering

10 T T T
OgMC/leV A 1013 T T T T T
I:I52 C/leV2 I’"" 12
— £1/1eV N 1075 F
N 2 '
]
[ o
P > 1010
! -,
]
‘: o 10% F
'. =
] ) 108 F ;0 A VanOverstraeten E
i . P [° oMC
' 107 | ! ;
! H —— Analytic (a=0)
!
106 F l,' ---- Maxwellian DF (a=0)
]
1 ' e 105 L : - - . s
0.2 0.7 1.2 1.7 2.2 0 100 200 300 400 500 600
distance [pum] Electric Field [kV /cm]

FIG. 9. Comparison of the higher order ratigg and #, with MC data for FIG. 10. Comparison of the present expressions based on parabolic bands
the long-channel device. for the bulk case.
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100 T

- - - ' pact ionization rates. The present model allows a detailed
— Analytic investigation of the influence of the shape of the DF and the
---- Analytic (a=0) DOS. Assuming a heated Maxwellian shape results in large
~—- Sonoda errors because the regions with strong impact ionization do

not coincide with the regions where the average energy is

high. Notably, the onset of impact ionization is not directly

related to the beginning of the high average energy regions, a

0 /‘; ST S phenomenon frequently modeled by introducing artificial

/ “dead lengths.” Furthermore, impact ionization caused by

/ hot carriers continues inside the drain regions where the av-

_50 | / ) erage energy has already relaxed close to its equilibrium

/ value. Both phenomena are directly related to the tail of the

/ DF and do not require any artificial corrections, provided the

i necessary details of the DF are known. The DOS, on the

— 100 00 500 600 other hand, is important to accurately calculate the param-

Electric Field [kV/cm] eters of the analytic DFs. For the particular case of parabolic
bands the errors introduced in the parameter calculation seem
to cancel out the errors introduced in the final integration of
the microscopic impact ionization rate. As only the basic
features of the real band structure are captured by Kane’'s
that neither the DF nor the DOS is correct. A detailed invesdispersion relation, the accuracy of the parabolic approxima-
tigation shows that the errors in the DF and the errors in théion might be sufficient for the calculation of impact ioniza-

DOS partially cancel. The error in the impact ionization ratestion rates. The new model fits nicely into the concept of

is shown in Fig. 11 and results of similar accuracy are obmacroscopic device simulators as it requires only local quan-

tained for all the devices and bias conditions discussed ifiti€s.

this article. With the same band structure as in the MC simu-

lation, the analytical DF systematically overestimates the

high-energy tail, which leads to a systematic overestimationtp, scrobohaci and T.-W. Tang, IEEE Trans. Electron Deviébs1197

of G,,, at least for the bulk case. Within the parabolic band (1994. _

approximation the analytic DF overestimates the high-energy 2--G: Ahn, C.-S. Yao, Y.-J. Park, H.-S. Min, and R. Dutton, IEEE Electron

. i . Device Lett.15, 348(1994.
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tematic error of approximately 10%f. Figs. 2 and 3 Note Phys.59, 1743(1997).
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