Characterization of the hot electron distribution function using six moments
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The shape of the hot electron distribution function in semiconductor devices is insufficiently described using only the first four moments. We propose using six moments of the distribution function to obtain a more accurate description of hot carrier phenomena. An analytic expression for the symmetric part of the distribution function as a function of the even moments is given which shows good agreement with Monte Carlo data for both the bulk case and inside $n^+ - n - n^+$ test structures. The influence of the band structure on the parameters of the distribution function is studied and proven to be of importance for an accurate description. © 2002 American Institute of Physics. [DOI: 10.1063/1.1450257]

I. INTRODUCTION

A very common assumption in device simulation is that the distribution function (DF) can be modeled with some variant of a Maxwellian distribution. This may either be a displaced, heated, or displaced and heated Maxwellian shape. As the drift velocity, which gives the displacement, is normally small, a heated Maxwellian distribution

$$f(E) \approx \exp \left(-\frac{E}{k_B T_n}\right)$$

is commonly used to describe the symmetric part of the DF where $E$ is the energy, $T_n$ is the carrier temperature, and $k_B$ Boltzmann’s constant. As has been frequently pointed out, this is at best a very poor approximation in state-of-the-art devices where the gradients of the electric field are large. Even for the bulk case, as is less frequently noted, this assumption is poor.

Two main deviations from the Maxwellian shape have been described by many authors. First, it has been observed that beyond a certain energy, the slope of the DF decreases rapidly. This has been called the thermal tail of the DF because its effective temperature equals the lattice temperature. Abramov and Fiegna discussed this thermal behavior of the high-energy tail and showed that it is not a band structure effect by reproducing it using a single isotropic and parabolic band, including only acoustic and optical phonon scattering. Furthermore, they showed that the effective temperature of the thermal tail is increased when electron–electron scattering (EES) is taken into account. The influence of EES has been investigated in detail by Chang et al. who also evaluated the influence of the band structure (parabolic versus fullband). In addition impact ionization has been shown to affect the high-energy tail.

Another important deviation from the Maxwellian shape occurs when hot and cold carrier populations mix, as in the drain region of a metal–oxide–semiconductor transistor. These populations coexist for some time and have been approximated by a superposition of a hot and a cold Maxwellian distribution. In those regions, the relaxation times are largely determined by the average energy of the hot population. Since the number of hot carriers is normally much smaller than the number of cold carriers, the energy of the hot carriers has only negligible influence on the average energy of the total electron gas and, therefore, models using the total average energy are bound to fail.

Due to these strong deviations from the Maxwellian shape, the shape of the distribution function can not be uniquely characterized by the average carrier energy alone. For the same average energies, the shape of the DF is completely different depending on whether the absolute value of the electric field increases or decreases. As the relaxation times which are commonly used in macroscopic models depend on the shape of the distribution function via the scattering operator, problems are to be expected when they are modeled as a function of the average carrier energy only.

To characterize the DF, we include in addition to the carrier temperature $T_n$ the next higher moment of the distribution function, the kurtosis $\beta_n$, which represents the normalized moment of fourth order in $\mathbf{k}$.

$$T_n = \frac{2}{3} \frac{\langle E \rangle}{k_B}$$

$$\beta_n = \frac{3}{5} \frac{\langle E^2 \rangle}{\langle E \rangle^2}$$

For a heated Maxwell–Boltzmann distribution and parabolic bands we get $\beta_n = \beta_{MB} = 1$. Thus, a $\beta_n \neq 1$ quantifies the deviation from the Maxwellian shape in the parabolic case. When nonparabolicity is taken into account, a different value for $\beta_{MB}$ is obtained, as is shown in the following.

II. QUALITATIVE DESCRIPTION OF THE DISTRIBUTION FUNCTION

Monte Carlo (MC) simulations indicate that the shape of the DF inside an $n^+ - n - n^+$ structure behaves qualitatively...
as shown in Fig. 1. For cold carriers which are injected at the contacts, the Maxwellian shape provides a good description. In Region I, carriers diffuse against the built-in energy barrier. While moving along Region I, the amount of low energetic carriers in the DF decreases due to reflection at the energy barrier. Therefore, unlike the prediction by the Maxwellian approximation, only the low-energy range of the energy distribution is affected whereas nearly no changes in the high-energy tail are observed. It is interesting to note that the slope in the low-energy range is already nearly the same as at the end of the channel. However, the knee-energy $E_1$ changes, shifting towards higher energies as the carriers travel through the channel in Region II. In Region III, the small number of hot carriers from the channel meet the large pool of cold carriers in the drain which is visible in the DF by a rapid increase of the low-energy part. Region III was found to be very small in our simulations and left the high-energy tail nearly unchanged. As the hot carriers travel through Region IV, the temperature of the high-energy tail relaxes to the equilibrium temperature.

After reviewing previously published models for the DF, we will clarify the importance of the kurtosis for the shape of the DF by deriving an analytical expression for the DF as a function of both the carrier temperature and the kurtosis. Furthermore, we will show that the kurtosis provides the required information to distinguish between Regions I+II and Regions III+IV.

### III. Previous Analytical Models

A lot of effort has been put into the development of analytical expressions for the symmetric part of the distribution function which underlines the importance of the matter. Many different expressions have been published so far, see e.g. Refs. 12–16. All analytical expressions for the DF contain parameters which have to be calculated in one of the following ways.

1. By considering some simplified form of Boltzmann’s equation, analytic expressions for the distribution function have been given, see for instance Refs. 13, 15, and 17. The parameters are calculated in an *a priori* manner, for instance as a function of the electric field, the band structure, and some dominant scattering mechanisms. Although these approaches are highly interesting from a theoretical point of view and also provide insight into transport phenomena, they give poor results in practical applications, because the assumptions made during their derivation are normally heavily violated in real devices. In particular, the expression for the analytic DFs obtained this way does not correctly reproduce the moments as obtained by MC simulations or macroscopic transport models. This a source of inconsistencies.

2. A macroscopic transport model can be derived by putting an Ansatz for a DF into Boltzmann’s transport equation. However, errors made in the Ansatz of the DF di-
directly enter the transport model and models based on this method have shown to perform poorly.\(^\text{18}\) Note that these models do not consider the moments of the DF but the parameters of the DF, a fact that is frequently confused.

(3) By generalizing Błotkijær’s method of moments a transport model can be derived without assuming any particular DF.\(^\text{11,19}\) This procedure results in balance equations for the even moments in \(k\), typically \(\langle E^l \rangle\), and in flux equations for the odd order moments, typically \(\langle u^E \rangle\) or \(\langle kE^l \rangle\). The method of moments delivers an infinite set of equations which has to be truncated at a certain order to give a tractable equation set. In particular, the highest order equation contains the moment of next higher order which has to be suitably approximated using available moments. This can be done by assuming a particular DF, for instance a Maxwellian distribution. However, different closures have been suggested.\(^\text{11,20}\) Note that the fourth moments based model which has been closed with a Maxwellian DF is structurally equivalent to the transport model obtained when a Maxwellian DF is put into Boltzmann’s transport equation and parabolic bands are assumed. This is not the case with a general band structure and other Ansatz functions for the DF. In particular, the moments based model is independent of the DF shape and the temperature appearing in the transport equations is defined via the second-order moment. In contrast, the temperature appearing in models based on an Ansatz for the DF is the parameter of the DF itself rather than the mean energy, which becomes obvious when for instance a Fermi–Dirac distribution is assumed.\(^\text{21}\)

In the following, some typical Ansatz functions for the DF and their properties are reviewed. One common feature is that all Ansatz functions must be able to reproduce a cold DF and their properties are reviewed. One common feature is that all Ansatz functions must be able to reproduce a cold Maxwellian DF which is the solution of Boltzmann’s transport equation in equilibrium (assuming nondegenerate semiconductors). Furthermore, we will only consider the even moments of the DF \(\langle E^l \rangle\) because the contribution of odd order moments is considered to be of minor importance for modeling the symmetric part of the DF. Odd order moments like the average carrier velocity \(v\) have been used to displace the symmetric part of the DF.\(^\text{22}\) However, the odd order moments are vector quantities in the multidimensional case and they are not state variables in macroscopic transport models which complicates the handling of the model considerably. In the following, we will show that excellent agreement can be obtained without considering the odd order moments.

### A. Expansion around a heated Maxwellian DF

Expansions of the DF around a heated Maxwellian DF are commonly used in theoretical physics:

\[
f(\mathcal{E}) \approx a_0 \exp \left( -\frac{\mathcal{E}}{a_1} \right) (1 + a_2 \mathcal{E} + a_3 \mathcal{E}^2 + \ldots + a_{N-1} \mathcal{E}^{N-2}) .
\]

The parameters \(a_i\) are frequently related to orthogonal Legendre or Hermite polynomials\(^\text{23,24}\) or to a Grad-type expansion.\(^\text{25}\) They can be determined in one of the aforementioned ways where \(N\) is the number of parameters. Expression (4) can be easily integrated analytically and has nice mathematical properties due to the orthogonality of the polynomials. However, convergence of Eq. (4) is known to be poor and a high order is required to reproduce features like the thermal tail. This could be the reason for the poor properties of the associated transport model studied in Refs. 18 and 26.

Other problems associated with Eq. (4) are that \(f(\mathcal{E})\) may become negative and that for higher orders oscillations may occur. This can be shown for \(N=3\) and parabolic bands where \(a_2\) can be analytically expressed as

\[
a_2 = -\frac{3}{k_B T_n \beta_n} \left( 1 + \sqrt{1 - \frac{2}{3} \beta_n} \right).
\]

The term in parenthesis is always positive and real valued for \(\beta_n\) in the range \([0,1.5]\), which covers the whole of Region II and the beginning of Region III. Thus, \(a_2\) will always be negative which implies that \(f(\mathcal{E}) < 0\) for \(\mathcal{E} > 1/a_2\) which is clearly unphysical.

### B. Polynomial in exponential function

Even though expressions of type (4) are still frequently used, better approximations have been considered. These are obtained by putting the polynomial into the exponent of the exponential function

\[
f(\mathcal{E}) = a_0 \exp(a_1 \mathcal{E} + a_2 \mathcal{E}^2 + \ldots + a_{N-1} \mathcal{E}^{N-1}).
\]

A theoretical derivation which justifies this Ansatz can be found in Ref. 12. Theoretical considerations based on the maximum entropy principle deliver the same result.\(^\text{25,27}\) For \(N>2\), a deviation from the Maxwellian DF is obtained. Other authors have used this Ansatz with \(N=3\) but determined the parameters \(a_i\) via an energy-transport model,\(^\text{14}\) which can only supply two parameters and has to be supplemented with heuristic considerations, or via a six-moments transport model\(^\text{27}\) which provides all required parameters and thus gives the best results. Unfortunately, Eq. (6) is difficult to handle analytically, except for \(N=2\), which corresponds to a Maxwellian DF.

### C. Generalization of Cassi’s expression

Cassi and Ricco\(^\text{13}\) derived an analytical expression for the distribution function assuming that the diffusion term in Boltzmann’s equation is negligible compared to the drift term and by fitting the resulting model to MC simulations. Generalizing their result gives the Ansatz

\[
f(\mathcal{E}) = a_0 \exp(a_1 \mathcal{E} + a_2 \mathcal{E}^2 + \ldots + a_{N-1} \mathcal{E}^{N-1}).
\]

Cassi and Ricco used \(a_1 = -\chi E|E|^{3/2}\) and \(a_2 = 3\) with \(\chi\) being a fit factor. A comparison with MC data shows that this is a reasonable expression for the bulk case under high electric fields which corresponds to their assumptions. However, in the devices of interest, the electric field is never homogeneous and strong gradients exist. Therefore, to fit their experimental data, other authors have used this expression in modified forms\(^\text{28-30}\) to calculate gate and substrate...
currents of submicron devices. For example, Hasnat et al.\textsuperscript{29} replaced the electric field in \( a_1 \) by a function of the carrier temperature to better account for the nonlocal behavior and used \( a_1 = \eta^{-1} (k_B T_0)^{-\xi} \) and \( a_2 = 1.3 \) with \( \eta = 0.265 \) and \( \xi = 0.75 \).

### D. Comparison of analytical expressions

To test how well the given approximation can reproduce realistic DFs, we calculate the parameters \( a_i \) in such a way that the analytic DFs exactly reproduce a given set of moments. This is considered the optimal parameter set, favorable to any \textit{ad hoc} calculated parameters. The number of given moments equals the number of unknowns \( N \). As a test device we used an \( n^+ - n - n^+ \) structure with a channel length of 200 \( \mu m \).

A comparison of expression (4) with MC data is shown in Fig. 2(a). We favor to plot \( f(\mathcal{E}) \) directly instead of the frequently used product \( f(\mathcal{E}) g(\mathcal{E}) \) which only obscures details of the DF as the density of states \( g(\mathcal{E}) \) is fixed. Note that the DF becomes negative at around \( \mathcal{E} = 1.5 \) eV and the oscillations for \( N = 7 \). Altogether, the agreement is poor. In Fig. 2(b), the expressions (6) and (7) are compared to MC data. Even for \( N = 3 \), both expressions give accurate results where Eq. (7) performs even better in the high-energy tail. In addition, expression (7) has the advantage that it can be analytically integrated for \( N = 3 \) which is one order higher than Eq. (6).

### IV. MODELS FOR REGION III AND IV

Expressions (6) and (7) deliver accurate results for Region II. When the hot carriers coming from Region II meet the cold carriers in Region III+IV, two populations coexist and the contribution of the cold carriers is clearly visible in the DF.

#### A. Superposition of two Maxwellian DFs

A straightforward approach would be to assume a superposition of two Maxwellian distribution functions. In Refs. 7 and 8, the parameters of the two Maxwellian DFs have been determined using two coupled transport models for the cold and the hot populations. Another attempt\textsuperscript{9} was to calculate the parameters from a six-moments transport model. Even though these approaches give an approximate description, they overestimate the number of carriers in the high-energy tail which does not show the thermal behavior.

#### B. Sonoda’s model

Sonoda \textit{et al.}\textsuperscript{27} used the following expression to model the contribution of the cold carriers

\[
f(\mathcal{E}) = a_0 \exp(a_1 \mathcal{E} + a_2 \mathcal{E}^2) - \frac{a_3 \exp\left(-\frac{\mathcal{E}}{k_B T_2}\right)}{f_1(\mathcal{E}) f_2(\mathcal{E})}.
\]

The parameters \( a_i \) were calculated via given moments of the DF. Equation (8) contains five unknowns and to make it suitable for a six-moments transport model, two assumptions were made: First, the temperature of the Maxwellian DF \( T_2 \) was assumed to equal the lattice temperature and second, it was assumed that the kurtosis of the hot DF \( f_1(\mathcal{E}) \) does not change within Region III+IV and that thus a constant value of \( \beta_1 = \beta_h \) can be used. The kurtosis of the hot DF is defined as

\[
\beta_1 = \frac{3 \int f_1 \mathcal{E} d\mathcal{E} \int \mathcal{E}^2 f_1 \mathcal{E} d\mathcal{E}}{\left( \int f_1 \mathcal{E} d\mathcal{E} \right)^2}.
\]

As a value for \( \beta_h \), the saturated high-field value for bulk was used. In addition, \( \beta_h \) was used as a threshold value for the kurtosis to distinguish between Region II and Region III+IV. In particular, when \( \beta_h \) was smaller than \( \beta_h \), the prefactor of the Maxwellian DF \( a_3 \) was assumed to be zero (Region II), and only for \( \beta_h > \beta_0 \) the more complex expression (8) was used. Although this approach looks reasonable,
overestimation of the high-energy tail with $a_2<1$ is even stronger than the overestimation observed within the models using two Maxwellian DFs. Second, during the transition between Region II and Region III, a value of 1 is obtained for the exponent $a_2$. Unfortunately, this results in a Maxwellian DF which is not confirmed by MC simulations. This error is amplified when, for instance, impact ionization rates are calculated where only the high-energy tail of the DF is required.\textsuperscript{31}

V. IMPROVED MODEL

Weighing the pros and cons of the previously published models, we can now construct an improved model with the following properties.

(1) First, at least six moments ($N=3$) are needed to improve the Maxwellian approximation. Even though expressions have been used which go beyond the Maxwellian shape approximation using lower order transport models, there would be no way to predict Region III + IV without resorting to heuristic criteria. The kurtosis provides both a change in the shape and a differentiation between Region II and Region III + IV. Therefore, if details of the DF are required, at least a six-moments transport model is required which is one order higher than conventional hydrodynamic and energy-transport models.

(2) Our model should give closed form solutions so that, for instance, closed form expressions of impact ionization rates can be given.\textsuperscript{31} Therefore, we use Eq. (7) with $N = 3$ as a basis.

(3) To avoid the problems which arise from using Eq. (7) in Region III + IV, we allow for a cold Maxwellian DF in the way Sonoda \textit{et al.} did.\textsuperscript{27} However, the kurtosis of the hot DF, $\beta_1$, must be modeled dynamically, that is, depending on bias and position to capture the high-energy tail correctly.

Therefore, we use the Ansatz

$$f(\mathcal{E}) = A \left( \frac{\exp\left(-\frac{\mathcal{E}}{k_B T_{ref}}\right)}{f_1(\mathcal{E})} \right) + c \left( \frac{\exp\left(-\frac{\mathcal{E}}{k_B T_2}\right)}{f_2(\mathcal{E})} \right)$$

for the symmetric part of the DF. We now have to determine the five parameters $A$, $T_{ref}$, $b$, $c$, and $T_2$ which describe the DF, that is, we need two additional equations to the three parameters $n$, $T_n$, and $\beta_n$ provided by the six-moments model.

To get an idea about the behavior of the DF in Region III + IV, we look at the moments $\beta_1$ and $T_1$ (Figs. 3 and 4). $T_1$ is the temperature of the hot DF $f_1(\mathcal{E})$ which is defined analogously to $\beta_1$. Note that $T_1$ is different from $T_{ref}$. For the extraction of these parameters, see Appendix A. From Fig. 4, we see that the temperature of the cold Maxwellian DF in Region III rapidly relaxes to the lattice temperature $T_L$ and will be modeled as $T_2 = T_L$ in this work.

In contrast to $T_2$, modeling of the kurtosis $\beta_1$ is crucial for an accurate description of the high-energy tail. One approach would be to describe $\beta_1$ via the bulk relation

C. Generalization of Cassi’s expression

When the parameters of Eq. (7) are calculated from the moments of the DF, $a_2$ becomes smaller than unity in Region III + IV which is in contrast to Region II where $a_2>1$ holds.\textsuperscript{31} This approach gives reasonable approximations in Region III + IV. There are two problems, however: First, the

there are two problems with assuming a constant value for $\beta_h$: First, $\beta_1$ does change inside Region III and approaches unity in Region IV. With $\beta_1$, the shape of the hot DF changes and approaches a Maxwellian shape somewhere in Region IV. Second, for lower applied fields, the kurtosis might not reach $\beta_h$ at all and the model erroneously predicts a spurious cold population throughout the whole device. For larger applied biases, a spurious cold population is always predicted in the larger part of Region II where $\beta_n > \beta_h$.

![FIG. 3. Comparison of $\beta_{n,MC}$ with two analytical models. When the temperature of the hot DF $T_1$ is used in the bulk characteristic, accurate results are obtained for $n^- - n^+$ structures with $L_c = 200$ nm and $L_c = 50$ nm. Note that $\beta_{bulk}(T_n)$ does not properly describe the behavior of $\beta_1$. Also shown is the kurtosis of the total distribution function $\beta_n$.](image-url)
Bulk $b_{\text{Bulk}}$ which can be derived from the homogeneous six-moments model\textsuperscript{11} as

$$b_{\text{Bulk}} \sim T_n^5 \tau_{\beta} \mu_n \mu_S \left( 1 - \frac{T_L}{T_n} \right),$$

where $\tau_\varepsilon$, $\tau_\beta$, $\mu_n$, and $\mu_S$ are the energy relaxation time, the kurtosis relaxation time, the electron mobility, and the energy flux mobility, respectively. Unfortunately, still no sufficiently accurate models for these parameters exist which work in the present context. Therefore, we use the fit to MC data

$$\chi(T_n) = 2 \frac{\tau_\beta \mu_S}{\tau_\varepsilon \mu_n} - x_0 + x_1 \left[ 1 - \exp \left( -x_2 \frac{T_L}{T_n} \right) \right],$$

with $x_0 = 0.69$, $x_1 = 1.34$, and $x_2 = 1.89$. This expression is accurate for doping concentrations around $10^{18} \text{ cm}^{-3}$ but the doping dependence of $b_{\text{Bulk}}$ is only relevant at lower doping concentrations (Fig. 5).

A comparison of the model $\beta_1 = b_{\text{Bulk}}(T_1)$ with MC data is shown in Fig. 3. Note that $b_{\text{Bulk}}(T_n)$ approaches unity too quickly as also shown in Fig. 3 which underlines the idea of modeling the hot and cold electrons as separate populations. Furthermore, we see that $b_{\text{Bulk}}(T_n)$ provides a separation between Region II and Region III\textsuperscript{1}\textsuperscript{IV}. This is reasonable because inside Region II the high-energy tail at any point can be expected to be less populated than in a comparable bulk case, resulting in a kurtosis smaller than $b_{\text{Bulk}}$. In Region III\textsuperscript{1}\textsuperscript{IV}, on the other hand, the cold population dominates the kurtosis, resulting in values larger than $b_{\text{Bulk}}$.

Inside Region II, there is no cold population and thus $c = 0$. This implies that $T_1 = T_n$ holds and $\beta_1$ the total kurtosis $\beta_\varepsilon$. At the beginning of Region III, a cold population appears which causes $c \neq 0$. Note that at the transition point, $T_1 = T_n$ holds and thus $b_{\text{Bulk}}(T_1) = b_{\text{Bulk}}(T_n)$, which guarantees a continuous transition.

Thus, for each grid point, the following nonlinear equation system is solved using Newton’s method

$$\left( \begin{array}{c} T_n(T_{\text{ref}}, b, c) \\ \beta_n(T_{\text{ref}}, b, c) \\ \beta_1(T_{\text{ref}}, b, c) \end{array} \right) = \left( \begin{array}{c} T_n^{\text{MC}} \\ \beta_n^{\text{MC}} \\ \beta_1^{\text{MC}} \end{array} \right).$$

Note that $T_n$, $\beta_n$, and $\beta_1$ are analytic expressions derived from the moments of Eq. (10) and $T_n^{\text{MC}}$ and $\beta_n^{\text{MC}}$ are taken from MC simulations. As just stated, in Region II, $c = 0$ is assumed and the last row of Eq. (13) is dropped.

### A. Expressions for the density of states

For the calculation of the moments

$$m_i = C \int \mathcal{E}^{i} g(\mathcal{E}) f(\mathcal{E}) d\mathcal{E} \quad (14)$$
of the analytic distribution function (10), an expression for the density of states (DOS) \( g(\varepsilon) \) is required. Besides the simple parabolic band approximation, Kane’s dispersion relation,\(^2\)

\[
\varepsilon(1 + a\varepsilon) = \frac{\hbar^2 k^2}{2m_d},
\]

is a frequently used expression to incorporate nonparabolicity effects to first order, with \( a \) being the nonparabolicity factor. This factor is generally considered a fitting parameter, with \( a \approx 0.5 \text{ eV}^{-1} \) in Si. The dispersion relation (15) is generally accepted as valid for energies up to 0.5 eV.

The DOS evaluates for Kane’s expression to

\[
g(\varepsilon) = g_0 \sqrt{\varepsilon} \sqrt{1 + a\varepsilon(1 + 2a\varepsilon)}
\]

Unfortunately, using Eq. (16), the moments can not be evaluated analytically for arbitrary \( T_{\text{ref}}, b, \) and \( c \). A straightforward approach is to consider the Taylor expansion of the nonparabolic correction term in Eq. (16) as

\[
g(\varepsilon) = g_0 \sqrt{\varepsilon} \sum_{i=0}^{G} d_i (a\varepsilon)^i
\]

with the coefficients given in Table I. This expansion converges rather poorly and is difficult to handle in a numerical implementation for higher order truncations. Accurate results were obtained for \( G = 3 \).

To obtain a more tractable expression, Cassi and Ricco\(^3\) approximated the dispersion relation as

\[
x\varepsilon^\gamma = \frac{\hbar^2 k^2}{2m_d},
\]

fitting the parameters \( x \) and \( y \) for different energy ranges. From Eq. (18), the DOS follows as\(^3\)

\[
g(\varepsilon) = \frac{8\pi}{\hbar^2} (2m_d x)^{3/2} \varepsilon^{3/2\gamma-1} g_0 \varepsilon^{\lambda}.
\]

Note that for \( y = 1 \), the parabolic DOS is obtained. As pointed out in Ref. 21, this expression must be used with care. In particular, physically meaningful results could only be obtained by fitting Eq. (18) to the energy range \([0.02 \text{ eV}]\). This can be explained by looking more closely at the DOS. A comparison of different fits to the Kane expression is shown in Fig. 6 together with the numerical data used by Fischetti and Laux.\(^3\) The fitted values were taken from Ref. 21 and are \( x = 1.365 \) and \( y = 1.52 \) when fitted to the low-energy range \([0.0, 0.2 \text{ eV}]\) and \( x = 1.185 \) and \( y = 1.052 \) when fitted to the high-energy range \([1.5, 3.0 \text{ eV}]\), where \( x \) has the unusual dimension of \( \text{eV}^{-1/2} \). For \( \lambda = 1 \), the shape of \( g(\varepsilon) \) changes from convex to concave and thus either the low- or the high-energy range can be fitted properly but not both simultaneously. As \( g(\varepsilon) \) is normally needed in a context similar to Eq. (14), a value smaller than 1 is required for \( \lambda \) to accurately fit the low-energy region, because this is where \( f(\varepsilon) \) has its maximum. However, the resulting DOS shows a “parabolic-like” behavior.

To include “nonparabolic-like” behavior without losing accuracy in the low-energy region, we propose using

\[
g(\varepsilon) = g_0 \sqrt{\varepsilon}(1 - (\eta\varepsilon)^{\delta}).
\]

This expression has the advantage of fitting Kane’s expression (16) and the numerical data (see Fig. 6), the shape of which can not be reproduced by adjusting \( a \) in Eq. (16). The fitted parameters for these two cases are shown in Table II.

Using Eq. (20), we can calculate the moments analytically as

\[
m_i = m_{1,i} + m_{2,i} - \lambda g_0 \left\{ \frac{(k_B T_{\text{ref}})^{i+3/2}}{b} \Gamma\left[\frac{2I+3}{2b}\right] \right\} + (\eta k_B T_{\text{ref}})^{i} \Gamma\left[\frac{2I+3}{2}\right]
\]

\[
+ c(k_B T_2)^{i+3/2} \Gamma\left[\frac{2I+3}{2}\right] + (\eta k_B T_2)^{i} \Gamma\left[\frac{2I+3}{2}\right].
\]

Table I. Coefficients for the Taylor expansion of Kane’s DOS.\(^a\)

<table>
<thead>
<tr>
<th>( i )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_i )</td>
<td>1</td>
<td>5/2</td>
<td>7/8</td>
<td>−3/16</td>
<td>11/128</td>
<td>−13/256</td>
</tr>
</tbody>
</table>

\(^a\)See Ref. 17.

Table II. Coefficients for Ref. 20.

<table>
<thead>
<tr>
<th>Fit to</th>
<th>( \eta (\text{eV}^{-1}) )</th>
<th>( \zeta )</th>
<th>Energy range (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kane</td>
<td>1.371 53</td>
<td>1.044 59</td>
<td>[0.0, 0.5]</td>
</tr>
<tr>
<td>Kane</td>
<td>1.401 32</td>
<td>1.081 28</td>
<td>[0.1, 0.5]</td>
</tr>
<tr>
<td>Kane</td>
<td>1.394 77</td>
<td>1.138 35</td>
<td>[0.2, 0.5]</td>
</tr>
<tr>
<td>Fischetti</td>
<td>0.884 09</td>
<td>0.9096</td>
<td>[0.1, 0.5]</td>
</tr>
<tr>
<td>Fischetti</td>
<td>0.884 09</td>
<td>1.3742</td>
<td>[0.1, 0.71]</td>
</tr>
</tbody>
</table>
with $m_{1,j}$ and $m_{2,j}$ being the moments of the hot and cold DF, respectively. The normalized moments are calculated as

$$k_B T_n = \frac{2}{3} m_0/m_1, \quad \beta_n = \frac{3}{5} m_0 m_2/m_1^2,$$

and

$$\beta_1 = \frac{3}{5} \frac{m_{1,0} m_{1,2}}{m_{1,1}}.$$  

(22)

VI. COMPARISON WITH MONTE CARLO DATA

In the following, we give a comparison of the analytical model with results obtained by rigorous MC simulations. For the MC model, we employed optical and acoustic phonon scattering in addition to impurity scattering. Furthermore, nonparabolicity was considered using Kane’s dispersion relation with $\alpha = 0.5$ eV$^{-1}$ and Keldysh’s impact ionization model. 34

A. Bulk

A comparison of Cassi’s model and the improved model with MC data for bulk is shown in Fig. 7 for $N_D = 10^{15}$ cm$^{-3}$. Cassi’s model, where we used $\chi = 1.1 \times 10^8$ for the fitting parameter, does not work properly for low electric fields ($E < 200$ kV/cm) where it gives poor agreement in the low-energy region. This is due to the fixed curvature of the distribution function which does not allow for a better resolution. Excellent results have been obtained with the improved model as shown in Fig. 7, where the analytical expression accurately reproduces the whole energy range, although the high-energy tail is slightly overestimated.

To judge the accuracy of the models qualitatively, we can calculate the moments of the analytic DFs. We require that these moments reproduce the MC moments and we quantify the deviation as

$$E = \sqrt{\left(\frac{T_n - T^{MC}_n}{T_n^{MC}}\right)^2 + \left(\frac{\beta_n - \beta^{MC}_n}{\beta_n^{MC}}\right)^2},$$

(23)

where the superscript $A$ indicates the moments of the analytic DF. The Cassi model is quite accurate for electric fields larger than 200 kV/cm with an error as small as 3.5%. At lower fields, however, the error increases to over 70% (at 50 kV/cm), because the curvature has been fixed to the high-field case. Making the curvature of the DF field dependent might improve the accuracy for the bulk case. However, Cassi’s model is still not suitable for the inhomogeneous case, because it only uses the electric field as a parameter.

The results obtained with the parameters given by Hasnat et al., 29 who replaced the electric field dependence with a carrier temperature dependence, are even worse with an error larger than 70% over nearly the whole electric field range. This suggests that the parameters for their distribution function model were fitted to resemble some average characteristic for the whole device.

B. Inhomogeneous case

To evaluate the accuracy of the improved model for the inhomogeneous case, two $n^+ - n - n^+$ structures have been simulated. The basic structure was taken from Ref. 27 where the channel length $L_C$ has been adjusted to 200 and 50 nm. To obtain comparable results, the devices were biased to give a maximum electric field of 300 kV/cm in both cases.

As expected, the distribution functions given by the Cassi formula show no visible correlation with the MC data and are thus not shown. Also not shown are the results obtained with Hasnat’s correction which gave a minimum error of 65% compared to the 109% of Cassi’s formula. Interestingly, assuming a Maxwellian distribution function only gives a maximum error of 57% where the introduced error results from the assumption $\beta_n = 1$. This implies that probably neither Cassi’s expression nor Hasnat’s corrections give an improvement over the simple Maxwellian-shape assumption which makes their application to submicron devices questionable.

In contrast, the improved model gives accurate results for all four regions of the devices. The results for both $n^+$
Structures are similar and the $L_c=200\,\text{nm}$ case is shown in Fig. 8. The accuracy of the improved model is confirmed when we look at the normalized moments of the hot DF only. This is shown in Fig. 9 where the moments $b_1$ and $T_1$ are compared to the values extracted from the MC simulation. Note that the temperature $T_1$ is obtained implicitly whereas $b_1$ is modeled via the bulk characteristic. The accuracy of both parameters is astonishing. It is interesting to note that neither $b_1$ nor $T_1$ seem to depend on the channel length and the total temperature $T_n$. Furthermore, $T_1$ relaxes exponentially towards the lattice temperature. The origin of the $x$ axis has been moved to the transition point between Region II and III.

The importance of a proper model for $b_1$ is demonstrated in Fig. 10 where a constant value of $b_1=\beta_1$ is used. The $n^{-}n^{-}n^{+}$ structures are similar and the $L_c=200\,\text{nm}$ case is shown in Fig. 8. The accuracy of the improved model is confirmed when we look at the normalized moments of the hot DF only. This is shown in Fig. 9 where the moments $b_1$ and $T_1$ are compared to the values extracted from the MC simulation. Note that the temperature $T_1$ is obtained implicitly whereas $b_1$ is modeled via the bulk characteristic. The accuracy of both parameters is astonishing. It is interesting to note that neither $b_1$ nor $T_1$ seem to depend on the channel length and the value of the total temperature $T_n$ and the total kurtosis $b_n$ which behave differently in both devices. Furthermore, $T_1$ relaxes exponentially towards the lattice temperature.

The importance of a proper model for $b_1$ is demonstrated in Fig. 10 where a constant value of $b_1=\beta_1$ is as-
VII. CONCLUSION

We have developed an analytical description for the distribution function which goes beyond the assumption of a Maxwellian shape. Of fundamental importance to this model is the information provided by the kurtosis of the distribution function. We have shown that the kurtosis provides the information to differentiate between the channel region (Region II) and the transition region from channel to drain (Region III+IV). Furthermore, it can be used to describe the changing shape of the distribution function throughout the whole device. To obtain the kurtosis, a six-moments transport model\textsuperscript{11} can be used which contains one additional balance equation as compared to the conventional energy-transport models.

Another important factor is the inclusion of band structure effects. We propose a model for the DOS which can be fit to both Kane’s expression and to data obtained from pseudopotential calculations. Although these relatively simple analytical expressions can not capture all of the details of a realistic band structure, they provide a considerable improvement over the parabolic band assumption and are proven to be suitable for efficient simulation of submicron devices. With the improved models of the distribution function and the DOS, models based on microscopic scattering descriptions can be developed for the inclusion in macroscopic transport models. Candidates are impact ionization, as reported in Ref. 31, and gate current modeling.
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APPENDIX A: EXTRACTION OF THE SUBMOMENTS

For the extraction of $\beta_1$ and $T_1$, which are the moments of the hot subpopulation, we used the following algorithm: First, MC simulations were performed which recorded the DF in the interval $[0.3 \text{ eV}]$ using 400 points. In a postprocessing step, a change in the curvature of the DF was detected, and the low-energy region of the DF, which contained the cold Maxwellian DF, was cut off. The low-energy region of the hot DF was then reconstructed by least-square fitting of Eq. (6) with $N=5$ to the remaining high-energy region. From the reconstructed DF, the second and fourth moments where taken to calculate $\beta_1$ and $T_1$. $T_2$ was determined in a similar fashion from the low-energy region.
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