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State-of-the-art devices are characterized by the occurence of large gradients in the electric field.
Due to the complex doping profiles which utilize ultrashallow junctions to obtain an optimum
tradeoff between short-channel effects and parasitic resistances, two-dimensional numerical
simulation of these structures is mandatory. From the modeling point of view, nonlocal and quantum
effects gain more and more importance which need to be properly accounted for. We review the
requirements for successful numerical simulation of these semiconductor devices. In addition, we
give an overview of recent activities concerning device calibration and inverse modeling since
inverse modeling of the doping profile in conjunction with calibration of the model parameters has
proven to be an effective method of two-dimensional doping profile extraction20@2 American
Vacuum Society[DOI: 10.1116/1.1445162

[. INTRODUCTION tion of process simulators can be achieved by using mea-
sured doping profiles or by employing a followup device

Continuous advances over the past years in integrated cisimulation. The latter has become known as inverse model-
cuit technology impose new challenges on modeling of fabing of doping profiles and several successful algorithms have
rication processes and electrical behavior of semiconductdfeen published so far. Care must be taken that empirical
devices. The routine utilization of process and device simumodels used in the device simulator do not affect the ex-
lation has become indispensable for the development an@lacted doping profiles. We review some of these algorithms
redesign of ultralarge scale integratiQuLSl) devices as and point out their basic difficulties.
well as for power devices.

Device simulation based on the self-consistent solution of
the basic semmonqluctor equgtlons dates back_ to the ff_imOl]Jﬁ DEVICE SIMULATION
work of Gummel in 1964. Since then numerical device
modeling has been applied to nearly all important devices. A device of a modern ULSI circuit is characterized by
The models used for the description of carrier transportarge electric fields in conjunction with steep gradients of the
through a device have frequently been the subject of discuglectric field and of the carrier concentrations. The DD
sions, in particular in view of their applicability to submicron model cannot cover nonlocal effects as the electron gas is
devices. It has been argued that the classical drift-diffusiomssumed to be in thermal equilibrium with the lattice tem-
(DD) approach looses its validity for devices smaller than 1 perature. For rapidly increasing electric fields the energy lags
um because nonlocal effects gain more importance. Neveibehind the electric field because it takes the carriers some
theless, most of the routinely performed simulations still emtime to pick up energy from the field. This lag gives rise to
ploy the DD model and successful simulation of devices asn overshoot in the carrier velocity because the mobility de-
small as 40 nm has been reporfethe reasons why the DD pends to first order on the energy and not on the electric
model still gives fairly accurate results, even though somdield. Thus, DD simulations predict the same velocity profile
fundamental underlying assumptions are definitely violatedas for slowly varying fields which can dramatically underes-
has been a permanent issue of discussion and a recent stutiiyate the carrier velocities. Similar to the mobility, many
can be found in Ref. 4. One reason for the lasting popularityther physical processes are more accurately described by a
of the DD model is its simplicity and the stability of the local energy model rather than a local electric-field model.
available implementations. In addition, device and circuit de-Therefore, the assumption of a fixed energy-field relation can
signers are mainly interested in integral quantities, for in-cause nonphysical results when used to predict, for example,
stance the contact currents, which can be reproduced witimpact ionization. Sophisticated device models, such as the
reasonable accuracy when some parameters of the mobilityydrodynamic and energy-transport modeighe spherical
model are adjusted accordingly. We review some hydrodyharmonics expansion methdtl and the Monte-Carlo
namic and energy-transport models which have been praechnique’=!! aim at overcoming the limitations of the es-
posed to overcome the limitations of the DD model. Furthertablished DD model. However, the increased physical rigor
more, we point out the most important effects which have toof a model comes at the expense of increased demand on
be considered when deep-submicron devices are simulateccomputation time. This fact prevented widespread applica-

The calibration of model parameters is one of the routindion of the models in the past, and probably in the near fu-
tasks to be performed by device engineers. For the calibraure. In addition, the modeling task becomes more complex
tion of device models a proper description of the device indue to the increased number of parameters required by these
terms of doping profiles and geometries is required. Calibramodels.
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A. Hydrodynamic and energy-transport models which is valid for energies close to the band minimum. A

Monte-Carlo(MC) simulations have been proven to give first-order nonparabolic relationship was given by Kdrees

accurate results but are often prohibitively time consuming. 722
Therefore, a common simplification is to investigate only &(1+ aE)Z—* (7)
some moments of the distribution function, such as the car- 2m

rier concentration and the carrier temperature. Extensions t@ith « being the nonparabolicity correction factor. This cor-
the DD model have been proposed which basically add afection is frequently used for the derivation of nonparabolic
additional balance equation for the average carrier eretgy. energy-transport model$:** BldtekjeeP derived conserva-
Furthermore, a term is added to the current relation which i$ion equations by taking the moments of the BTE using the
proportional to the gradient of the carrier temperature. Sevyeight functions 1%k, and€ without imposing any assump-
eral different formulations have been proposed which vanyions on the form of the distribution function. These weight
considerably in complexity. Extensions to handle nonhomofynctions ® define the moments of zeroth, first, and sec-
geneous materials and nonparabolicity effects have also beghd order. In his original work Blekjeer used Fourier’s law
H 12-14 . .
given: to close the equation system, which has been shown to be
Transport equations used in semiconductor device simuroblematic, see for instance Ref. 20. To overcome this
lation are normally derived from Boltzmann's transport shortcoming, the fourth moment of the BTE has been taken
equation(BTE) which read® into account(see for example Ref. 2which gives the fol-
lowing moment equations:

of F

E+U-Vrf+%-ka=0[f] (1) on -
E+V-(nv)—ncn, (8)
for a general inhomogeneous material with arbitrary band

structuret® For inclusion of quantum effects equations based a(np) .

on the Wigner-Boltzmann equation have been considéred. 5+ V- (nU)=nF=nC,, ©

The group velocityu:

a(nw)
1 +V-(nS)—nv-F=nCg, (10
u(k,r) = 2 ViE(k,n) 2 at
_ _ _ HHKE) ) o
defines the inverse effective mass tensor i TV (R —n(wi+U)-F=nCy, (11
- 1 1 i
ko = F Vi@ utn= Vi@ Vi(k), (3 Wih

1 1 J 1
n=_1), p==(hk), v==—(u)y=——, w=—=(E),
where® denotes the tensor produétin the following we (. p n< ) n< ) an n< )

will only consider position-independent masses but permit

energy-dependent masses. Generalizations to position- (12
dependent band structures will be given in the appropriate 1 .1 1
context. The forceF exerted on the particles is generally ~ S=(ué), T= kB—n<m(k)C®C>, U= _(fuk),
given as
L1
F(k,r)=—VEco(r)—q(E(r)+uxB)—V . &Kk,r) (4 R= ﬁ<hu®k6’). (13

and depends both ok andr. Omitting the influence ofi
X B (see Ref. 18 for a treatment of this térand assuming
homogeneous materialg, simplifies to

Note that these expressions are valid for arbitrary band
structures, provided that the carrier mass is homogeneous.
WhenF is allowed to be position dependent, additional force
F(r)=—qE(r). (5)  terms appear in Eq$8)—(10).%° The collision terms are usu-

ally modeled with a macroscopic relaxation time approxima-
The BTE is an equation in the seven-dimensional phas@on as

space which is too demanding to solve for engineering ap-

plications. Therefore, a common simplification is to investi- C=— E(R—G): _ EU C.=— qv
gate only some moments of the distribution function which " n n-’ P M
are defined a¢d)=[Dfd>k/(47°) with a suitable weight
. - . L W—Wq )
function® = ® (k). The simplest approximation for the com- Ce=-— , Cpe=——, (14)
plex band structure is a parabolic relationship between the Te Ms
energy and the crystal momentum which introduces the energy relaxation timgand the mo-
h2K2 b?lities_ pn and ps. A discus_sion on this approxim_ation isf
£= (6) given in Ref. 24. This equation set is not closed as it contains
2m* more unknowns than equations. Closure relations have to be
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found to express the equations in terms of the unknawrs  ergy is invalid. A rigorous approach has been taken by Pej-
andw. Due to the strong scattering the temperature tensor iginovic et al?>’ who model four components of the tempera-
normally assumed to be isotropic and is approximated by &ure tensor. They observed no significant difference between

scalarA'FanT. Traditionally, parabolic bands were assumed,the scalar temperature and 1Trn0/3 for ballistic diodes and

which gives the following closure relations fpr U, andw: ~ bipolar transistors but a 15% difference for aggressively

. scaled metal-oxide semiconductor field-effect transistor

p=m*v U= m—<u®u>=kBT T+m*vev (MOSFETS in the linear region of the transfer characteris-
’ n " ' tics. Tanget al?? observed that the energy tensor is not a
3 m* u2 single valued function of the average energy and give models
w=~kgT,+ (15)  using available moments.

2 2 Another common approximation is to neglect the drift en-
With these equations a so-called hydrodynamic equation sy$rgy in the average carrier eneffyw= mv?/2+ 3kgT,
tem is obtained which contains a convective tdmm®u) i~ ~3kgT,. As has been pointed out by Baccarani and
the energy tensor UThe hydrodynami¢HD) equation sys- Wordemar?’ the convective energy can reach valugs compa-
tem is similar to the Euler equations of fluid dynamics with rable to thermal energy. This effect has been studied in Ref.
the addition of a heat conduction term and the collision30:
terms. It describes the propagation of electrons in a semicon- The relaxation times have traditionally been derived from
ductor device as the flow of a compressible charged fluidhomogeneous field measurements or MC simulations. For
This electron gas has a sound spegé VkgT,/m*, and the homogen_eou_s fields, there is a unique relaﬂonshlp between
electron flow may be either subsonic or supersonic. witihe electric f|_eI(_j_and the carrier temperature Whlch_ can be
T,=¢T, and T, =300 K, v.= JE1.3x107cm/s while for used asa definition for;. Howgver_, due to the modeling pf _
T =77 K, v.= \/EG.GX 10f cm/s2 In the case of supersonic the_coII|S|on t_erms, @he relaxatpn t|_me§ depend on the distri-
flow, electron shock waves will in general develop inside thePution function. Since the distribution function is not
device?> These shock waves occur at either short lengtiniduely described by the average energy, models based on
scales or at low temperatures and require a special treatmefife average energy only are bound to fail. Furthermore, the
of the equation system. To avoid the difficulties arising fromPand structure plays a dominant role. Nevertheless, all mod-
this treatment, the convective term is normally neglected an§!S Should be able to correctly reproduce the homogeneous
an energy-transport model is obtained which is much simplelimit- Anile and RO”]a”E’l and Muscatd’ derived expres-
to deal with as it only covers the subsonic flows. Further-sions for the closuré&J and R using the maximum entropy
more, the contribution of the velocity to the carrier energy isPrinciple. In addition, they were able to derive expressions

frequently neglectedwi~ 2kgT,). for the collision terms. They found that their model fulfills
Onsagers’ reciprocity principle and gave a comparison with
1. Critical issues other hydrodynamic models.

The method of moments transforms the BTE into an
. s . B. Extended models

equivalent, infinite set of equations. One of the severest ap-
proximation is the truncation to a finite number of equations The general hydrodynamic equatio(®—(10) are valid
(normally three or four The equation of highest-order con- for any band structure & depends only on the spatial gra-
tains the moment of the next order which has to be suitablyglient of the dispersion relation. However, parabolicity as-
approximated using available information, typically the sumptions are invoked to derive the closure relati¢hs.
lower-order moments. Even though no form of the distribu-On the other hand, nonparabolicity effects enter the HD
tion function needs to be assumed in the derivation, an imequations through the models used for the collision terms. A
plicit coupling of the highest-order moment and the lower-good example is the mobility whose homogeneous values are
order moments is enforced by this closure. For theirfrequently obtained through measure(E) characteristics.
generalized HD model, Thonet al}? give a maximum error  This mobility contains the full information of a real band
of 30%, which can be quite significant. One approach tecstructure, something which is much more difficult to obtain
derive a suitable closure relation is to assume a distributiomvith MC simulations where the mobility has to be modeled
function and calculate the fourth-order moment. Ra-using microscopic scattering ratés.
maswamy and Tarf§gave a comparison of different closure  Bldtekjeer's equations were originally devised for semi-
relations available in the literature. conductors with multiple bands. Woolaed al 3334 extended

An issue which has only been vaguely dealt with is thethese expressions for multiple nonparabolic bands in GaAs.
approximation of the tensors by scalar quantities, such as thether GaAs models can be found in Refs. 35 and 36.
carrier mass and the carrier temperature. One-dimension&Vilson’” gave an alternate form of the HD model which he
simulations have been carried out in Ref. 20 which indicateclaims to be more accurate than Ref. 5. Another multivalley
that the longitudinal temperature compon@&nts larger than  nonparabolic energy-transport model was proposed in Ref.
the transverse temperature comporgntindicating that the  38.
distribution function is elongated along the field direction The highly nonhomogeneous field distributions found in
and thus that the normally assumed equipartition of the enmodern devices give rise to distribution functions which de-
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viate significantly from the frequently assumed Maxwellianthe Schrdinger and the Poisson equation self-consistently.

distribution. Furthermore, as has been pointed out in Ref. 39ultidimensional solutions of this problem are very difficult

the distribution function is not uniquely described using justto obtain but fortunately not necessary in most c48es.

the average carrier energy. The first analytical correction for capturing quantum ef-
Several moment based models have been proposed so fects was proposed by Hachet al*® who modeled the re-

which aim at obtaining some additional information aboutpulsive boundary condition for channel carriers at the

the distribution function to the average energy. One approacBi/SiO, interface. They propose to use a depth dependent

is to split the energy range at some characteristic energy armtkensity-of-states

handle both energy ranges with a two-population and two- 5

temperature modéf*' As these models were aimed at mod- (2)=N| 1—exp| — (z+20)

eling impact ionization the band-gap energy was taken as the ¢ ¢ A2

characteristic energy. This approach leads to various addj-. . .

tional macroscopic parameters which model the transitionW'th %0 belng_ an offset to mode_l nonzero carriet concentra-

Tions at the interface due to finite barrier height anda

between the two energy regions. Determination of these P& haracteristic length which indicates how fast quantum ef-

rameters relies on carefully set up MC simulations. Due tofects diminish away from the interface. This approach intro-

this specialization to impact ionization, this model would o L . .
have to be reformulated if another energy range is of intere ctiuces an gt_jdltlonal driving force in the current relation due
0 the position dependence bf,. Another model has been

as is the case for the calculation of gate currents. Thus thlsroposed by van Dokt al,5 who tries to capture the effect

approach is difficult to generalize if both effects need to bepf energy quantization by introducing a quantum related
captured at the same time which is demanded for state-oEan d-gap increase as

the-art devices. A special formulation using two electron
populations has been proposed in Ref. 42 for those regions AEg(z)=BF§/sg(z) a7
with Fg being the pressing forcg a constant, and(z) the

where the high-energy tail is heavily populated. In Ref. 43
Tang gave a simplified version of the two energy mdtel. depth dependent function. Care must be taken to apply these
models only to those regions where the carriers are confined
to the interfacé® As pointed out in Ref. 51, van Dort's
For the ever shrinking devices the influence of the conmodel shows a discontinuity around the flat band voltage
tacts should no longer be neglected. Traditionally, for Ohmiowvhen simulatingC—V curves. A hybrid model, which com-
contacts, the potential is modeled via the builtin potentialbines the latter two models, has been proposed in Ref. 51.
and the metal quasi-Fermi level, the carrier concentration is A different approach suitable for macroscopic device
determined via the builtin potential and a suitable statisticsimulation has been proposed by Anctfrend is termed the
and the carrier temperature is set equal to the lattice temperaensity gradient method. This method has been derived from
ture. The last assumption, especially, requires the carriers t@ quantum corrected BTE and is an extension to the classic
loose their energy before reaching the contact while a mordrift-diffusion transport model. In the driving force an addi-
realistic model would allow for a heat flow over the contacttional density gradient term appears which is proportional to

| e

C. Contact models

and thus a contact temperature different from the lattice tem- 5
perature. Some advanced models which capture the transi- v2n (18)
tion from Ohmic to Schottky contacts can be found in Refs. NG

44-46. A tunneling contact model, suitable for small raised dt th tinuit tion into a fourth-ord tial
source drain  MOSFET's and Schottky source draing‘.r;f urr;sl © CC,);] ngyae%a lon |tn_o 6} our t-(t)'r e; plgr a
MOSFET's is given in Ref. 47. ifferential equatio . A recent implementation deliv-

ered promising resultS For a detailed discussion and a
comparison of quantum correction models see Refs. 48 and
54.

When device dimensions are comparable to the de Broglie )
wavelength, quantum effects have to be considered in thd Tunneling currents
simulation. With shrinking feature size of complementary The calculation of tunneling currents is closely related to
metal-oxide semiconducto(CMOS) devices especially, the quantum corrections mentioned before and should be
guantum effects become important for mainstream technoltreated together. Due to the finite barrier height, the probabil-
ogy. Quantum effects at interfaces cause the continuous eity density is not equal to zero at the interface and a current
ergy bands to split into discrete subbands where the carriesan flow between gate and substrate. Accurate predictions of
are confined in a two-dimensional electron gas. This has the currents can be obtained by solving Scimger’s equa-
direct impact on both the amount of charge which can beion which is, however, very time consuming. Thus simpli-
induced by the gate electrode through the gate oxide and tHfeed models have been proposed to capture the different ef-
profile of the channel charge in the direction perpendicular tdects which eventually lead to a gate current. These effects
the surface which is shifted away from the surface by 2—3are direct tunneling, Fowler-Nordheim tunneling, and ther-
nm. In addition, the mobility at the surface is influenced.mionic emission. Detailed studies of these tunneling pro-
Proper solutions of this problem can be obtained by solvingesses are available in literature and many models have been

D. Quantum effects
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reported to accurately reproduce measured redtifs®’  correction®® We believe that the necessary information is
The issue of hot electron injection, however, is still critical. contained in the distribution function and a more accurate
Cold carriers in the channel of a silicoOS transistor face  description of the distribution function can improve the qual-
a barrier of 3.2 eV. As they travel along the channel theyity of the model. The calculation of impact ionization using a
pick up energy, which decreases the height of the barrier teix moment transport model can be found in Refs. 67 and 68.
be surmounted and thus increases the tunneling probabilitfzor results obtained by two carrier type models see Refs.
Unfortunately the distribution function of hot carriers is only 40—42.

poorly described by the traditionally assumed heated Max-

wellian shape which introduces a Iarge .unc.ert{;unty into thq”_ CHARACTERIZATION: CALIBRATION AND

result. An attempt to use a more realistic distribution funC_INVERSE MODELING

tion can be found in Ref. 58. However, it is to be expected

that an extension to the energy-transport model is required to Although calibration of model parameters is widely used

properly capture this effect. by engineers around the world, a lot of experience and un-
derstanding of the involved physical models is required to

E. Polysilicon depletion and lightly doped drain obtain meaningful results. This is partly due to the fact that

source /drain series resistances many models used in process and device simulation are em-

The modeling of both the depletion of polysilicon gates pirical and due to their complex interplay when applied to a
realistic simulation. Even physics based models normally

and the series resistances found in the source or drain eXtlen loy some simplifying assumptions to yield analytical ex-
sion of LDD structures, fits well into the concept of semi- ploy P 9 P y Y

) . ) . ressions. Furthermore, most of the models were derived un-
classical device simulation as both effects are captured b . . : )
er homogeneity assumptions or slowly varying electric

the semiconductor device equations and no additional mod: SO . e .

o ; . . ields, which is not applicable to state-of-the-art devices. So
eImg is necessary. For the extraction of series resistances ek parameters of these models need to be adjusted using an
f_or mstance,. Refs. 59 and 6.0' When modgllng poly deF)Ie“effective" value to fit the process under consideration.
tion, the straightforward solution of the semiconductor equa- For successful device simulation a high-quality descrip-
tions in the gate iqqreases the computgtional 'byrden. Und%ron of the device in terms of doping profiles and geometry.
steady-state cond|t|on§, Whgre there is negligible EIGCtronspecially the gate thickness and gate length, is requirea.
and hole current flow, simplified models have been propose hese device descriptions can be obtained by |’3rocess Simu-

which capture the essential effects with sufficient accutacy. Jafors which need to be carefuly calbrated o the process

For steady_-state the carrler_ conc_entratlons_ ca_n be cal_c u.lateunder consideration. This calibration is difficult due to the
as a function of the potential using Fermi—Dirac statistics

'fact that two-dimensional doping profiles are complicated to

Using the gradual channel approximation for the potentia . . .
. .~ —“extract. Another approach is to develop an analytical descrip-
near the interface the problem can be reduced to one dimen- . T T .
tion of the device which is then optimized using measured

?oAn(:;/hviirti fo)pzziggﬁc ?;;heogizgi '3;2132%:2? the electrical characteristics. As suitable fitting targéls-V
) P P measurement®~"! subthreshold —V characteristicé?> and

. l . . _
gate potential See Refs. 62 and 63 for other detailed dis the threshold voltagé have been identified. As pointed out

cussions. in Ref. 72,C-V measurements are problematic due to the
extremely small dimensions and capacitance of modern sub-
micron devices and special test structures are needed, which
To properly account for substrate currents accurate impadimits the applicability of this method. Furthermore, as quan-
ionization models are of utmost importance. In a classicatum effects and polydepletion can no longer be neglected for
paper Chynowefif proposed a local electric-field model for oxides thinner than 4 nm, uncertainties in the modeling of
the ionization coefficients. This model accurately predicts thehese effects introduce an error in the extracted gate length. A
ionization rates in homogeneous bulk material. For inhomofecent comparison of the most sophisticated technology com-
geneous fields, local temperature dependent models proveuiter aided design tooléSchralinger solvers revealed a
to be more accuraf€.However, recent research revealed that20% difference in the extracted gate lengths.
for submicron devices local temperature dependent models For inverse modeling, the crucial features of the doping
break down and tend to overestimate the maximum of therofile need to be captured in the analytical description. Sev-
ionization rate. Furthermore, a lag in space was observearal analytical expressions have been used so far, including
that is, the maximum of the ionization rate occurred after thewo-dimensional Gaussian functions for representing source
temperature had already started to decrease. Although the drain extension& one-dimensional splines for represent-
parameters of local temperature models had been successg the depth dependence of the channel doffrand Pear-
fully adjusted to reproduce measured substrate currents, ten Type IV functiong:”®
distribution of the physical quantities inside the device are Inverse modeling and calibration tasks are described by a
wrong. Even worse, bulk results cannot be recovered wittset of parameters which need to be optimized to meet a re-
these adjusted parameters and the parameters are only vatjdired target. For this optimization, several different algo-
for a distinct technology. Several corrections have been prodthms have been investigated. Traditionally, gradient-based
posed to cover these effects, for instance a “dead length&lgorithms such as the Levenberg—Marquardt algorithm or

F. Impact ionization
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