Design optimization of multi-barrier tunneling devices using the transfer-matrix method
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Abstract

We present simulations of a recently published multi-barrier phase-state low electron device memory cell. For the proper consideration of tunneling through the insulating barriers we implemented a one-dimensional Schrödinger solver based on the transfer-matrix formalism into the device simulator MINIMOS-NT. We investigate the effect of barrier size and position on the \( I_{\text{on}}/I_{\text{off}} \) ratio of the memory cell. We find that the position and thickness of the central shutter barrier can be used for device tuning. For high \( I_{\text{on}}/I_{\text{off}} \) ratios the central shutter barrier (CSB) should be placed near the upper contact. Furthermore, a reduction in the stack width leads to increasing \( I_{\text{on}}/I_{\text{off}} \) ratios. Although the use of the transfer-matrix method in a device simulator requires a number of assumptions, it turns out to be a viable tool for deepening the understanding of tunneling effects in devices where other tunneling models fail.
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1. Introduction

Multi-barrier tunneling devices propose a possibility to boost the density and performance of non-volatile memory cells. Phase-state low electron device memory (PLEDM) cells have been presented by Nakazato et al. [1] and promising results have been reported [2–5]. The principle of a PLED is to put a PLED transistor (PLEDTR) on top of the gate of a conventional MOSFET, see Fig. 1. The charge on the memory node is provided by tunneling of carriers through a stack of \( \text{Si}_3\text{N}_4 \) barriers sandwiched between layers of intrinsic silicon. Upper and lower barriers prevent diffusion from the poly-Si contacts, while the middle barrier blocks tunneling current in the off-state. In the on-state the height of the energy barriers is heavily reduced by the voltage on the word line, causing tunneling current to flow at the interface to the side gate oxide. Since the charge on the memory node is used to control the MOSFET transistor, the cell has gain and only a small amount of charge has to be added to or removed from the memory node to change the state of the memory cell. The purpose of this paper is to investigate the effects of device design related issues on the performance of such PLEDTR-based memory cells.

2. Tunneling model

The key problem when simulating multi-barrier tunneling devices like the PLED cell is that the charging and discharging currents are pure tunneling currents. In common device simulators like DESSIS [6] or MEDICI [7] tunneling is usually taken into account by a Fowler–Nordheim analytical formula or a more sophisticated WKB or Gundlach approximation [8]. However, those models are based on approximations of the tunneling coefficient for triangular or trapezoidal barriers. They are not able to handle energy barriers...
which are of arbitrary shape. Additionally, the effect of resonances due to quasi-bound states can only be reproduced within the Gundlach model, but again only for trapezoidal barriers [9]. Thus, the PLEDM device needs a more rigorous approach, including the solution of the Schrödinger equation in the barrier region. Such a solution can be found using the transfer-matrix method. This formalism is based on the work of Tsu and Esaki on resonant tunneling diodes, see for example [10]. Descriptions can also be found in [11–13]. The main principle is to replace an energy barrier of arbitrary shape by a series of rectangular energy barriers as shown in Fig. 2. A modified transfer-matrix method where the barrier is replaced by a piecewise linear (instead of constant) potential has also been presented [14]. Following the work of Tsu and Esaki, the tunneling current can be written as

$$J_t = \frac{4\pi m q k_B T}{\hbar^3} \int_{E_{\min}}^{\infty} TC(E) \ln \left[ \frac{1 + \exp \left( \frac{E - E_f;1}{k_B T} \right)}{1 + \exp \left( \frac{E - E_f;2}{k_B T} \right)} \right] dE$$

(1)

where $E_f;1$ and $E_f;2$ denote the Fermi levels in the data line and the memory node, respectively. The effective electron mass is denoted by $m$, $T$ is the absolute temperature, and $k_B$ the Boltzmann constant. The integra-
tion is performed starting from the higher of the two conduction band edges in the data line and the memory node, cf. Fig. 1. The energy barrier is divided into several regions $i = 1, 2, \ldots, n$ with constant potential $V_i$. The wave function in each region $\Psi_i(x)$ is written as the sum of an incident and a reflected wave, with $A_i$ and $B_i$ being their amplitudes, and $k_i$ the complex wave number

$$\Psi_i(x) = A_i \exp(jk_i x) + B_i \exp(-jk_i x)$$

(2)

$$k_i = \sqrt{\frac{2m_i(E - V_i)}{\hbar}}.$$  

(3)

The amplitudes of the wave functions $A_i$ and $B_i$, the carrier mass in the layers $m_i$ and the potential $V_i$ are constant for the region $i$. The boundary conditions for energy and momentum conservation

$$\Psi_i(x-) = \Psi_{i+1}(x+)$$

(4)

$$\frac{1}{m_i} \frac{d\Psi_i(x-)}{dx} = \frac{1}{m_{i+1}} \frac{d\Psi_{i+1}(x+)}{dx},$$

(5)

yield relations between the wave function amplitudes in region $n$ and $n+1$

$$A_i + B_i = A_{i+1} + B_{i+1}$$

(6)

$$\frac{k_i}{m_i} A_i - \frac{k_{i+1}}{m_{i+1}} B_i = \frac{k_{i+1}}{m_{i+1}} A_{i+1} - \frac{k_i}{m_i} B_{i+1}$$

(7)

which lead to

$$(A_{i+1}B_{i+1}) = \frac{1}{2} \left( \begin{array}{cc} 1 + x_i & 1 - x_i \\ 1 - x_i & 1 + x_i \end{array} \right) \left( \begin{array}{c} A_i \\ B_i \end{array} \right)$$

(8)

with

$$x_i = \frac{k_i}{m_i} \frac{m_{i+1}}{k_{i+1}}.$$

(9)

This equation holds only for $x = 0$. For the other interfaces we have to account for the distance $l$ in the wave function amplitudes. The wave function $\Psi_{i+1}(x)$ at the right edge of layer $i + 1$ is

$$\Psi_{i+1}(x) = \Psi_{i+1}(l_{i+1}) = \exp(jk_{i+1} l_{i+1}) \Psi_{i+1}(0),$$

(10)

we thus write an expression for the wave function amplitudes at the right edge of layer $i + 1$:

$$\begin{pmatrix} A_{i+1} \\ B_{i+1} \end{pmatrix} = \frac{1}{2} \left( \begin{array}{cc} \gamma_i & 0 \\ 0 & \gamma_i^{-1} \end{array} \right) \begin{pmatrix} A_i \\ B_i \end{pmatrix}$$

(11)

with

$$\gamma_i = \exp(jk_i l_i).$$

(12)

If we define the matrices $T_i$ and $C_i$ as

$$T_i = \frac{1}{2} \left( \begin{array}{cc} 1 + x_i & 1 - x_i \\ 1 - x_i & 1 + x_i \end{array} \right)$$

(13)

and perform the above computation for each layer, we arrive at an expression for the wave function amplitudes in region $n$

$$\begin{pmatrix} A_n \\ B_n \end{pmatrix} = T_{n-1} C_{n-1} \cdot T_{n-2} C_{n-2} \cdot \ldots \cdot T_2 C_2 \cdot T_1 \cdot \begin{pmatrix} A_1 \\ B_1 \end{pmatrix}.$$  

(15)

If assumed that there is no reflected wave in region $n$ and the amplitude of the incident wave is unity, we can write

$$\begin{pmatrix} A_n \\ 0 \end{pmatrix} = \begin{pmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{pmatrix} \begin{pmatrix} 1 \\ B_1 \end{pmatrix}$$

(16)

or, looking at the inverse matrix $M$:

$$\begin{pmatrix} 1 \\ B_1 \end{pmatrix} = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix} \begin{pmatrix} A_n \\ 0 \end{pmatrix}$$

(17)

with

$$T = M^{-1} = \frac{1}{\det M} \begin{pmatrix} M_{22} & -M_{12} \\ -M_{21} & M_{11} \end{pmatrix}.$$  

(18)

It can be shown that $\det M = 1$, $M_{12} = M_{21}$ and $M_{11} = M_{22}$. In quantum mechanics the transmission coefficient (TC) is given as the ratio of outflowing to inflowing flux (see, for example, [15] or [13]). The flux is defined as

$$f = \frac{\hbar}{2m} (\Psi^* \cdot \nabla \Psi - \nabla \Psi^* \cdot \Psi)$$

(19)

and has the unit (m/s). If we look at the ratio of the fluxes $f_a$ and $f_i$ due to an incident wave $\Psi_i(x) = A_i \times \exp(jk_i x)$ and a transmitted wave $\Psi_a(x) = A_a \exp(jk_a x)$, we get the TC as

$$TC = \frac{f_a}{f_i} = \frac{k_a}{k_i} \frac{m_i}{m_a} \frac{A_a^2}{A_i^2}. $$

(20)

From (17) we know that $A_n = 1/M_{11}$, and a comparison of (18) and (16) yields $M_{11} = T_{22}$, hence we arrive at an expression which is usually found in literature for the tunneling coefficient:

$$TC = \frac{k_a}{k_i} \frac{m_i}{m_a} \frac{1}{T_{22}}.$$  

(21)

This tunneling coefficient can now be inserted into expression (1) to yield the total tunneling current through the barrier stack.

For the simulation of the silicon regions between the nitride layers we used insulating layers with the band edge energy and permittivity of silicon. This assumption is justified by the fact that usually intrinsic silicon is used for the silicon layers between the barriers. In a recent
publication Mizuta et al. applied a Schrödinger–Poisson solver to simulate a single nitride barrier and used the resulting $I(V)$ data to calibrate a drift-diffusion device simulator [5]. However, this approach can only give a crude approximation since resonances between the barriers are not taken into account. Additionally, for a correct simulation of the carrier charge in the insulating layers, the carrier concentration due to the wave functions inside the oxide must be calculated by

$$n(x) = \frac{m k_B T}{\hbar^2} \sum_i |\Psi_i(x)|^2 \ln \left[ 1 + \exp \left( \frac{E_i - E_F}{k_B T} \right) \right]$$  \hspace{1cm} (22)$$

where $E_i$ is the bound state energy level and $E_F$ the Fermi energy. However, this expression does not account for quasi-bound states inside the oxide layers. Only [16] gives an expression for the electron density for quasi-bound states within oxides for the case of an applied bias using the Green function formalism which is far too complex for a multi-purpose device simulator. In resonant tunneling diodes this problem is usually solved by assigning either the left or the right Fermi level to each region. However, this choice is somewhat arbitrary and so will be the results [13]. It was also shown by several authors (for example [17], where Miranda et al. reproduced measured oscillations in the Fowler–Nordheim current, and [18], were Pan et al. successfully applied the transfer-matrix method to the simulation of a super lattice hetero-bipolar transistor), that the charge of the tunneling electrons has only minor effects on the total tunneling current. Thus we assumed that the transfer-matrix method is able to provide at least significant approximations for the tunneling process and, therefore, the contribution of the carrier charge in the classically forbidden regions can be omitted.

### 3. Simulation results

The model has been implemented in the device simulator MINIMOS-NT in a self-consistent manner. The gate oxide is divided into one-dimensional slices with constant potential and material properties, and the total current is found by a summation over all slices. We used the results of Mizuta et al. [5] for a single Si$_3$N$_4$ barrier diode to calibrate our simulator and found good agreement to their data, see Fig. 3. Electron and hole tunneling processes have been taken into account. For calibration the carrier mass in the oxide was used as a fit parameter. Electron and hole masses of 0.5$m_0$ and 0.8$m_0$ where found to reproduce Mizuta’s results reasonably well. The Si$_3$N$_4$ barrier was modeled with a barrier height of 5 eV and a conduction band offset of 2 eV to the Si conduction band edge with the dielectric permittivity being 7.5. For SiO$_2$, we used a barrier height of 3.2 eV. Fig. 4 shows a plot of the resulting TC for the three-barrier structure with a total stack height of 100 nm, 2 nm thick upper and lower barriers, and a 10 nm CSB. It can be seen that there are various resonances which correspond to quasi-bound states within the energy wells. These resonances are of fundamental importance for the accuracy of the total current and must be resolved appropriately. An energy grid in the range of peV has to be used in these regions to get precise results. Note that the number and steepness of the peaks depends on the number and width of the barriers, as well as on the applied voltage.

The absolute value of the normalized squared electron wave function for an energy level of 0.82 eV at an applied voltage at the word line of 2 V is shown in Fig. 5, together with the incident carrier energy (full line) and the energy barrier (dashed line). For this figure the stack height and the CSB thickness have been reduced to 35 and 5 nm, respectively.

![Fig. 3. Calibration to measurement data. The measurement values are taken from [5].](image1)

![Fig. 4. The TC of the PLEDTR as a function of energy.](image2)
We investigated the effect of the position and size of the CSB as well as the effect of shrinking the stack width. We assumed two cell states: an on-state with 3 V applied on the data line and the word line, and an off-state with 0.8 V applied on the memory node and 0 V on the word line. In both states we extracted the charging current \( I_{on} \) and the discharging current \( I_{off} \). The PLEDTR had a stack width of 180 nm and a stack height of 100 nm. The thickness of the upper and lower barriers was set to 2 nm. The thickness of the side gate oxide was 3 nm.

3.1. Position and thickness of the CSB

Fig. 6 shows the effect of different CSB thicknesses on the on- and off-current of the device. While the on-current is hardly influenced by the different thicknesses, the off-current is very sensitive to it. Also, the position of the CSB is critical, because for a CSB located near the memory node, the energy barrier will be reduced in the off-state by the charge on the memory node. If, on the other hand, the CSB is placed near the data line, the energy barrier is not suppressed and the off-current is much lower. This is caused by the lowering of the effective energy barrier which is given by

\[
V(x) = E_c(x) - q\phi(x)
\]

where \( \phi(x) \) is the electrostatic potential. The on-current is also reduced by this effect, but the amount of reduction is much lower as compared to the off-current, due to the fact that the on-current mainly depends on the voltage of the word line. In Fig. 7 we show the \( I_{on}/I_{off} \) ratio as a function of CSB thickness and position. It can be seen that the ratio increases with the thickness of the CSB and that it is best for a CSB located near the data line. Such an asymmetry in the \( I-V \) characteristics depending on the position of the CSB has already been experimentally observed [5]. An \( I_{on}/I_{off} \) ratio of \( 10^{27} \) can be reached for a CSB thickness of 7 nm.

3.2. Width of the barrier stack

In [19] the feasibility of very narrow silicon-insulator stacks is shown. This encourages the assumption that a further reduction of the width of the gate stack is possible. We investigated the effect of shrinking the stack width on the device performance. Fig. 8 shows the on- and off-currents of the device with a CSB thickness of 10 nm for a stack width of 140 down to 20 nm. It can be seen that reductions of the stack width lead to increasing on-currents and decreasing off-currents. The reason is that the current in the on-state, which mainly flows as a surface current near the word line, is not reduced by the decreased width of the stack. It even increases for very low stack widths which may be due to the fact that the energy barriers at the side of the stack merge for very low stack widths. The off-current, on the other hand, is

---

Fig. 5. The electron wave function for an energy level of 0.82 eV in the PLEDTR stack. \( E \) is the energy of the incident electron, \( V \) the energy barrier. The square of the electron wave function is denoted by \( |\Psi|^2 \).

Fig. 6. \( I_{on} \) and \( I_{off} \) for different CSB thicknesses.

Fig. 7. \( I_{on}/I_{off} \) ratio for different CSB thicknesses.
directly proportional to the stack area and can thus be downscaled by shrinking the stack width. The $I_{\text{on}}/I_{\text{off}}$ characteristics in Fig. 9 is greatly improved with decreasing width. For an extremely narrow gate stack of only 20 nm, $I_{\text{on}}/I_{\text{off}}$ ratios of more than $10^{32}$ could be reached, allowing an increase in the retention time by several orders of magnitude.

4. Conclusions

We showed quantum-mechanical simulations of a recently proposed PLED multi-barrier tunneling device by incorporating the transfer-matrix formalism into the device simulator MINIMOS-NT. Simulation results indicate that the device performance in terms of the $I_{\text{on}}/I_{\text{off}}$ ratio can be optimized by choosing a proper arrangement of the barriers. In particular, placing the CSB near the data line gives better performance independent of the barrier thickness. The reason is that in the off-state, the voltage at the memory node reduces barriers which are located near the memory node, while it has hardly any influence on the barriers near the data line. Thus, for a low off-current, barriers should be placed near the data line where they are not lowered by the stored charge. The performance can also be increased by shrinking the stack width. Reductions of the stack width lead to lower off-current, but hardly influence the on-current, since the on-current flows only at the interface to the side gate oxide which is not influenced by the reduced stack width, while the off-current flows through the whole stack area. An on-current of $10^{-7}$ A and an off-current of as low as $10^{-38}$ A can be reached, values which correspond to results reported in [2].
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