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Simulation of hot-electron oxide tunneling current based
on a non-Maxwellian electron energy distribution function
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For the simulation of gate oxide tunneling currents in sub-quarter-micron devices, the correct
modeling of the electron energy distribution function is crucial. Our approach is based on a recently
presented transport model which accounts for six moments of the Boltzmann transport equation. A
corresponding analytical model for the electron energy distribution function shows good agreement
with Monte Carlo data. Using this model, we show that the gate current behavior of short-channel
devices can be reproduced correctly. This is not the case for the heated Maxwellian approximation
which leads to a massive overestimation of gate currents especially for devices with small gate
lengths. We develop a formalism to distinguish between cases where the heated Maxwellian
distribution delivers correct results and cases where it overestimates the tunneling current at low
drain bias and find that for oxide thicknesses around 2 nm, the heated Maxwellian approximation is
only valid for electron temperatures below about 1000 K. 2@02 American Institute of Physics.
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I. INTRODUCTION tron temperature exceeds an oxide-thickness dependent
threshold. A recently developed expression for the EED
The design of submicron semiconductor devices withbased on a transport model using six moments of the Boltz-
gate oxide thicknesses around or below 2nm depends irmann transport equation overcomes this problem and deliv-
creasingly on gate oxide tunneling currents which lead tcers correct results independently of the carrier temperature.
additional energy consumption of logic devices and reduced The article is organized as follows. In Sec. Il we de-
retention time of memory devices. A proper approach toscribe our hot carrier tunneling model and elaborate on the
model the phenomenon of oxide tunneling is necessary andistribution function used. In Sec. Ill we present simulation
has to be implemented in device and circuit simulatorsresults and a comparison to measurement data. Section IV is
There are several approaches published which range frogtedicated to the derivation of a temperature limit up to which
pure fit formulas to more physics-based models based on théhe heated Maxwellian assumption can be used safely, and
Fowler—Nordheim formuld.However, only the thermionic finally, some conclusions are given in Sec. V.
emission modéland the Bardeen modélwhich are both
based on the Tsu-Esaki equatibare allowed to explicitly ||. HOT CARRIER TUNNELING
account for the electron energy distribution functi@eD). . _ )
The approximation of the transmission coefficient ranges 15U and Esakipresented an expression to describe the
from the Wentzel—Kramer—BrillouiWKB) approximation tunneling current density through a dielectric layer which
up to the calculation of wave functions in the oxide usingreads
analytical solutions via the Gundldtlor transfer-matrix q % o€
approach. With increasing sophistication of the models, the ~ Jg= f dzktf [(F(O)—F(E)]-T(E) o -dk, (1)
: - 473 0 ak;
computational burden also increases and the need for a
proper tradeoff between accuracy and simulation time has twheref (&) is the electron energy distribution functiof(£)
be kept in mind to achieve models which are feasible forthe tunneling probabilityk, andk, the longitudinal and trans-
device simulators. versal wave numbers, anfl'=£—qV. For the case of a
One of the commonly used assumptions in the derivatiorFermi—Dirac distribution, this expression can be integrated
of tunneling models is that the electron energy distribution inover the transverse plane, leading to
the channel can be described by a heated Maxwellian distri-
bution. This assumption is not valid for sub-quarter-micron _A4mMy( kBTij(E)In 1+exp(&—ElkgT)

MOSFET devices where it was shown that the distribution ~° h3 0 1+exp &} —&)IkgT)
function cannot be described by its average energy or tem- 2
perature aloné. where&; and€; denote the Fermi energies next to the oxide

In this article we show that the assumption of a heateqyy e This expression is frequently used in literat(see
Maxwellian distribution leads to erroneous results if the eIecRef' 4, and references thergin

However, in the channel of a turned-on sub-quarter-
¥Electronic mail: gehring@iue.tuwien.ac.at micron MOSFET, the assumption of a Fermi—Dirac energy
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10° . ! . : T . ! . whereq is the electron charge arng, denotes the gate oxide
: ’ thickness. The transmission coefficient for different oxide
Direct tunneling FN tunneling thicknesses is depicted in Fig. 1 for silicon dioxide and sev-
d eral oxide thicknesses. The transition between direct tunnel-
107 N ing and Fowler—Nordheim tunneling leads to the clearly vis-
- //5’ ible change of the slope aE=®,. The only fitting
f_; A parameters of this model are the electron mass in the oxide
& : o and the barrier heighb at the Si—SiQ interface.
§ -6|.. 4 E i% -
g 5
£ s ' B. Density of states
g _9// — t,=14mm For the common assumption of a parabolic dispersion
10T : -t =22mm | relation and with the conduction band edge as reference en-
: = ergy, the density of states is
L R t =3.0nm
@, 9(6)=9go' V&, W)
L B e— T
Energy [eV
gy [eV] \/Emgéfz
FIG. 1. Transmission coefficient for different oxide thicknesses as a func- Jo= 6 2,3 (8)
tion of energy forb,= 2.5 and®d= 3.2 eV. The line shows the location of mh

the transition between the Fowler-Nordheim and the direct tunneling regime. . . .
where mg is the electron effective mass of the six lowest

valleys of the silicon conduction band. As a first order cor-
rection to the parabolic band model, we use Kane’s disper-

distribution is not valid. Thus, we follow the approach pre- sion relatiof12

sented by Fiegnat al. in Ref. 9 who assumé(£')~0 in
Eq. (1). This implies that only electrons tunneling from the ~ #%k*
substrate to the gate are taken into account and the distribu- gmeﬁ_g' (1+a-&). ©

tion of free states in the gate is neglected. The gate current . ) )
density can then be written as For this expression the density of statfs) evaluates to

9(E)=go- VE 1+ a&-(1+2a€), (10)

=0 fo 1(&)-0(8-0.(-T(E) d&, & with the nonparabolicity factow being 0.5 eV ! for silicon.

whereg(€) is the density of states and (£) the electron

velocity perpendicular to the interface. The integration is per-

formed starting from the conduction band edge which serve€. Perpendicular velocity

as reference energy. This approach offers the possibility to The velocity perpendicular to the semiconductor-gate
explicitly take the non-Maxwellian shape of the electron en-,vide interface is calculated &s

ergy distribution function into account. However, it must be

kept in mind that for low oxide voltages, the assumption 1 9&

f(£')~0 might not be valid. v (O)= 27 %k (11)

The derivation of this expression is shown in Appendix A.
A. Transmission coefficient This leads to the following expressions for a parabolic and

. . . Kane’s dispersion relation:
A simple model for the tunneling probability can be de- ISPers! I

rived using the WKB approximatidf for trapezoidal and _ [ &
triangular barriers: Parabolicv,, (€)= 8Mer

V2mgy (12)
T(&)=ex _43thox'¢(5)}’ @ Kane:v (&)= \/—5(1+a5) >
8Mei(1+2af)

with F,, being the electric field andh,, the electron mass in ) _
the oxide. The functions(€) is defined as Figure 2 shows a comparison of the density of states and the

3 resulting normal velocity for the two dispersion relations. It
b(E)= (P—&) for @o<&<® ) can be seen that Kane’s dispersion relation gives a higher
(P—8)%—(dy— )2 for £<d, density of states and a lower velocity than the parabolic dis-
® and®d are the upper and lower barrier heights, as Show,pers!on relation. The total effect. of Fhe chosen d|sper§|on
. . - . relation on the gate current density will thus be small which
in the inset in Fig. 1. The value @b, is calculated as : : .
explains why good results have been achieved using the
Do=D—q-Fpytoy, (6)  parabolic dispersion relation.
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&Y FIG. 3. Comparison of the heated Maxwellian distribution functiurl

lines) and the EED resulting from Monte Carlo simulatioftshed lines
for a MOSFET with a gate length of 180 nm. Neighboring lines differ by a
factor of 10.

FIG. 2. Density of stateg(&) and the resulting normal velocity, (£) as a
function of energy for a parabolic and Kane’s dispersion relation.

D. Distribution function

3
Various research deals with the problem of distribution  f(&)=A ex;{ - X_fs) , (15)
function modeling for hot carriers in the channel region of a ox

MOSFET®-1®The problem arises from the fact that the as-

sumption of a cold Maxwellian distribution function with x as fitting parameter aniél,, being the electric field in
the oxide. This expression was also used by Fiegra?® to

model the EEPROM writing process. However, they re-
>, (13 placed the electric field by an effective field calculated from
the average electron energy. This expression was questioned
by Hasnatt al.in Ref. 3 where they presented another form

f(E)=A ¢
(&)=A ex T ke T,

with T being the lattice temperature afda normalization akt al.! }
constant accounting for the Fermi energy, underestimates tH8" the distribution function:
high-energy tail of the electron energy distribution near the

drain region. The straightforward approach is to use a heated £(E)=A exp( B
Maxwellian distribution function

gé
7 (kgTp)"

B & They obtained values af=1.3, =0.265, andh=0.75 by

f(&)=Aexqg — kg-Th fitting simulation results to measurement data. However,
these values fail to describe the shape of the distribution

where the lattice temperatuf®_is simply replaced by the function along the channIA generalized expression for the
electron temperaturé, calculated from a suitable transport EED has been proposed in Ref. 16:
model. We applied a Monte Carlo simulator employing ana-
lytical nonparabolic bands to check the validity of the heated B E\P
Maxwellian approximation. The effect of electron—electron f(e=Aexp—|3] |
interaction, which increases the population of the high en-
ergy tail’® was neglected in this study. Figure 3 shows the  The values ofa andb are mapped to the solution vari-
contour lines of the heated Maxwellian EED in comparisonablesT, and 3, of a six moments transport modéhs de-
to Monte Carlo results for a MOSFET device with a gatescribed in Ref. 16. EquatiofilL7) has been shown to accu-
length of Ly=180nm atVps=Vgs=1V. It can be clearly rately reproduce Monte Carlo results in the source and the
seen that the heated Maxwellian distributi¢full lines) middle region of the channel of a turned-on MOSFET. It was
yields only poor agreement with the Monte Carlo resultssuccessfully applied to the calculation of impact ionization
(dashed lines The heated Maxwellian distribution overesti- coefficient$® and gate current densities for devices without
mates the high-energy tail in the channel. Furthermore, at theDD implants!® However, this model is still not able to
drain end of the channel hot electrons mix with cold elec-reproduce the high energy tail of the distribution function
trons supplied from the drain region, which leads to an adnear the drain side of the channel because it does not account
ditional population of cold electrons which cannot be repro-for the population of cold carriers. A correct description of

. (16)

: 14

17)

duced by this model. the high energy tail is crucial for the evaluation of hot-carrier
Cassiet al* presented the following expression for the injection at the drain-side used for programming and erasing
electron energy distribution function: of EEPROM or Flash devices, as indicated in Ref. 19.
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and the EED resulting from Monte Carlo simulatiof@ashed linesfor a
1 MOSFET with a gate length of 180 nm.
0.8 where the moments of the distribution function are defined as

Distance along the channel [um] (D)= f xq) £(&) (&) dE. 22
0

FIG. 4. Electron temperatufg, and the relative kurtosig,, along the chan- o
nel of a 350 nm MOSFET compared to the results of a Monte Carlo simu-  The value of the normalization constafdtcan then be

lation. The dashed line shows the value of the relative kurtosis in the bulkog|culated from the carrier concentrationtaken from the

which was u_sed_to indicate the emerging cold Maxwellian part of the EEDtransport model. This assures consistency of the model, in
near the drain side of the channel.

contrast to the normalization which was used by Hasnat

et al:
A distribution function accounting for the cold carrier = v; (23
population near the drain contact was proposed by Sonoda 2[o (&) dE
15 H .
etal,™ and an improved model has been suggested byhis normalization is independent of the carrier concentra-
Grasseret al: tion and inevitably leads to erroneous results for both the
g\b P carrier concentration and the electron temperature. In our
f(é‘)zA{ exp{— 3 +c ex;{— T ] (18)  case it led to a massive overestimation of the distribution
B'L

function at all points along the channel. Additionally, the
where the pool of cold carriers in the drain region is correctlypopulation of cold carriers near the drain side of the channel
modeled by an additional cold Maxwellian subpopulationcannot be reproduced using Hasnat's model.

which leads to a reduced high-energy tail. The values, bf In Fig. 5, expressior{18) is compared to Monte Carlo
andc are again derived from the solution variables of a sixresults showing excellent agreement all along the channel.
moments transport model using the procedure described iRigure 6 offers a closer look at the shape of the EED at three
Ref. 8. Figure 4 shows the resulting electron temperatur@oints in the channel of a 0.36m MOSFET device biased at
along the channel for a 350 nm MOSFET and the relative/ps=Vgs=1 V. Near the source side of the channel, the
kurtosis of the distribution functiog,, compared to Monte cold Maxwellian, heated Maxwellian and non-Maxwellian
Carlo results. The dotted lines show the value of the relativelistribution all deliver approximately the same result. In the
kurtosis in the bulk, which is used to locate the regionsmiddle of the channel, carriers have gained energy and the
where the cold Maxwellian part of the distribution function electron temperature is high. Thus, the cold Maxwellian un-
emerges. Note that only a six moments transport model caderestimates the high energy tail, while the heated Maxwell-
provide information about the kurtosis of the distribution ian overestimates the amount of hot carriers. Near the drain
function. The electron concentration, electron temperaturside, the non-Maxwellian distribution exactly reproduces the
and kurtosis are derived from emerging population of cold electrons, while neither the
heated nor the cold Maxwellian can reproduce the Monte

n=(1), (19 Carlo results.
3kgT
28 "=(8), (200 1. RESULTS
2 For the evaluation of the tunneling model we apply our
5/3": (€9 (21) non-Maxwellian distribution function to the simulation of
3 (&)2 MOS transistors with varying gate lengths and oxide thick-
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FIG. 7. Integrand of expressiof3) for a Maxwellian and the non-
Maxwellian distribution at different points in the channel. The electron tem-
peratures are 976, 1585, and 2119 K near the source, in the middle, and near
the drain side of the channel.

doping peaks of 13 cm~3 with LDD extensions were used.
In the following figures the results from Monte Carlo simu-
lations will serve as reference.

Figure 7 shows the integrand of express{8has a func-
tion of the electron energy for the case of a heated Maxwell-
ian distribution and the non-Maxwellian distribution function
[expressiongl4) and(18)]. The simulated device has a gate
length of 100 nm and a gate oxide thickness of 3 nm. While
at low energies the difference between the non-Maxwellian
distribution function and the heated Maxwellian distribution
seems to be negligible, the amount of overestimation of the
incremental gate current density for the heated Maxwellian
distribution reaches several orders of magnitude at 1 eV and
peaks when the electron energy exceeds the barrier height.
This spurious effect is clearly more pronounced for points at
the drain end of the channel where the electron temperature
is high.

The peak in the integrand for the heated Maxwellian
approximation results in an increased gate current density
near the drain side of the gate contact. Figure 8 shows the
gate current density along the channel of a 180 nm gate
length device for different gate oxide thicknesses simulated
with the heated Maxwellian approximation. Near the drain
side, the high electron temperature leads to a pronounced
overestimation of the high-energy tail as seen in Fig. 7,
which in turn leads to the peak in the gate current density.
With lower oxide thickness the electric field in the oxide

cold Maxwellian EED with Monte Carlo results along the channel of a increases and leads to increased transmission coefficients and

MOSFET.

nesses. We simulated nMOS devices in on-state Wik

higher gate current densities. Hence, the spurious peak is
more pronounced for thicker oxides.

In Fig. 9 the gate current density is depicted for the 100
and 180 nm device for an oxide thickness of 2.6 nm. While

=1V andVps=1 V. Gate lengths of 350, 250, 180, and 100the non-Maxwellian distribution correctly reproduces the
nm with gate oxide thicknesses of 3.4, 3.0, 2.6, 2.2, 1.8, 1.4Monte Carlo results, the cold Maxwellian distribution leads
and 1.0 nm have been assumed. Gaussian source and dréona sound underestimation reaching one order of magnitude,
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. . FIG. 10. Gate current for different gate oxide thicknesses as a function of
FIG. 8. Gate current density along the channel for a heated Maxwellia : 8
S ; 2T he gate length | for a cold Maxwellian, heated Maxwellian, and the non-
distribution, the non-Maxwellian distribution and Monte Carlo results for . . S )
. . . ) Maxwellian distribution function, compared to Monte Carlo results.
varying gate oxide thicknesses. The gate lengffsL180 nm.

and the heated Maxwellian distribution predicts a much tod\IOte that for a gate !ength of 190 nm, the gate current within
high gate current density near the drain side of the channe‘.he heateq Ma>.<weII|an ap.pro>§|mat|on depend_s very weakly
This effect is even more pronounced for smaller gate length&"n the oxide thickness which is at least questionable.
Note also that the current density predicted by Monte Carl The use of.a cold Maxwellian dlstrlbutloq, on the other
simulations shows only a small increase for reduced gat and, underestlmate§ thg gate current onlylsllghtly and Seems
lengths. to be_ th_e better chplce if accurate modell_ng of Fhe glew_ce
The effect on the total gate current of the devices iSphysu:s is not that |mportan_t or only a quick estimation is
shown in Fig. 10. In this figure, the gate current is given as sked for. The non-Maxwellian model correctly reproduc_es
function of the gate length for different gate oxide thick- th_e Monte Carl_o results for "?‘” gate lengths and gate_ oxide
nesses. It can be seen that the heated Maxwellian distributidICknesses. Itis thus well suited to analyze effects which are
delivers correct results only for large gate lengths and smafflosmy related to the shape of the distribution function.

oxide thicknesses, while it totally fails for smaller devices.
A. Comparison with measurement data

‘ ~—T The simulation results have been compared to data re-
I A . . . .
10°H © Monte Carlo A | porFed in recent publications. For a MOSFET with zero
,,,,,, Cold Maxwellian / 4 drain-source voltage, the cold Maxwellian, heated Maxwell-
Heated Maxwellian / \ ian, and non-Maxwellian model deliver of course the same
_— / ) .
2 / results which are shown in Fig. 11. The measurement values

1
10" || —— Non-Maxwellian ! \\‘ .
1

were taken from Ref. 2@also published in Ref. 21 The
electron mass in the oxide was used as fitting parameter and
an excellent fit for all oxide thicknesses was achieved with
my=0.65my. Note that the result is independent of the gate
length since no drain-source bias was applied.

For the case of hot carriers, however, the heated Max-
wellian distribution fails to reproduce even the qualitative
behavior observed in measurements. Figure 12 shows the
gate current density as a function of the drain-source voltage
for a 350 nm gate length, 1.8 nm oxide thickness MOSEET.
Perhaps due to differences in gate oxide thickness determi-
10°E ! | e - nation and the measurement setup, the gate oxide thickness

0 0.25N i doaﬁ 0.75 1 had to be increased to give the same values for zero drain
ormalized distance x/L, voltage as in Fig. 11. For increasing drain voltage, the elec-

FIG. 9. Spatial distribution of the gate current density along the channel fo;mC flelq m the OXI,d,e is reduced which leads to a reduced
different gate lengths. for a cold Maxwellian, a heated Maxwellian, and transmission coefficient and lower gate current. The heated
the non-Maxwellian distribution function, compared to Monte Carlo results. Maxwellian distribution overestimates the gate current den-

Gate current density [Acm'z]
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FIG. 11. Comparison of the gate current density for different gate oxideF!G. 13. Critical temperatur&.;; as a function of the electric field in the
thicknesses with data reported in Ref. 21. oxide for different gate oxide thicknesses compared to the approximation

Eqg. (24).

sity especially for high bias. While this effect is not so strong

for the 350 nm device, it is clearly visible for a 180 nm look at th tio of the t ) f the int d of
device and, due to the increase of the electric field, it will ook at the rafio of the two maxima of the integrand of ex-
pression(3) in Fig. 7. It is clear that the second maximum

even be higher for increased drain voltages. The non\-NhiCh is located af,—®, is spurious and only appears for

Maxwellian model, however, correctly reproduces the mea- 2 Pom TR . .
y rep e heated Maxwellian distribution due to the overestimation

surements and shows reasonable results for the 180 nm de; . . ! : .
of the high-energy tail. We assume the first maximum, which

does not always appear at the same energy level; at
=®/r and evaluate the ratiB of the integrands at the two
maxima. We then introduce the critical temperature as the
electron temperature where this ratio exceeds a certain value.

. .. A short calculation(see Appendix B yields the following
It was shown that the heated Maxwellian approxmatlonexpression for the critical temperature:

delivers incorrect results if it is used for the gate current

overestimates the high-energy tail. To quantify this error we

vice.

IV. HEATED MAXWELLIAN DISTRIBUTION
TEMPERATURE LIMIT

estimation of submicron devices at low drain bias because it ( 2(P—-&)
To for Fo<——7—
3thX
i To~{ To (24)
[ crit v 2((1) — 51)1
0.8 --- Heated Maxwellian H F. for Fg> BT T
—— Non-Maxwellian "/ 1+ :( Atox
_ ® Literature N \
h"g ! with the values ofly, T,, andF, being
< 0.64 !
~ / 1 D&
3 ! To=i— : (25
s 1 kB 2 \/2mox 1/
3 ] In R—In C+ ————(®— &)Y,
2 / f
8 ]
204 / 1 22mg (P —Et
Q / T T 0X 1/%ox
ki / To=To | 1T =R ey | (26)
1]
i
180nm III F :4 V2mOX ((I)_gl)?,/2 (27)
02l . —-~ 350nm _] ¢ 3hq InR-InC’
andC defined in the appendix. The critical temperature as a

| I |
0.25 0.5 0.75 1
Drain - Source voltage [V]

function of the oxide electric field is shown in Fig. 13 for
values ofr=10 andR=10. It can be seen that it increases

FIG. 12. Gate current density as a function of the drain bias compared t§07 decreasing gate O_Xide thickness. Higher QXide fi¢lds
measurement data reported in Ref. 22. The gate oxide thickness is 1.8 nnexample, by increasing the gate voltagen increase the
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critical temperature. However, for common device technolo- 1 9

gies, it is obvious that electron temperatures will exceed the V. =75" 5 - (AS5)
critical temperature in most of the channel region. For de-

vices in which the critical temperature is not exceedeq, thPAPPENDIX B: DERIVATION OF THE CRITICAL

heated Maxwellian assumption can safely be used WIthOU-{-EMPERATURE

jeopardizing accuracy. For the non-Maxwellian distribution

the definition of a critical temperature does not make any We define two energy level§; and &, with &, being
sense since the second maximumé&atalways stays well 3.2 eV (equal to the barrier heighand£,=&,/r. The inte-
below the first maximum. This model will thus not lead to angrand of expressiofB) is

overestimation of gate current even for high electron tem-

peratures in the channel. 1(€)=1(£)-9(6)-T(&) v, (). (B1)
We define the ratio of the two integrand maxima as
V. CONCLUSION (&)
1
We presented a new model for the hot-electron gate tun-  R= (&) (B2)

neling current by taking the non-Maxwellian shape of the ) o )
electron energy distribution function into account. We For a heated Maxwellian distribution function and Kane’s

showed that the Maxwellian and heated Maxwellian assump@diSpersion relation, the density of states, the distribution
tions for the distribution function deliver correct results for function and the perpendicular velocity at the energy levels
the case of cold carrier tunneling, but they fail to reproduce®1 and&; become

hot carrier tunneling where the heated Maxwellien assump- - g(ey=g,. \/E. \/1+—C¥5i'(1+2a5i), (B3)
tion heavily overestimates the gate current density. We used

a recently developed non-Maxwellian expression for the dis- &
tribution function based on a six-moments transport model. f&)=A exr<  kgT,)' (B4)
Using the new expression we could accurately reproduce
Monte Carlo results and measurement data of a turned-on 25(1+a&)
MOSFET. We further introduced a critical electron tempera- v, (&)= \/16m (1+2a&)? (BS)
ture up to which the error due to the overestimation of the o '
high-energy tail of the heated Maxwellian distribution at low The transmission coefficient &t=¢; is
drain bias is negligible. We derived a simple expression for ( V2myy 3
the critical temperature and found a value-e1000 K for eXF{_43ﬁqF (P& }
the case of a 2.2 nm oxide thickness device. If the electron o
temperature in the channel exceeds this value, only the non- for  ®o<&<@
Maxwellian model is able to reproduce the device physicsT("':l)=< V2Myy 3 sl
correctly. s T (@ =)= (Po— &) ]}
[0):4
APPENDIX A: DERIVATION OF THE PERPENDICULAR for  &<®

VELOCITY . (B6)

Since we are only interested in the velocity componeniyhile T(&,)=T(®) = 1. With the abbreviation
perpendicular to the interfaag
. 51 1+ Clgl

UL:E.a_é':E.&_k.f’ (A1) C_5_2'1+a52 (B7)
h ok, h dk,_ dk we get
and the length ok is _
- TR, wy  ReCTEed ©
we can write and therefore
1 k, o€ _
LR f ok’ (A3) Tcrit:kis' In R—|:2c—£|ln T(&) (B9)

If only the upper half-space is taken into account for khe Using a Taylor-series expansion (&;) around&; for the
vector, we get the perpendicular component of the wave Vegggion g, <®,

tor normalized to the sphere wilt=1:

3 qFOXtOX
1 (2= w2 (D _51)3/2_ (Py— 51)3/2% —(® _51)3/2_ ,
k =—J d J’ k cos9dd(cos A4 2 d-&
(ki)=g7), 4] (cos ) (Ad) 810
and finally arrive at and with® taken from expressio(b), we get
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4\2m -1
In R—In C+ —OX-(CI>—51)3’2} for do<&<P
T &—& 3 qFox (B11)
crit— : -1
kg 2y2m
In R—In C+ T(”(‘(@—gl)m.tox for &<d,

which can easily be rewritten to expressi@). The transi-

10R. ShankarPrinciples of Quantum Mechani¢Blenum, New York, 1994

tion between the Fowler-Nordheim and the direct tunneling E. O. Kane, J. Phys. Chem. Solitis249 (1957).

region can be formulated as a condition for the electric fiel

in the oxide, namely

2(d-¢
OX<(—1) for £ <®g
3qtox (512)
F >M for ®<&<D.
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