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Abstract

We present the state-of-the-art in simulation for industrial application of heterostructure devices based on the SiGe/Si material system. The work includes a detailed comparison of device simulators and current transport models to be used, and addresses critical modeling issues. Results from two-dimensional hydrodynamic analyses of SiGe-heterojunction bipolar transistors (HBTs) with MINIMOS-NT are presented in good agreement with measured data. The examples are chosen to demonstrate technologically important issues which can be addressed and solved by device simulation.
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1. Introduction

SiGe-heterojunction bipolar transistors (HBTs) progressively replace III–V devices for their typical applications, such as low noise amplifiers and frequency dividers up to 99 GHz [1], and are considered essential for 40 Gb/s optical communication systems. Values of 380 GHz V for $f_T \times B V_{CE0}$ and ring oscillator delays of 4.3 ps have been achieved [2]. Transit frequencies, $f_T$, of 288 GHz [3] and maximum oscillation frequencies, $f_{max}$, of 285 GHz [4] were recently reported. The devices are fully compatible with the existing state-of-the-art 0.13 µm CMOS technology [4,5]. Digital application-specific integrated circuits (ASICs) are combined with SiGe-HBT circuits in the so-called SiGe BiCMOS technology and are in volume production.

Several questions during device fabrication, such as performance optimization and process control, can be addressed by simulation. The choice of a given simulation tool or a combination of tools depends to a larger extent on the complexity of the particular task, on the desired accuracy of the problem solution, and on the available human, computer, and time resources.

Optimization of geometry, doping, materials and material composition profiles targets at high power, high breakdown voltage, high speed (high $f_T$, $f_{max}$), low leakage, low noise, and low power consumption. This is a challenging task that can be significantly supported by device modeling.

We present a methodology for characterization and optimization of SiGe-HBTs. It involves two-dimensional process and device simulation calibration and automated optimization. The simulation results show very good agreement with experimental data. In particular, we perform an optimization of the collector doping for specific requirements (high speed or high breakdown voltage).
2. Device simulators

The continuously increasing computational power of computer systems allows the use of TCAD tools on a very large scale. Several commercial device simulators, e.g. [6–11], company-developed simulators, e.g. [12,13], and University developed simulators, e.g. [14–19], claim the capability to handle SiGe devices. These simulators differ considerably in dimensionality (one-, quasi-two-, two-, quasi-three-, or three-dimensional), in the choice of carrier transport model (drift–diffusion, energy-transport, or Monte Carlo statistical solution of the Boltzmann equation), and in the capability of including electrothermal effects. The drift–diffusion transport model [20] is by now the most popular model used for device simulation. With down-scaling feature sizes, non-local effects become more pronounced and must be accounted for by applying an energy-transport or hydrodynamic transport model [21]. During the last two decades Monte Carlo methods for solving the Boltzmann transport equation have been developed [22] and applied for device simulation [23,24]. However, reduction of computational time is still an issue and, therefore, Monte Carlo device simulation is still not feasible for industrial application on every day basis. An approach to preserve accuracy at lower computational cost is to calibrate lower order transport parameters to Monte Carlo simulation data.

In addition, quantum mechanical effects are often neglected or accounted for by models for quantum corrections [25,26], since solving the Schrödinger or the Wigner equation is extremely expensive in terms of computational resources.

A common drawback is the limited feedback from technological state-of-the-art process development to simulator development. The quality of the physical models can be questioned as the model parameters for SiGe are often simply inherited from parameters for silicon. Critical issues concerning simulation of heterostructures are frequently not considered, such as interface modeling at heterojunctions and at silicon/poly-silicon interfaces. Hydrodynamic and high-field effects, such as carrier energy relaxation, impact ionization, and self-heating effects, are often ignored.

The two-dimensional device simulator PISCES [14], developed at Stanford University, incorporates modeling capabilities for SiGe-based devices, e.g. silicon/poly-silicon interface. One of its versions, PISCES-HB, includes harmonic balance for large signal simulation.

The device simulator MEDICI from Synopsis [11], which is also based on PISCES, offers simulation features for SiGe/Si HBTs. Advantages of this simulator are hydrodynamic simulation capabilities and the rigorous approach to generation/recombination processes. In addition, it includes a module treating anisotropic material properties. This simulator has weaknesses in the capability of mixed-mode device/circuit simulation.

At the quantum level, among others, a one-dimensional Schrödinger–Poisson solver NEMO [13], based on non-equilibrium Green’s functions, is offered for sub-0.1 μm SiGe structures.

The two- and three-dimensional device simulator DESSIS from ISE [9] has demonstrated a rigorous approach to semiconductor physics modeling. Some critical issues, such as extensive trap modeling, are solved.

Quasi-two-dimensional approaches using a simplified one-dimensional current equation are demonstrated, among others, by BIPOLE3 from BIPSIM [8] which additionally features good models for poly-silicon.

The two-dimensional Blaze from Silvaco [7] has capabilities of simulation of heterostructure devices. Simulations of SiGe-HBTs were announced, based on a simulator originally developed at the University of Ilmenau, PROSA [19]. In the latter no material interfaces are considered.

Several good optimization results for SiGe-HBTs were achieved with another University developed simulator, SCORPIO [27].

Previous experience gained in the area of III-V HBT simulation which lead to successful results [28] was a prerequisite to use MINIMOS-NT [29] also for simulation of SiGe-HBTs.

Table 1 summarizes features of SiGe device simulators discussed in this paper.

3. Critical issues of modeling SiGe devices

Our three-dimensional device simulator MINIMOS-NT can deal with different complex structures and materials, such as SiGe and various III–V binary and ternary compounds, with arbitrary material composition profiles in a wide temperature range.
Considering the nature of SiGe devices which include abrupt junctions, heterointerface modeling is a key issue. Thermionic emission and field emission effects critically determine the current transport parallel and perpendicular to the heterointerfaces. A distinction between majority and minority carriers is made for the low field mobility based on Monte Carlo simulation results verified with experimental data.

All the important physical effects, such as band gap narrowing, anisotropic electron minority mobility in strained SiGe, Shockley–Read–Hall recombination, surface and Auger recombination, and impact ionization are taken into account. SiGe is known to have a reduced heat conductivity in comparison to silicon [30]. Self-heating effects are accounted for by solving the lattice heat flow equation self-consistently with the energy-transport equations.

Advanced device simulation allows a precise physics-based extraction of small-signal parameters. Measured bias-dependent S-parameters serve as a valuable source of information when compared at different bias points to simulated S-parameters from a device simulator, such as MINIMOS-NT. This procedure reflects the full RF-information contained in the S-parameters and allows process control beyond the comparison of DC-quantities.

4. Device fabrication and process calibration

The influence of the selectively-implanted-collector (SIC) implant on device performance was studied both experimentally and by means of process simulation using DIOS [9], followed by two-dimensional device simulation. The double-base SiGe-HBT test-structures with emitter areas of 6 μm × 0.8 μm are epitaxially grown by a chemical vapor deposition process. An implanted n-well, similar to the one used in the standard CMOS technology, is used. The buried layer is connected to a sinker to conduct the electron current from the buried layer to the collector contact. The base consists of an intrinsic base (below the emitter window) and an extrinsic base. The germanium content has a triangular shape. The base–emitter junction is formed by rapid thermal processing which causes out-diffusion of arsenic from the poly-silicon emitter layer into the crystalline silicon.

The process simulation starts from the blank wafer to the final device and reflects real device fabrication as accurately as possible. The implant profiles as well as annealing steps were calibrated to one-dimensional SIMS profiles. The simulated device structure with the phosphorus SIC implant are shown in Fig. 1. To save computational resources the simulation domain covers only one half of the real device which is symmetric and the collector–sinker is not included in the structure. This allows to use a very precise simulation grid in areas of interest (Fig. 2).

In order to obtain an optimal device, four structures have been investigated. The only process step in which the four HBTs (hereafter referred to as Dev. 1, Dev. 2, Dev. 3, Dev. 4) differ is the combination of energy and dose used for SIC implants, as summarized in Table 2. The phosphorus doping profiles in vertical cuts under
Fig. 1. Simulated device structure and phosphorus collector implant (cm$^3$).

Fig. 2. Gridding example from the active device area.
the emitter windows of the four devices as resulting from process simulation are shown in Fig. 3. A comparative Monte Carlo simulation of ion implantation [31] of phosphorus in silicon and SiGe was performed to check the accuracy of the process simulation in respect to SiGe (see Fig. 4).

5. Device simulation example

The physical models in MINIMOS-NT are well calibrated [32]. The same is true for DESSIS, used for comparison. Both device simulators correctly reproduce the measured forward Gummel plot at 300 K (see Fig. 5) with default models. The slight increase of collector current $I_C$ with dose and energy at high bias is due to the differences in the base push-out effect. We use small-signal AC-analysis to extract $f_T$.

However, as can be seen in Figs. 6 and 7, both DESSIS and MINIMOS-NT failed to explain the experimentally observed similarity in peak $f_T$ for Dev. 1 and Dev. 3 and, respectively, for Dev. 2 and Dev. 4. This again turned our attention to the SIC implant. An automated device calibration with our

<table>
<thead>
<tr>
<th>Device</th>
<th>Energy (keV)</th>
<th>Dose (cm$^2$)</th>
<th>$f_T$ (GHz)</th>
<th>$BV_{CEO}$ (V)</th>
<th>$f_T \times BV_{CEO}$ (GHz V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dev. 1</td>
<td>480</td>
<td>7e12</td>
<td>32</td>
<td>4.0</td>
<td>128</td>
</tr>
<tr>
<td>Dev. 2</td>
<td>480</td>
<td>3e13</td>
<td>40</td>
<td>3.7</td>
<td>148</td>
</tr>
<tr>
<td>Dev. 3</td>
<td>300</td>
<td>7e12</td>
<td>33</td>
<td>3.1</td>
<td>102</td>
</tr>
<tr>
<td>Dev. 4</td>
<td>300</td>
<td>3e13</td>
<td>42</td>
<td>2.3</td>
<td>97</td>
</tr>
</tbody>
</table>

Table 2
Summary of key process and device parameters

![Fig. 3. Phosphorus doping profile under the emitter contact for all four devices resulting from process simulation.](image1)

![Fig. 4. Comparative simulation of Monte Carlo ion implantation of phosphorus in Si and SiGe.](image2)

![Fig. 5. Forward Gummel plots at $V_{CB} = 0$ V. Comparison between measurement and simulation.](image3)
TCAD framework [33] was performed. It turned out that 50% more phosphorus in the collector of the two low-dose devices (Dev. 1 and Dev. 2) already gives an acceptable qualitative agreement.

It is known that with shrinking device dimensions non-local effects, such as velocity overshoot, become more pronounced. Neglecting these effects can be a reason for underestimating \( f_T \) [34]. For that purpose, we performed simulations with the hydrodynamic transport model to improve quantitatively the results (see Fig. 8). Fig. 9 shows the velocity overshoot over the greater part of the base region which is about twice the saturation velocity limit in the drift–diffusion case (\(10^7\) cm/s). This correlates to the higher electron energy (see Fig. 10) in the collector and explains the increase of \( f_T \) in comparison to drift–diffusion simulations (see Figs. 6 and 7). The good agreement at low currents is very important since HBTs typically operate at much lower frequencies than at the maximum \( f_T \). The simulations prove that in this range

---

Fig. 6. \( f_T \) vs. \( I_C \) at \( V_{CE} = 1.5 \) V. Comparison between measurement and drift–diffusion simulation with DESSIS.

Fig. 7. \( f_T \) vs. \( I_C \) at \( V_{CE} = 1.5 \) V. Comparison between measurement and drift–diffusion simulation with MINIMOS-NT.

Fig. 8. \( f_T \) vs. \( I_C \) at \( V_{CE} = 1.5 \) V. Comparison between measurement and hydrodynamic simulation with MINIMOS-NT.

Fig. 9. Electron velocity overshoot in the base-collector space charge region at \( V_{CE} = V_{BE} = 0.88 \) V.
optimizations of the SIC implant do not have an influence on $f_T$, i.e. the base–emitter capacitance and not the base-collector capacitance is dominating. The maximum $f_T$ was found to have a stronger dependence on the dose than on the energy of the implants.

Furthermore, the important figure of merit $B V_{CE0} \times f_T$ (see Table 2) reaches a maximum for high SIC implant energies (deep implant) and high SIC doses. We found that the higher $f_T$ for high-dose/low-energy SIC implants is due to a smaller base width and a delayed onset of the base push-out effect due to the higher collector doping.

6. Conclusion

A brief overview of the state-of-the-art of simulation tools for SiGe-HBTs has been given. We have presented experiments and simulations of SiGe-HBTs. Good agreement was achieved both with experimental DC-results (forward and output characteristics) and with high-frequency data. With an increasing number of stable and reliable heterostructure technologies available, a meaningful comparison between simulation results and statistically analyzed data is possible and delivers on the one hand side model verification, and on the other hand side valuable process information.
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