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We describe a set of models suitable for the two- and three-dimensional simulation of tunneling in
logic and non-volatile MOS devices. The crucial modeling topics are comprehensively discussed.
This comprises the modeling of the energy distribution function in the channel to account for hot-
carrier tunneling, the calculation of the transmission coefficient of single and layered dielectrics, the
influence of quasi-bound states in the inversion layer, the modeling of static and transient defect-
assisted tunneling, and the modeling of dielectric degradation and breakdown. We propose a set of
models to link the gate leakage to the creation of traps in the dielectric layer, the threshold voltage
shift, and eventual dielectric breakdown. The simulation results are compared to commonly used
compact models and measurements of logic and non-volatile memory devices.
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1. INTRODUCTION

For the prediction of the performance and for the opti-
mization of MOS devices the accurate simulation of
quantum-mechanical tunneling effects has always been of
paramount interest.1 The application area of such models
ranges from the prediction of gate leakage in MOS tran-
sistors, the evaluation of gate stacks for advanced high-k
gate insulator materials, the optimization of programming
and erasing times in non-volatile semiconductor memory
cells up to the study of source-drain tunneling.

As shown in the silicon-dielectric-silicon structure
sketched in Figure 1 a variety of tunneling processes can
be identified.2 Considering simply the shape of the energy
barrier, Fowler-Nordheim (FN) tunneling and direct tun-
neling can be distinguished. However, a more rigorous
classification distinguishes between ECB (electrons from
the conduction band), EVB (electrons from the valence
band), HVB (holes from the valence band), TAT (trap-
assisted tunneling) processes, and QBS (quasi-bound state)
tunneling processes. We denote direct tunneling all pro-
cesses which are not defect-assisted. In the figure the elec-
tron (EED) and hole (HED) energy distribution functions
are also indicated.

However, tunneling model implementations in state-of-
the-art device simulators often rely on simplified mod-
els assuming Fermi-Dirac statistics and triangular energy
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Fig. 1. Tunneling processes in a MOS structure. Direct tunneling pro-
cesses (ECB, EVB, and HVB) are covered in Section 2, while Section 3
deals with TAT transitions. Bound and quasi-bound states are studied in
Section 2.4.

barriers. In contemporary miniaturized devices these
assumptions are violated in several important aspects.
First, the electron energy distribution function (EED)
can in general not be described by a Fermi-Dirac or
Maxwellian distribution. Higher order moments are neces-
sary to more accurately characterize the distribution of hot
carriers. The second weakness lies in the estimation of the
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transmission coefficient. For this task the Wentzel-
Kramers-Brillouin (WKB) or the Gundlach method is
frequently used. These models, however, fail for energy
barriers which are not of triangular or trapezoidal
shape. To accurately describe tunneling in such cases,
Schrödinger’s equation must be solved. This is often
achieved using the transfer-matrix method3 or the quan-
tum-transmitting boundary method.4 Finally, a strong inac-
curacy arises when tunneling current from the channel
of inverted MOSFETs is calculated. In this case bound
and quasi-bound states are formed, the latter giving rise
to quasi-bound state tunneling. The use of the Tsu-Esaki
formula which assumes a continuum of states, is question-
able in this case.

The reduction of gate dielectric thicknesses makes the
use of alternative gate dielectrics such as ZrO2 nec-
essary. These dielectrics often suffer from high defect
densities,5 which invalidates the application of tunneling
models which assume coherent ballistic transport. Current
transport by means of defect-assisted tunneling has been
studied intensely.5–7 In addition to the current, the gate
dielectric reliability becomes a crucial issue not only for
non-volatile memories but also for logic applications. In
fact, the processes of leakage, trap creation, and dielectric
breakdown are physically directly related. Thus, we rec-
ommend a set of models which directly link the simulation
of direct and trap-assisted leakage current with the creation
and occupation of traps and the occurrence of breakdown.

The paper is structured as follows. In Section 2 the
theory of direct tunneling mechanisms with emphasis on
modeling of the distribution function and the transmission
coefficient is described. The calculation of tunneling in the
presence of bound and quasi-bound states as encountered
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in the inversion layer of a MOSFET is outlined. Typical
results for MOS transistors are presented and compared
with common compact models. We present an example
non-volatile memory application utilizing a layered dielec-
tric to allow independent tuning of on- and off-state cur-
rents. Section 3 presents a set of models which can be
used to describe defect-assisted tunneling. We give a short
overview of commonly used degradation models and show
how to link the various tunneling models with the cre-
ation of defects, threshold voltage shift, and dielectric
breakdown. A conclusion and model comparison section
wraps up the main findings and gives directions for further
research.

2. DIRECT TUNNELING

The most prominent and almost exclusively used expres-
sion to describe direct tunneling transitions has been devel-
oped by Duke8 and used by Tsu and Esaki to describe
tunneling through a one-dimensional superlattice.3 It is
commonly known as Tsu-Esaki expression. The current
density reads

J = 4�m3Dq
h3

∫ �max

�min

TC��x�mdiel	N ��x	 d�x� (1)

with a transmission coefficient TC��x	 and a supply func-
tion N��x	 which is defined as

N��x	 =
∫ �

0
�f1��	− f2��		d��
 (2)

The total energy � is the sum of a transversal compo-
nent parallel to the Si-SiO2 interface �� and a transversal
component �x. The electron energy distribution functions
in the gate and substrate are denoted by f1 and f2,
respectively.

Two electron masses enter (1): the density-of-states
mass in the plane parallel to the interface m3D = 2 mt +
4
√

mtm1, which, for (100) silicon with m1 = 0
92 m0 and
mt = 0
19 m0 equals 2
052 m0, and the electron mass in
the dielectric mdiel.

9

It is assumed that the transmission coefficient only
depends on the transversal energy component and can
therefore be treated independently of the supply function.
For a Fermi-Dirac distribution and the assumption of an
isotropic distribution, the supply function evaluates to

N��x	 = kBT ln

1+ exp
(
−�x −�F� 1

kBT

)
1+ exp

(
−�x −�F� 2

kBT

)
 
 (3)

where �F� 1 and �F� 2 denote the Fermi energies at the
semiconductor-oxide interfaces. Note, however, that the
assumption of an isotropic distribution may not be justified
for short-channel devices.10 Furthermore, the assumption
of a Fermi-Dirac distribution is poor in the channel of a
turned-on submicron MOSFET. Advanced models for the
distribution function are necessary.

2.1. Distribution Function Modeling

Models for the EED of hot carriers in the channel region
of a MOSFET have been studied by numerous authors,
e.g.11� 12 The topic is of high importance, because the
assumption of a ‘cold’ Maxwellian distribution function

f ��	 = A · exp
(
− �

kB ·TL

)
(4)

underestimates the high-energy tail of the EED near the
drain region.13 The straightforward approach is to use a
heated Maxwellian distribution function based on the elec-
tron temperature Tn. We applied a Monte Carlo simula-
tor employing analytical non-parabolic bands to check the
validity of this approximation. Figure 2 shows the con-
tour lines of the heated Maxwellian EED in comparison to
Monte Carlo results for a MOSFET with a gate length of
Lg = 180 nm at VDS = VGS = 1 V. The electron temperature
was calculated in a post-processing step as Tn = 2��	/3kB.
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Fig. 2. Comparison of the heated Maxwellian distribution (full lines)
with the results from a Monte Carlo simulation (dotted lines) in a turned-
on 180 nm MOSFET. Neighboring lines differ by a factor of 10. The
distributions at point A and B are compared with a cold Maxwellian in
the lower figure.
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The heated Maxwellian distribution (full lines) yields
only poor agreement with the Monte Carlo results (dashed
lines). Particularly the high-energy tail near the drain side
of the channel is heavily overestimated by the heated
Maxwellian model. Note that for increasing gate bias,
namely VGS > VDS , the peak electric field in the channel is
reduced, and the heated Maxwellian approximation deliv-
ers more reasonable results.14

A quite generalized approach for the EED has been pro-
posed by Grasser et al.15

f ��	 = A exp
(
−
(

�

�ref

)b)

 (5)

In this expression the values of �ref and b are mapped to
the solution variables Tn and �n of a six moments transport
model.16 The symbol �n denotes the normalized kurtosis
of the distribution function (�n = 1 for a Maxwellian dis-
tribution).

Expression (5) has been shown to appropriately repro-
duce Monte Carlo results in the source and the middle
region of the channel of a turned-on MOSFET. However,
this model is still not able to reproduce the high energy
tail of the distribution function near the drain side of the
channel. This is because it was shown that near the drain,
the electron population consists of a mixture of hot elec-
trons coming from the drain and a pool of cold carriers
from the source.13� 17 Expression (5) does not explicitly
account for this cold-carrier population. Therefore, when
(5) is normalized to the actual carrier concentration, the
high-energy tail is heavily overestimated.18–20

A distribution function accounting for this effect was
proposed by Sonoda et al., 12 and an improved model has
been suggested by Grasser et al.:13

f ��	 = A

(
exp

(
−
(

�

�ref

)b)
+ c exp

(
− �

kBTL

))

 (6)

Here the pool of cold carriers in the drain region is cor-
rectly modeled by an additional cold Maxwellian subpop-
ulation. The values of �ref , b, and c are again derived from
the solution variables of a six moments transport model.
Figure 3 shows again the results from Monte Carlo simula-
tions in comparison to the analytical model. A good match
between this non-Maxwellian distribution and the Monte
Carlo results can be seen. The supply functions utilizing
(5) and (6) are given in Appendix A. Note that the prefac-
tor A must be calculated from a normalization to the car-
rier concentration in the channel as shown in Appendix B.
To check the impact of the distribution function, the inte-
grand of the Tsu-Esaki formula, namely the expression
TC��	N ��	, has been evaluated as shown in Figure 4, and
compared to post-processed Monte Carlo results. While at
low energies the difference between the non-Maxwellian
distribution function (6) and the heated Maxwellian distri-
bution is negligible, the incremental gate current density is
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Fig. 3. Comparison of the non-Maxwellian distribution (full lines) with
the results from a Monte Carlo simulation (dotted lines) in a turned-
on 180 nm MOSFET. Neighboring lines differ by a factor of 10. The
distributions at point A and B are compared with a cold Maxwellian in
the lower figure.

heavily overestimated by the heated Maxwellian distribu-
tion and peaks when the electron energy exceeds the bar-
rier height. This spurious effect is clearly more pronounced
for points at the drain end of the channel where the elec-
tron temperature is high. The non-Maxwellian shape of the
distribution function, indicated by the full line, reproduces
the Monte Carlo results very well.

2.2. Transmission Coefficient Modeling

Apart from the distribution function the quantum-
mechanical transmission coefficient is the second building
block of any tunneling model. It is based on the probability
flux

j = �

2ım
· �� ∗ ·�� −�� ∗ ·�	 (7)

where � is the wave function, m the carrier effective
mass, and ı = √−1. The transmission coefficient
is defined as the ratio of the fluxes due to an inci-
dent and a reflected wave. These wave functions can
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Fig. 4. Integrand of Tsu-Esaki’s equation for a MOSFET with 100 nm
gate length and 3 nm gate dielectric thickness at VGS = VDS = 1 V applying
different models for the distribution function.

be found by solving the stationary one-dimensional
Schrödinger equation in the barrier region, which can be
achieved using different numerical methods, such as the
commonly applied Wentzel-Kramers-Brillouin (WKB)
approximation21 or Gundlach’s method.22 However, mod-
ern non-volatile memories often rely on nonlinear energy
barriers to increase the device performance.23 The WKB
method does not account for wave function reflections in
such structures, and the Gundlach method is accurate for
triangular and trapezoidal barriers only.

A more general approach is the transfer-matrix method.3

The basic principle of this method is the approximation
of an arbitrary-shaped energy barrier by a series of bar-
riers with constant or linear potential. Since the wave
function for such barriers can easily be calculated, the
transfer matrix can be derived by a number of subsequent
matrix computations. From the transfer matrix, the trans-
mission coefficient can be calculated (see Appendix C).
However, several authors noted numerical problems apply-
ing this method for the computation of wave functions.
These problems are due to the multiplication of matrices
with exponentially growing and decaying states. For thick
barriers, this leads to rounding errors which eventually
exceed the amplitude of the wave function itself.24–29

An alternative method to compute the transmission coef-
ficient is based on the quantum transmitting boundary
method.30–32 This method uses a finite-difference approxi-
mation of Schrödinger’s equation with open boundary con-
ditions. This results in a complex-valued linear equation
system for the unknown values of the wave amplitudes.
The method is easy to implement, fast, and more robust
than the transfer-matrix method. For one-dimensional cal-
culations, as it is usually the case for gate dielectric
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Fig. 5. The transmission coefficient using different methods for a
dielectric consisting of two layers. The shape of the energy barrier and
the wave function at 2.8 eV is shown in the inset.

tunneling, a fast recursive solution procedure has been pro-
posed by Ravaioli33 and is repeated in Appendix D.

Figure 5 shows the transmission coefficient for the dif-
ferent methods for a non-linear energy barrier. The inset
shows the energy barrier and the values of 
� 
2 for an
energy of 2.8 eV on a logarithmic scale. Note that at
the left side of the barrier, the wave function consists of
a superposition of incoming and reflected waves, which
leads to the oscillating behavior of the absolute value.
Right of the barrier, only a transmitted plain wave with
constant 
� 
2 exists. The transfer-matrix and QTB meth-
ods deliver qualitatively similar results, while the WKB
method does not resolve oscillations in the transmission
coefficient.

2.3. Image Force Correction

When an electron approaches a dielectric layer, it induces
a positive charge on the interface which acts like an image
charge within the layer. This effect leads to a reduction
of the barrier height for both electrons and holes:34–36 The
conduction band bends downward and the valence band
bends upward, respectively. To account for this effect, the
band edge energies must be modified

�c�x	 = �c� 0 −q��x	+�image�x	�

�v�x	 = �v� 0 −q��x	+�image�x	�
(8)

where the image force correction in the dielectric with
thickness tdiel is calculated as37

�image�x	 = − q2

16�kdiel

�∑
j

�k1k2	
j

(
k1


x
+ jtdiel

+ k2

�j +1	tdiel −
x
 +
2k1k2

�j +1	tdiel

)
� (9)

30 J. Comput. Theor. Nanosci. 2, 26–44, 2005



R
E

V
IE

W
Gehring and Selberherr Gate Current Modeling for MOSFETs

where x = 0 is at the interface to the dielectric. The
symbols k1 and k2 are calculated from the dielectric per-
mittivities in the neighboring materials

k1 =
kdiel −ksi

kdiel +ksi

� k2 =
kdiel −kmetal

kdiel +kmetal

=−1
 (10)

Here, k2 accounts for the interface between the insulator
and the metal and evaluates to −1. In the semiconductor
the band edge energies are also altered

�image�x	

=− q2

16�ksi

�∑
j

�k1k2	
j

( −k1


x
+jtdiel

+ k2

�j+1	tdiel+
x

)




(11)

In practice it is sufficient to evaluate the sums in (9) and
(11) up to j = 11.38 Figure 6 shows the band edge energies
in an MOS structure for a dielectric layer with a thick-
ness of 2 nm and different dielectric permittivities for an
applied bias of 2 V. A lower dielectric permittivity leads
to a stronger band bending due to the image force and
therefore strongly influences the transmission coefficient.

However, there is still some uncertainty if the image
force has to be considered for tunneling calculations.
While it is used in some works,38–41 others neglect it or
report only minor influence on the results.42–46 For rig-
orous investigations, however, its necessary to include it
in the simulations. This, however, raises the need for a
high spatial resolution along the dielectric. Simple models
like the analytical WKB formula or the Gundlach formula
are not valid for this case. It may therefore be justified to
account for the image force barrier lowering by correction
factors.
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Fig. 6. Effect of the image force in an nMOS device with a dielectric
thickness of 2 nm at a gate bias of 2 V.

2.4. Quasi-Bound State Tunneling

Up to now it has been assumed that all energetic states
in the substrate contribute to the tunneling current. In
the channel of small MOSFETs, however, the high elec-
tric field leads to a quantum-mechanical quantization of
carriers.47 If it is assumed that the wave function does
not penetrate into the gate, discrete energy levels can be
identified. However, taking a closer look at the conduc-
tion band edge of a MOSFET in inversion reveals that,
depending on the boundary conditions, different types of
quantized energy levels must be distinguished.48 Bound
states are formed at energies for which the wave function
decays to zero at both sides of the dielectric layer. Quasi-
bound states (QBS) have closed boundary conditions at
one side and open boundary conditions on the other side
of the dielectric. Only free states do not decay at any side.
This can be seen in Figure 7 which shows the conduc-
tion band edge and two quasi-bound state wave functions.
To account for tunneling current from both, free (3D) and
quasi-bound (2D) states, the Tsu-Esaki equation must be
replaced by

J =J2D+J3D = kBT q
��2

∑
i�!

g!m�
#!��!�i�mq		

×ln
(

1+exp
(
�F−�!�i

kBT

))
+4�qm3D

h3

∫ �max

�min�2

TC��x�mdiel	N ��x	d�x�

(12)

where the symbols g! , m�, and mq denote the valley degen-
eracy, parallel, and quantization masses (g = 2: m� = mt ,
mq =ml and g = 4: m� =√

mlmt , mq =mt), and #!��!�i	 is
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Fig. 7. The conduction band profile and two quasi-bound state wave
functions. Quasi-bound state tunneling must be evaluated for �min� 1 <

� < �min� 2, while the Tsu-Esaki expression must be used for � > �min� 2.
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the life time of the quasi-bound state �!�i. The life time can
be interpreted as the time constant with which electrons in
a quasi-bound state leak through the energy barrier. Sev-
eral methods are, in principle, feasible for their calculation.
They can be determined from the full-width half-maximum
(FWHM) value of the phase of the reflection coefficient,49

the FWHM value of the reflection coefficient itself,50 or
from the imaginary parts of the complex eigenvalues.31

However, these methods are computationally demanding
and therefore not suitable for implementation in general-
purpose device simulators. Conventional device simulation
packages even neglect the QBS tunneling component at
all and use only the Tsu-Esaki formula (1) instead.51–53

This formula, however, cannot reproduce the QBS tun-
neling component as shown in Figure 8, where the QBS
current (J2D) is compared to the continuum current (J3D).

The dotted lines indicate the continuum current (J3D) for
�min� 2 as lower integration level (cf. Fig. 7), which is neg-
ligible for this case. The full lines show J3D using �min� 1

as lower integration level. Although the shape of the QBS
component is reproduced, the absolute values differ signif-
icantly. It is thus necessary to account for QBS tunneling.

We propose to use (12) and calculate the life times from
the quasi-classical approach

#!��!�i	 =
∫ x

0

√
2m!/��!�i −�c�%		

TC��!�i	
d%� (13)

with �c�x	 = �!�i.
54 Furthermore, we keep the conven-

tional shape of the Tsu-Esaki formula using �min� 2 as lower
integration level. To further reduce the computation time,
the eigenvalues of the triangular well approximation

�!�i =−zi

(
�

2

2m!

)1/3

E2/3 (14)
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with zi being the zeros of the Airy function and E the elec-
tric field can be used, instead of calculating the eigenvalues
from the complex eigenvalue problem. Since the closed-
boundary eigenvalues are higher than their open-boundary
pendants, they must be corrected by an empirical fit factor
in this case.55

2.5. Barrier Height and Tunneling Mass

The main parameters of the described tunneling models
are the effective mass of the carrier in the dielectric layer
and the barrier height of the dielectric material.

2.5.1. Barrier Height

Table I shows the band gap energy and the dielectric
permittivity of various dielectric materials considered as
alternative dielectrics for MOS devices. Note the strong
trade-off between the barrier height and the dielectric per-
mittivity: Dielectrics with a high energy barrier have a low
permittivity and vice versa. Hence, optimization becomes
necessary to find the optimum material.

2.5.2. Tunneling Mass

Table II shows a compilation of the effective electron
(mdiel� e) and hole (mdiel� h) mass in SiO2 layers given in the
literature, which vary in the range of 0.3 m0–0.5 m0 for
electrons and 0.32 m0–0.77 m0 for holes. Note that for the
assumption of a Franz-type dispersion relation,35 effective
electron masses in the range of 0.41 m0 to 0.61 m0 have
been found.56–60 In the simulator Minimos-NT values of
mdiel� e = 0
5 m0 and mdiel� h = 0
8 m0 have been applied, in
accordance to the device simulator Dessis.51

Note, however, that the assumption of a constant elec-
tron mass in the dielectric is no more justified for ultra-
thin SiO2 layers. Here it was found both experimentally61

and theoretically62–64 by means of tight-binding simula-
tions that the tunneling mass increases by almost 50% as
the dielectric thickness is decreased down to 1 nm. They
also present the fit formula m′

diel� e/mdiel� e = c+�atdiel	
−b to

Table I. Dielectric permittivity k/k0, band gap energy �g, con-
duction band offset (�c, and valence band offset (�v of various
dielectric materials. Values are taken from.73� 116–121

k/k0 �g (�c (�v

(1) (eV) (eV) (eV)

SiO2 3.9 8.9–9.0 3.0–3.5 4.4–4.9
Si3N4 7.0–7.9 5.0–5.3 2.0–2.4 1.5–2.0
Ta2O5 23.0–26.0 4.4–4.5 0.3–1.50 1.9–3.0
TiO2 39.0–170.0 3.0–3.5 0.0–1.1 1.2–2.0
Al2O3 8.0–10.0 8.7–9.0 2.7–2.8 4.8–5.1
ZrO2 12.0–25.0 5.0–7.8 1.4–2.5 2.2–5.3
HfO2 16.0–30.0 4.5–6.0 1.5 1.9–3.4
Y2O3 4.4–18.0 5.5–6.0 1.3–2.3 2.2–3.6
ZrSiO4 3.8–12.6 4.5–6.0 0.7–1.5 2.7–3.4
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Table II. Values of the effective electron (mdiel� e) and hole
(mdiel� h) mass in SiO2.57

tdiel mdiel� e/m0 mdiel� h/m0

(nm) (1) (1) Reference

100 0
42 65
100–12 0
5 122
6–3 0
32 123
3.5–1.5 0
5 124
3.5–2.2 0
5 60
6.5–1.56 0
5 0
42 125
5–2 0
437 0
437 69
3.6–1 0
4 0
32 2

0
5 0
77 51

describe the thickness dependence of the tunneling mass,
with m′

diel� e being the corrected value and parameter values
of c = 0
706, a= 0
708 nm−1, and b = 1
004 for parabolic
effective-mass calculations.

2.6. Compact Models

For the application in practical device simulation it is
desirable to use compact models which do not require
large computational resources. The most commonly used
model to describe tunneling is the Fowler-Nordheim
formula:65

J = q3meff

8�mdielhq*B

E2
diel exp

(
−4

√
2mdiel�q*B	3

3�qEdiel

)

 (15)

This expression can be derived from the Tsu-Esaki for-
mula (1) by the assumption of zero temperature, a tri-
angular energy barrier, and equal materials on both sides
of the dielectric. Thus, it is not valid for direct tunnel-
ing where the barrier is of trapezoidal shape. Furthermore,
q*B denotes the difference between the Fermi energy in
the electrode and the conduction band edge in the dielec-
tric, and not the conduction band offset, as often wrongly
assumed.

Schuegraf and Hu derived correction terms for this
expression to make it applicable to the regime of direct
tunneling66

J = q3meff

8�mdielhq*BB1

E2
diel exp

(
−4

√
2mdiel�q*B	3B2

3�qEdiel

)
�

(16)
with the correction terms B1 and B2 given as

B1 =
(

1−
(

1− qEdieltdiel

q*B

)1/2)2

� (17)

B2 =
(

1−
(

1− qEdieltdiel

q*B

)3/2)

 (18)

For a triangular barrier the correction factors become B1 =
B2 = 1 and the expression simplifies to (15). Note that (15)
is only valid to describe tunneling between materials

without work function difference since in the deriva-
tion a triangular barrier with slope equal to the Fermi
energy differences divided by the dielectric thickness is
assumed.67� 68

2.7. Simulation Results for MOS Transistors

2.7.1. Tunneling Paths

Tunneling in an MOS transistor can be separated into a
path between the gate and the channel, and a path between
the gate and the the source and drain extension areas.69

Tunneling in the source and drain extension areas can
exceed tunneling in the channel by orders of magnitude.
This is related to two effects: First, instead of n-p or p-n
tunneling, n-n or p-p tunneling prevails. Second, the poten-
tial difference and thus the bending of the energy barrier
is high. This increased tunneling current in the source and
drain extension areas can be a serious problem if mea-
surements are performed on long-channel MOSFETs to
characterize their short-channel pendants, because the edge
tunneling currents exceed the channel tunneling current by
orders of magnitude. Furthermore, there is a fundamen-
tal difference between tunneling in MOS transistors and
MOS capacitors.67� 70 In contrast to MOS transistors, MOS
capacitors which are biased in strong inversion cannot sup-
ply the amount of carriers as predicted by the tunneling
model. This effect is termed substrate-limited tunneling,
because the tunneling current is limited by the generation
rate in the substrate. In the channel of an inverted MOS
transistor, on the other hand, carriers can always be sup-
plied by the source and drain contacts.

The typical shape of the gate current density in turned-
off nMOS and pMOS devices is depicted in Figure 9.18

A SiO2 gate dielectric thickness of 2 nm and an accep-
tor/donor doping of 5× 1017 cm−3 and polysilicon gates
has been chosen. In the nMOS device the majority elec-
tron tunneling current always exceeds the hole tunneling
current due to the lower electron mass and barrier height
(3.2 eV instead of 4.65 eV for holes). In the pMOS capac-
itor, however, the majority hole tunneling exceeds elec-
tron tunneling only for negative and low positive bias. For
positive bias the conduction band electron current again
dominates due to its much lower barrier height.

The Tsu-Esaki model with an analytical WKB transmis-
sion coefficient is in good agreement with measured data
for devices with different gate lengths and bulk doping as
shown in Figure 10 for nMOS (top) and pMOS devices
(bottom).71 The simulations in this Figure have been per-
formed using the device simulator Minimos-NT.72 It can
be seen that the gate current can be reproduced over a
wide range of dielectric thicknesses with a single set of
physical parameters. The compact tunneling models are
compared in Figure 12 for an nMOS structure with 3 nm
dielectric thickness. The Schuegraf model fails to describe
the tunneling current density at low bias. For high bias it
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Fig. 9. Tunneling current components in an nMOS (top) and a pMOS
(bottom) device with 2 nm dielectric thickness. The insets show the
approximate shape of the band edge energies, with the gate contact
located at the right side.

may be used to obtain an estimate of the gate current. The
Fowler-Nordheim model totally fails for this application.

2.7.2. Hot Carrier Tunneling

The distribution function in the channel of a turned-on
MOS transistor heavily deviates from the shape implied
by a Fermi-Dirac or Maxwellian distribution. A model
for the non-Maxwellian shape of the distribution func-
tion was presented which accurately reproduced the carrier
energy distribution along the channel. The Maxwellian dis-
tribution underestimates the distribution of high-energy
electrons in the channel of turned-on devices, while the
heated Maxwell overestimates it. To check the impact
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Fig. 10. Comparison of the gate current predicted by the Tsu-Esaki
model using an analytical WKB method for the transmission coefficient
with measurements of a nMOS (top) and pMOS (bottom) transistor.71

of this wrong high-energy behavior, the integrand of the
Tsu-Esaki formula, namely the expression TC��	N ��	
has been evaluated for a standard device, as shown in
the upper part of Fig. 11, and compared to Monte Carlo
results.18� 19 The simulated device had a gate length of
100 nm and a gate dielectric thickness of 3 nm. While at
low energies the difference between the non-Maxwellian
distribution function (5) and the heated Maxwellian dis-
tribution (6) seems to be negligible, the amount of over-
estimation of the incremental gate current density for the
heated Maxwellian distribution reaches several orders of
magnitude at 1 eV and peaks when the electron energy
exceeds the barrier height. This spurious effect is clearly
more pronounced for points at the drain end of the
channel where the electron temperature is high. The
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Fig. 11. Integrand of Tsu-Esaki’s equation (left) and gate current den-
sity along the channel (right) of a MOSFET with 100 nm gate length and
3 nm gate dielectric thickness.18� 19

non-Maxwellian shape of the distribution function, indi-
cated by the full line, reproduces the Monte Carlo results
very well.

The region of high electron temperature is confined to
only a small area near the drain contact, as shown in the
lower part of Figure 11, where the gate current density
along the channel is compared to Monte Carlo results.
At the point of the peak electron temperature, which is
located at approximately x= 0
8Lg, the heated Maxwellian
approximation overestimates the gate current density by a
factor of almost 106. It will therefore have a large impact
on the total gate current density. The cold Maxwellian
approximation underestimates the gate current density in
this region, while the non-Maxwellian distribution cor-
rectly reproduces the Monte Carlo results.

–3 –2 –1 0 1 2 3

Gate bias [V]

10–2

10–4

10–6

10–8

10–10

10–12

10–14

100

G
at

e 
cu

rr
en

t d
en

si
ty

 [
A

cm
–2

]

Measurements

Tsu-Esaki

Schuegraf

Fowler-Nordheim

Fig. 12. Comparison of the compact model results with measurements
of an nMOS structure.69

The non-Maxwellian shape yields excellent agreement,
while the heated Maxwellian approximation substantially
overestimates the gate current density especially near the
drain region. Instead of the heated Maxwellian distribution
it appears to be better to use a cold Maxwellian distri-
bution in that regime since it leads to a comparably low
underestimation of the gate current density.

2.8. Non-Volatile Memories Based on
Layered Dielectrics

One of the most important figures of merit of a non-
volatile memory cell is its Ion/Ioff− ratio: A high on-current
leads to low programming and erasing times, and a low
off-current increases the retention time of the device. This
ratio can be increased if, for a given device, the tunneling
current in the on-state (the charging/discharging current)
is increased or, in the off-state (during the retention time),
decreased. With a single-layer dielectric it is not possible
to tune on- and off-current independently. However, if the
tunnel dielectric is replaced by a dielectric stack of varying
barrier height as shown in Figure 18, it becomes possible.
In this figure the device structure and the conduction band
edge in the on- and off-state are shown. The device con-
sists of a standard EEPROM structure, where the tunnel
dielectric is composed of three layers. The middle layer
has a higher energy barrier than the inner and outer layers.
The flat-band case is indicated by the dotted lines.

In the on-state a high voltage is applied on the top con-
tact. The middle energy barrier is strongly reduced and
gives rise to a high tunneling current. If the dielectric
would consist of a single layer, the peak of the energy bar-
rier would not be reduced. Thus, the on-current is much
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higher for the layered dielectric. In the off-state a low neg-
ative voltage—due to charge stored on the memory node—
is applied. The middle barrier is only slightly suppressed
and blocks tunneling. The off-current is only slightly lower
than for a single-layer dielectric. This behavior results in a
high Ion/Ioff ratio. A high suppression of the middle barrier
in the on-state requires a low permittivity of the outer lay-
ers so that the potential drop in the outer layers is high.73

This device design was first proposed by Capasso et al. in
198874 based on AlGaAs-GaAs devices and later used by
several authors,23� 75 where it became popular as crested-
barrier memory75 or VARIOT (varying oxide thickness
device23).

The gate current density of the device depicted in
Figure 18 is shown as a function of the gate bias in
Figure 19. A stack thickness of 5 nm was chosen. Since
the middle layers must have a high band gap, only few
material combinations are possible. For the simulations
middle layers of Al2O3 and SiO2 have been chosen, with
outer layers of Y2O3, Si3N4, and ZrO2. For comparison
full SiO2 and Si3N4 stacks have also been simulated (the
dotted and dash-dotted lines). While Y2O3 shows a very
high off-current, stacks with outer layers of Si3N4 or ZrO2

and Al2O3 as middle layer show good ratios between the
on-state (positive gate bias) current density and the off-
state (negative gate bias) current density.

The important figure of merit, however, is the Ion/Ioff -
ratio. In Figure 20 the Ion/Ioff -ratio is shown for Si3N4 and
ZrO2 stacks with SiO2 and Al2O3 middle layers as a func-
tion of the thickness of the middle layer. Also shown is
the ratio for a layer of SiO2 and Si3N4 alone. It is obvi-
ous that the ratio strongly depends on the thickness of
the middle layer, and both minima and maxima can be
observed. Only outer layers of Si3N4 lead to a significantly
increased performance as compared to full layers of SiO2

or Si3N4. A middle layer thickness around 1–2 nm for the
assumed 6 nm stack gives optimum performance for this
application. Note however, that in these simulations no
trap-assisted tunneling was assumed.

3. DEFECT-ASSISTED TUNNELING

Besides direct tunneling, which is a one-step tunneling
processes, defects in the dielectric layer give rise to tun-
neling processes based on two or more steps. This tun-
neling component is mainly observed after writing-erasing
cycles in non-volatile memory devices. It is generally
assumed that this is due to traps which arise in the dielec-
tric layer. The increased tunneling current at low bias
(stress-induced leakage current or SILC) is mainly respon-
sible for the degradation of the retention time of these
devices.76 SILC has been widely studied and modeled in
MOS capacitors77–79 and EEPROM devices.80 This section
gives a brief overview of trap-assisted tunneling models

and elaborates on describes an inelastic trap-assisted tun-
neling model which was included in the device simulator
Minimos-NT.

3.1. Model Overview

A frequently used model is the generalized trap-assisted
tunneling model presented by Chang et al.81� 82 The current
density reads

J = q
∫ tdiel

0
ANT�x	

P1�x	P2�x	

P1�x	+P2�x	
dx� (19)

where A denotes a fitting constant, NT�x	 the spatial trap
concentration, and P1 and P2 the transmission coefficients
of electrons captured and emitted by traps. A similar
model was used by Ghetti et al.83

J =
∫ tdiel

0
CTNT�x	

JinJout

Jin + Jout

dx� (20)

who assumed a constant capture cross section CT for the
traps. The symbols Jin and Jout denote the capture and
emission currents. Essentially the same formula was used
by other authors as well.84� 85 Considerable research has
been done by Ielmini et al.86–89 who describe inelastic TAT
and also take hopping conduction into account.90� 91 They
derive the trap-assisted current by an integration along the
dielectric thickness and energy

J =
∫ tdiel

0
dx
∫ �max

�min

J̃ ��T� x	 d��

where J̃ denotes the net current flowing through the dielec-
tric, given as the difference between capture and emission
currents through the left and right side of the dielectric

J̃ ��T� x	 = Jcl − Jel = Jer − Jcr = qN ′
TWc

(
1− fT��T� x	

fl��T� x	

)
�

where fT is the trap occupancy, �T the trap energy, Wc

the capture rate, and fl the energy distribution function at
the left interface. The symbol N ′

T denotes the trap concen-
tration in space and energy. Ielmini further develops the
model to include transient effects and notes that in this
case, the net difference between current from the left and
right interfaces equals the change in the trap occupancy
multiplied by the trap charge

�Jcl − Jel	+ �Jcr − Jer	 = qNT

0fT

0t
(21)

3.2. Inelastic Multiphonon-Emission
Trap-Assisted Tunneling

Experimental evidence has been reported that SILC is
caused by inelastic trap-assisted tunnel transitions.76� 92–96

A detailed model for inelastic, trap-assisted tunneling by
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Fig. 13. Trap-assisted tunneling transition by inelastic phonon emission.
Electrons are captured from the cathode, relax to the trap energy level
�0 by the emission of phonons, and are emitted to the anode.97

means of multiphonon emission has been presented by
Herrmann and Schenk97 and modified versions have been
used by other authors as well.38� 98–100 The trap-assisted
tunneling process is modeled via inelastic phonon-assisted
transitions as shown in Figure 13.97� 99� 101 Electrons are
captured from the cathode, relax to the energy of the trap
�0 by phonon emission with energy m�1, and are emitted
to the anode. The trap-assisted tunneling current is found
by integration over the dielectric thickness

Jt = q
∫ tdiel

0

NT�x	

#c�x	+ #e�x	
dx� (22)

where NT�x	 is the trap concentration and #c�x	 and #e�x	
denote the capture and emission times calculated from

#−1
c �z	 =

∫ �

�0

cn��� x	Tl��	fl��	 d� (23)

#−1
e �z	 =

∫ �

�0

en��� x	Tr��	�1− fr��		 d�
 (24)

In these expressions, cn and en denote the capture and
emission rates, computed as

cn��� x	 = c0

∑
m

Lm3��−�m	 (25)

en��� x	 = c0 exp
(
−�−�T

kBTL

)∑
m

Lm3��−�m	 (26)

with c0 = �4�	2r2
T��50	

3/���g�SiO2
	 and ��50	 =

�q2
�

2F 2/�2 m		1/3. The symbols fl and fr the Fermi dis-
tributions, Tl and Tr the transmission coefficients from the
left and right side of the dielectric, F the electric field in
the dielectric, and �g�SiO2 the band gap of SiO2. A constant
trap radius rT is assumed. The transmission coefficients
were evaluated by a numerical WKB method, which
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yields reasonable accuracy for single-layer dielectrics.
This model has been implemented in the device simulator
Minimos-NT. Figure 14 shows a comparison with exper-
imental data for MOS capacitors,93 where the transition
from the trap-assisted tunneling regime at low bias to the
Fowler-Nordheim tunneling regime at high bias is clearly
visible.

3.3. Transient Trap Charging

To predict the transient behavior of fast switching pro-
cesses, the charging and discharging dynamics of the traps
must be considered. The concentration of occupied traps
at position x and time t is generally described by the rate
equation

NT�x	
dfT�x� t	

dt
= NT�x	

1− fT�x� t	

#c�x� t	
−NT�x	

fT�x� t	

#e�x� t	

where #c and #e describe the capture and emission time of
the trap. For the stationary case, the time derivative on the
left-hand side is zero:

1− fT�x� t	

#c�x� t	
= fT�x� t	

#e�x� t	
= R�x	 (27)

From (27) and the incremental gate current density
dj�x	 = qR�x	NT�x	dx, expression (22) can be derived.97

For the transient case, the time constants must be evaluated
in each time step. The occupancy function can be calcu-
lated iteratively by fT�x� ti	 = Ai +BifT�x� ti−1	 where Ai

and Bi depend on the capture and emission times at the
time step ti by100

Ai =
#−1

c �z� ti	(ti

1+Ci

� Bi =
1−Ci

1+Ci

� Ci =
#−1

m �z� ti	(ti

2



J. Comput. Theor. Nanosci. 2, 26–44, 2005 37



R
E

V
IE

W
Gate Current Modeling for MOSFETs Gehring and Selberherr

In these expressions (ti = ti − ti−1 and ti denote the dis-
cretized time steps, and #−1

m = #−1
c + #−1

e . Once the time-
dependent occupancy function in the dielectric is known,
the tunnel current through an interface at time ti is

Jl�r�ti	 = q
∫ tdiel

0
NT�x	#−1

l�r �x� ti	 dx (28)

where l,r denotes the considered interface (left or right)
and the time constants #l and #r are calculated from

#−1
l�r �x� ti	 = #−1

cl�r�x� ti	− fT�x� ti	9#
−1
cl�r�x� ti	+ #−1

el�r�x� ti	:

with the respective values of the capture and emission
times to the left and right interface #cl�r and #el�r . Note that
the current through the two interfaces is, in general, not
equal. Only after the trap charging processes are finished,
the capture and emission currents at the interfaces are in
equilibrium.

By comparison with the step response of MOS capac-
itors, this model can be used to characterize the trap
concentration, energy, and trap radius rT. As an exam-
ple, Figure 17 shows the step response of two pMOS
capacitors with ZrO2 dielectrics fabricated using MOCVD
(metal-organic chemical vapor deposition) and afterwards
annealed under different ambient conditions.5 The gate
voltage is first fixed at a value of 2.5 V to achieve a steady
initial trap occupation and is then turned off. The resulting
transient gate current peak exceeds the static gate current
by orders of magnitude. Especially for the oxide annealed
in forming gas atmosphere, the gate current decays very
slowly with a time constant in the order of a second. This
may be caused by a different trap distribution in the oxide
or even different trap energy levels which lead to a dif-
ferent time constant for the discharging process.102 The
measurements can be fitted assuming the trap concentra-
tions indicated in the Figure.

3.4. Degradation Modeling

Several models have been proposed to describe the trap
generation process which is responsible for the gradual
degradation of the dielectric layer in non-volatile memo-
ries over time.103 One of the most frequently encountered
models is the anode hole injection (AHI) model, where
the tunneling electrons cause impact ionization of holes in
the substrate which are injected back into the oxide.104� 105

Other models such as the anode hydrogen release (AHR)
model106 assume that electrons injected into the substrate
have enough energy to release hydrogen ions present at
the Si-SiO2 interface. However, it has been shown that
MOS devices annealed in deuterium still show similar
breakdown characteristics, which makes the AHR model
questionable.107 A further model is the thermochemical
model proposed by McPherson et al., 108 which describes
the generation of traps in the dielectric due to the pres-
ence of a strong electric field which breaks up weak bonds.

However, a comprehensive and commonly accepted model
is still lacking.

In accordance with Ghetti103 we distinguish three pro-
cesses which happen sequentially and finally trigger break-
down. Starting from a fresh dielectric layer with a low
trap concentration, the direct tunneling current gives rise
to the creation of neutral defects. Contrary to,104 trap gen-
eration is based on the injected charge alone, taking into
account all tunneling components. The generated defects
cause trap-assisted tunneling, leading to two effects. First,
some of the existing traps become occupied by electrons,
which changes the threshold voltage of the device. Second,
new defects are created in the dielectric layer. The loca-
tion of the traps is assumed to be random with a uni-
form distribution within the layer, while a constant energy
level and a specific charge state (positive or negative) is
assumed. Finally, if a conductive path through the dielec-
tric is formed, a localized breakdown occurs and the cur-
rent density increases according to the conductivity of the
dielectric layer.

While the neutral defects cause trap-assisted tunneling
and gate leakage, only the occupied traps lead to a shift
of the threshold voltage. This is modeled by an additional
space charge ��x	 = QTNT�x	fT�x	 in the Poisson equa-
tion, where fT denotes the trap occupancy and QT the trap
charge state. Note that the assumption of phonon-assisted
tunneling implies that, depending on the bias conditions,
only a fraction of the traps in the dielectric layer is really
occupied.100 The neutral defects create percolation paths
in the dielectric, which eventually connect the gate with
the substrate.109 In Minimos-NT the traps are placed ran-
domly, and the defect concentration NT is assumed to be
proportional to the total injected charge per area Qi via
NT = CQ<

i , as proposed by Degraeve et al., 110 who found
values of C = 5
3×10−19 cm−1
88As−0
56 and < = 0
56 for
dielectric thicknesses between 7.3 and 13.8 nm. As soon
as a percolation path through the dielectric is created, the
dielectric layer loses its insulating behavior and the cur-
rent suddenly increases. Figure 15 shows a cross section
of the gate dielectric layer where the dark spots mark
traps. The corresponding gate current density is shown in
Figure 16 as a function of time for different gate voltages
assuming an initial trap concentration of 1016 cm−3. The
time-to-breakdown strongly decreases and the gate leakage
strongly increases with higher gate bias. After breakdown
the gate current density can no more be described by a tun-
neling process. Measurements indicate that the gate current

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
x [µm]

0.
00

0.
01

y 
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m
]
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Fig. 15. Two-dimensional cut through the dielectric layer simulated
with Minimos-NT and showing the random trap placement (darks spots).
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Fig. 16. Dielectric breakdown of a 3 nm SiO2 layer as a function of
gate bias.

after breakdown can be described by a point contact con-
duction model.111 In this model, the gate current is related
to the gate voltage by a simple power law I =KV

p
G , where

the parameter K reflects the size of the breakdown spot,
and the parameter p is in the range of 2–5.112–114 Miranda
et al.112 noted that the values of p and K are statistically
correlated: An introduction of the area prefactor K comes
with a reduction of the slope p. However, no physically
sound model is available to describe this behavior.

4. MODEL COMPARISON

This paper outlined a number of tunneling models useful
for the simulation of tunneling at the device simulation
level. For practical applications, however, it is often not
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Fig. 17. Transient trap charging currents for a ZrO2 layer fabricated by
MOCVD and annealed under different ambient atmospheres.5� 102

On
V = 4V

Off
V = –1V

n+ n+p–

1
2
3

J J

2

31 1

2

3

Fig. 18. Device structure and operating principle of a non-volatile mem-
ory based on crested barriers.75

clear which model to select for the application at hand.
Therefore, Table III summarizes the main model features
and also gives the approximate computational effort. The
following points can be concluded:

• Especially the Fowler-Nordheim and Schuegraf mod-
els have a very low computational effort since they are
compact models. However, they do not correctly repro-
duce the device physics and can only be used after careful
calibration.
• The Tsu-Esaki formula with the analytical WKB

or Gundlach method for the transmission coefficient
combines moderate computational effort with reasonable
accuracy. This approach can be used for the simulation of
tunneling in devices with single-layer dielectrics.
• The inelastic TAT model allows simulation of all

effects related with traps in the dielectric and poses only
moderate computational effort. This model can be used

Table III. A hierarchy of tunneling models and their properties:
Fowler-Nordheim model (FN), Schuegraf-model (SM), Tsu-Esaki
model with analytic WKB transmission coefficient (TA), Tsu-Esaki
model with Gundlach transmission coefficient (TG), Tsu-Esaki model
with numeric WKB transmission coefficient (TN), Tsu-Esaki model
with transfer-matrix method (TT), Tsu-Esaki model with QTB method
(TQ), TA…Inelastic trap-assisted tunneling model.

FN SM TA TG TN TT TQ TA

FN tunneling � � � � � � �

Direct tunneling � � � � � �

EVB tunneling � � � � �

process
QM current � � �

oscillations
Dielectric stacks � � �

Trap-assisted �

tunneling
Trap occupancy �

modeling
Transient TAT �

Computational low low high high high
effort
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Fig. 19. Gate current density as a function of the gate bias for different
materials of the middle layer, compared to full SiO2 and Si3N4 layers.

for the simulation of leakage in EEPROMs or trap-rich
dielectric devices.
• The Tsu-Esaki model with the numerical WKB,

transfer-matrix, or QTB method to calculate the trans-
mission coefficient represents the most accurate method
usable for the simulation of tunneling through dielectric
stacks, however, with high computational effort. If one is
also interested in the wave functions, the transfer-matrix
method should be used with care to avoid numerical
overflow.
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Fig. 20. Ratio between the on-current and the off-current as a function
of the middle layer thickness for different materials of the outer layers
(Si3N4 and ZrO2) and middle layers (Al2O3 and SiO2), compared to the
resulting current density using full layers of SiO2 and Si3N4.

• If tunneling in turned-on devices is studied, the cor-
rect shape of the energy distribution function in the chan-
nel must be taken into account using a supply function
based on a non-Maxwellian distribution function, such as
(29) or (30). Using a cold Maxwellian distribution instead
leads to a underestimation of the gate current density.

5. SUMMARY AND CONCLUSION

We presented a hierarchy of tunneling models for semi-
conductor device simulation. Higher-order transport mod-
els are found suitable for the description of hot-carrier
tunneling, where the correct modeling of the carrier distri-
bution in energy is crucial. Common methods to estimate
the transmission coefficient of energy barriers have been
reviewed, and an overview of advantages and shortcom-
ings of the different methods was given. For cold electron
tunneling (turned-off devices) and strong channel doping,
gate leakage is dominated by quasi-bound state tunneling
which must be taken into account in addition—and not
instead of—the conventional Tsu-Esaki formula. The cor-
rect representation of the distribution function is crucial for
tunneling in turned-on devices, where the use of a heated
Maxwellian distribution severely overestimates the result-
ing current density. To describe gate dielectric degrada-
tion we propose to link an inelastic trap-assisted tunneling
model to the occurrence of dielectric wearout and break-
down phenomena in dielectrics. This method also accounts
for fast transient charging and discharging processes.

Although these models represent the state-of-the-art at
the device simulation level, open questions remain. These
comprise the use of a constant effective mass in the dielec-
tric layer, which contradicts ab-initio studies, the contro-
versial issue of image force correction, and the modeling
of high-k insulator reliability issues, which are still not
fully understood.

APPENDIX A: SUPPLY FUNCTION FOR
NON-MAXWELLIAN DISTRIBUTION

With expression (5) for the distribution function and the
assumption of a Fermi-Dirac distribution in the polysilicon
gate, the supply function (2) becomes

N��	 = A1

�ref

b
?i

(
1
b

�

(
�

�ref

)b)
−A2kBTL ln

(
1+ exp

(
−�+(�c

kBTL

))
� (29)

where ?i�<��	 denotes the incomplete gamma function

?i�x� y	 =
∫ �

y
exp�−<	<x−1 d<


In (29) the explicit value of the Fermi energy was replaced
by the shift of the two conduction band edges (�c. Using
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the accurate shape of the distribution (6), the expression
for the supply function becomes

N��	 = A1

�ref

b
?i

(
1
b

�

(
�

�ref

)b)
A1ckBT2 exp

(
− �

kBTL

)
−A2kBTL ln

(
1+ exp

(
−�+(�c

kBTL

))
(30)

for a Fermi-Dirac distribution in the polysilicon gate.
These expressions can be used instead of (3) to account
for hot-carrier tunneling.

APPENDIX B: NORMALIZATION OF THE
DISTRIBUTION FUNCTION

When implementing the analytical expressions for the dis-
tribution function and the supply function into a device
simulator it is necessary to assure consistency: the carrier
concentration defined by the analytical distribution func-
tion must match the carrier concentration from the trans-
port model used. Therefore, the normalization prefactor A
has to be evaluated from

n = �1	 = 1
4�3

∫
f �k	d3k
 (31)

This equation can be transformed to spherical coordinates
using k = �k2

x +k2
y +k2

z 	
1/2

n = 1
4�3

∫ �

−�
d<
∫ �

0
sin A dA

∫ �

0
f �k	k2 dk
 (32)

For a parabolic dispersion relation we have dk =
meff/k�2d� which finally leads to

n =
∫ �

0
f ��	

4�
√

2m3
eff

h3

√
� d�� (33)

where the integration is performed from the conduction
band edge �c = 0. For a Maxwellian or heated Maxwellian
distribution (expression (4)), the normalization constant
evaluates to

A = nh3

4��kBT!	
3/2 ?

(
3
2

)√
2m3

eff

(34)

where T! is either the lattice temperature (for the assump-
tion of a Maxwellian distribution) or the carrier tem-
perature (for the assumption of a heated Maxwellian
distribution). Using the non-Maxwellian distribution (5)
the normalization constant evaluates to

A = nh3b

4��3/2
ref ?

(
3

2b

)√
2m3

eff

� (35)

while for expression (6) it is

A = nh3

4�

(
�1/2

ref

b
?

(
3

2b

)
+ c�kBTL	3/2?

(
3
2

))√
2m3

eff


 (36)

APPENDIX C: THE
TRANSFER-MATRIX METHOD

If an arbitrary potential barrier is segmented into N regions
with constant potentials the wave function in each region
can be written as the sum of an incident and a reflected
wave115 �j�x	 = Aj exp�ıkjx	 + Bj exp�−ıkjx	 with the
wave number kj =

√
2mj��−Wj	/�. The wave ampli-

tudes Aj , Bj , the carrier mass mj , and the potential energy
Wj are assumed constant for each region j . With inter-
face conditions for continuity of the wave function and its
derivative at each layer interface, the transmitted wave of
a layer relates to the incident wave by a complex transfer
matrix: (

Aj

Bj

)
= T j

(
Aj−1

Bj−1

)
2 ≤ j ≤ N
 (37)

The transfer matrices are of the form

T j =
1
2



(
1+ kj−1

kj

)
B−kj

(
1− kj−1

kj

)
B−kj

(
1− kj−1

kj

)
Bkj

(
1+ kj−1

kj

)
Bkj


×
(

Bkj−1 0

0 B−kj−1

)
2 ≤ j ≤ N� (38)

with the phase factor B = exp�ı(�j −2		. The transmitted
wave in Region N can then be calculated from the incident
wave by subsequent multiplication of transfer matrices:(

AN

BN

)
= ∏

j =2

N

T j

(
A1

B1

)

 (39)

If it is assumed that there is no reflected wave in Region
N and the amplitude of the incident wave is unity, (39)
simplifies to (

AN

0

)
=
(

T11 T12

T21 T22

)(
1

B1

)
� (40)

and the transmission coefficient can be calculated from (7).
Note that the straightforward calculation of AN from3

AN = T11 −T12

T21

T22

(41)

may lead to erroneous results due to the subtraction of
numbers which have been derived by subsequent matrix
multiplications. Instead, it can be shown that det T =
T11T22 − T12T21 = 1, and therefore the amplitude of the
transmitted wave is simply AN = 1/T22.

APPENDIX D: THE
QUANTUM-TRANSMITTING
BOUNDARY METHOD

An efficient method to solve the Schrödinger equation
with open boundary conditions has been proposed by
Frensley.31 The method is based on the tight-binding
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quantum-transmitting boundary method introduced by
Lent.30 Using a simple finite-difference approximation on
an equidistant grid with an effective mass mj and a grid
spacing (x, the stationary one-dimensional Schrödinger
equation reads

− �
2

2 ·m
��i−1	−2��i	+��i+1	

(x2
+�W�i	−�	��i	= 0

(42)
Assuming a grid spacing Xi = i(x, the wave function at
position xi consists of an incident and a reflected part, with
amplitudes I�i	 and R�i	33

��i	 = I�i	 · exp�ı ·kx�i	 · i ·(x	

+R�i	 · exp�−ı ·kx�i	 · i ·(x	 (43)

At position xn it is assumed that there is no reflected wave.
The transmitting boundary conditions relate the wave func-
tions outside of the simulation domain ��−1	 and ��n+
1	 to the wave functions inside the simulation domain:

��n	 = I�n	 · exp�ı ·kx�n	 ·n ·(x	

→ ��n+1	 = I�n	 · exp�ı ·kx�n	 · �n+1	 ·(x	

��0	 = I�0	+R�0	

→ ��−1	 = I�0	 · exp�−ı ·kx�0	 ·(x	

+R�0	 exp�ı ·kx�0	 ·(x	

Assuming the transmitted wave amplitude with I�n	 = 1
allows to calculate the values of the wave function ��n−
1	, ��n−2	, 
 
 
 recursively via

��i−1	 =
(

2+ 2 ·m ·(x2

�2
�W�i	−�	

)
·��i	−��i+1	

(44)
Finally, the values of ��0	 and ��−1	 determine the
amplitude of the incoming wave I�0	, and the transmission
coefficient is calculated as TC = 
I�n	/I�0	
2. Note that
the quantum transmitting boundary method overcomes the
numerical problems usually encountered in transfer-matrix
calculations.24 It can thus safely be used for the evalu-
ation of the transmission coefficient of arbitrary stacked
dielectric layers.
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