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Editorial

This volume contains the extended abstracts of the 11th International Workshop on Computational
Electronics, IWCE-11, held at TU Wien on May 25–27, 2006. Over the years the workshop has become
the main international forum for discussions on the current trends and future directions for computational
electronics. The workshop continues a series of events initiated in 1992, when the first IWCE was organized
by the Beckmann Institute of the University of Illinois. The following events were held at the University
of Leeds, UK (August 1993), Portland, Oregon, USA (May 1994), Arizona State University, Tempe, USA
(November 1995), University of Notre Dame, South Bend, USA (May 1997), Osaka University, Japan
(September 1998), University of Glasgow, UK (May 2000), University of Illinois, Urbana, USA (October
2001), University of Rome, Monte Porzio Catone, Italy (May 2003), and Purdue University, West Lafayette,
USA (October 2004). Additional information can be found on the web site http://www.iwce.org.

The scientific program of IWCE-11 is organized in a single-session format and comprises 8 invited
lectures, 43 contributed talks, and 135 poster presentations. The program covers traditional topics of
Technology CAD, Monte Carlo and molecular dynamics methods, optical processes, quantum transport as
well as emerging areas of molecular and organic electronics, nano-bio electronics, and alternative computing
architectures.

The distribution of the abstracts reflects the international nature of the workshop: 43 from the USA, 26
from Italy, 22 from Austria, 18 from Germany, 10 from France, Spain, and the United Kingdom, 8 from
Japan, 6 from China, 4 from Korea and Switzerland, 2 from Canada, Greece, Hungary, India, Lithuania,
Mexico, and Taiwan, and 1 from Algeria, Argentina, Belgium, Czech Republic, Ireland, New Zealand,
Poland, Slovakia, Sweden, and The Netherlands.

A companion workshop on Modeling of Reliability Issues is held on the day before IWCE-11. A
special focus is put on bias temperature instability (NBTI and PBTI), a topic on which 11 invited speakers
summarize their findings.

The book of abstracts is printed from camera-ready manuscripts provided by the authors. The editors are
not responsible for any inaccuracies, comments, or opinions given in the extended abstracts.

We would like to express our sincere appreciation to the authors for their effort to provide high-quality
contributions and respecting the abstract preparation guidelines.

We thank the International Advisory Committee for the nomination of the invited speakers and the
Program Committee for careful evaluation of the submitted abstracts.

Hans Kosina
Siegfried Selberherr

Institute for Microelectronics
TU Wien, May 2006
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A. Schenk ETH Zürich Switzerland
M. Stettler Intel Corporation USA

Supporting Organizations

austriamicrosystems AG
Austrian Research Centers

Infineon Technologies Austria AG
Gesellschaft für Mikro- und Nanoelektronik

IWCE-11 receives technical co-sponsorship from the IEEE Electron Devices Society.



PROGRAM
International Workshop on Computational Electronics (IWCE-11)

Wednesday, 24 May 2006

09:00 - 17:10 Companion Workshop: Modeling of Reliability Issues

Thursday, 25 May 2006

08:30 - 10:15 Session 1: Technology CAD

10:45 - 12:30 Session 2: Monte Carlo 1

14:30 - 16:00 Session 3: Monte Carlo 2

16:15 - 18:15 Poster Session 1: TCAD, Monte Carlo, Molecular Devices, Biological Systems

Friday, 26 May 2006

08:30 - 10:15 Session 4: Quantum Transport 1

10:45 - 12:30 Session 5: Quantum Transport 2

14:30 - 16:00 Session 6: Optoelectronic Devices

16:15 - 18:15 Poster Session 2: Quantum Transport, Optoelectronic Devices

Saturday, 27 May 2006

08:30 - 10:15 Session 7: Nanotubes and Nanowires

10:45 - 12:30 Session 8: Molecular Devices and Ab-Initio Methods

14:30 - 16:00 Session 9: Biological Systems

i



ii



TABLE OF CONTENTS
International Workshop on Computational Electronics (IWCE-11)

Thursday, 25 May 2006

Session 1: Technology CAD
Chairperson: S. Goodnick

08:30 Welcome
H. Kosina and S. Selberherr

08:45 Calculating Future CMOS and CMOS Future – Where Industry
Needs Academia (Invited) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
T. Skotnicki and H. Jaouen
STMicroelectronics, France

09:15 A Novel Approach to Three-Dimensional Semiconductor Process Simulation:
Application to Thermal Oxidation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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K. Gärtner
WIAS, Germany

xiii



Poster Session 2 (16:15-18:15)

Quantum Transport

P71 Shot Noise in Transport Through Quantum Dots: Clean versus Disordered Samples . 207
F. Aigner, S. Rotter, and J. Burgdörfer
TU Wien, Austria

P72 Effect of Elastic Processes and Ballistic Recovery in Silicon Nanowire Transistors . . . . 209
D. Basu, M. Gilbert, and S. Banerjee
University of Texas at Austin, USA

P73 A Hierarchy of Quantum-Classical Transport Models in the Framework
of the SDM Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
N. Ben Abdallah, A. Domaingo, M. Mouis1, C. Negulescu, and N. Vauchelet
Universite Paul Sabatier, France
1IMEP, CNRS, France

P74 Channel Length Dependence of Tunnel FET Subthreshold Swing . . . . . . . . . . . . . . . . . . . . 213
K. Bhuwalka, M. Born, M. Schindler, and I. Eisele
Universität der Bundeswehr, Germany

P75 Quantum Corrections to Semiclassical Transport in Nanoscale Devices
using Entropy Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
J. Bourgade1, P. Degond2, N. Mauser1, and C. Ringhofer1,3

1University of Vienna, Austria
2Universite Paul Sabatier, France
3Arizona State University, USA

P76 Micromagnetic Simulation of Current-Driven Domain Wall Propagation . . . . . . . . . . . . . 217
G. Csaba, P. Lugli, L. Ji1, and W. Porod1

TU Munich, Germany
1University of Notre Dame, USA

P77 Shot Noise in Resonant Tunneling Structures Using Non-Equilibrium
Green’s Function Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
V.-N. Do, P. Dollfus, and V.-L. Nguyen1

Universite Paris Sud, France
1VAST, Vietnam

P78 Inelastic Cotunneling Through an Interacting Quantum Dot with a Quantum
Langevin Equation Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
B. Dong and H.-L. Cui1

Shanghai Jiaotong University, China
1Stevens Institute of Technology, USA

P79 Quantum Transport Using Parallel Computing Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
P. Drouvelis1,2, P. Schmelcher1, and P. Bastian2

1University of Heidelberg, Germany
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Calculating Future CMOS and CMOS Future - 
- Where Industry Needs Academia 

T. Skotnicki & H. Jaouen
STMicroelectronics, 850 rue Jean Monnet, 38926 Crolles, France 

e-mail: thomas.skotnicki@st.com 

INTRODUCTION 
During the last 30 years the number of transistors 

per chip has increased X100 000,  that is even more 
(10 times) than the predictions of Moore’s laws, see 
Fig. 1. The transistor has decreased X320, bringing 
its feature dimensions close to the atomic resolution 
scale, see Fig. 2.  Consequently, the now-a-day 
circuits present a tremendous complexity of NANO-
objects, in the order of 1e9 per chip. All of those 
objects (mainly transistors) are governed to large 
extend by quantum solid-state physics. Their 
fabrication to be controlled also requires the more 
and more sophisticated models and tools. In this 
paper we will review the main issues and needs the 
IC industry encounters with this respect. 

FUTURE CMOS 

The time constant for introduction of new 
technologies in CMOS industry may go up to 10 
years, especially if development of specific 
equipment is involved. Therefore, the CMOS 
Technology Roadmap is a key element permitting 
the entire industry anticipation and consequently a 
smooth pursuit of the Moore’s laws. Predictive 
modelling and simulation are the main instruments 
for the conception of the Roadmap. However, the 
challenge for being predictive is very high today. 
This is because after 40 years of domination of the 
planar bulk transistor structure, starting from years 
2000 a multitude of non-classical structures, non-
classical materials, and non-classical technologies 
has come to play, Fig. 3. In addition, the physics 
governing the functioning of these devices changes. 
The device electrostatics changes (due to smallness 
of geometry), transport becomes ballistic or semi-
ballistic, the quantum and confinement effects grow,  
mobility is strongly affected by mechanical strain 
(intentional or non-intentional), etc, etc. All these 
phenomena, being long time objects of academic 
studies, now become an engineer every-day task. 
Therefore, we not only need reliable and 

sophisticated models but we also need the models to 
be simple and implemented in a very different to 
traditional environment. An example of such can be 
the MASTAR [1] tool that in spite of having 
implemented sophisticated transport models, see 
Fig. 4, as well as confinement and strain physics, 
guaranties a push-button solutions to process and 
device engineers. Thanks to that hundreds of 
hypothesis and options could have been quickly 
evaluated with MASTAR when designing the ITRS 
CMOS roadmap.   

CMOS FUTURE – BEYOND CMOS ?
The continuous scaling of CMOS transistors hits 

atomic resolution, thus menacing the CMOS future. 
As illustrated in Fig. 5, in an 8nm transistor (already 
scheduled in the ITRS roadmap) merely a few 
dopants will be present under the gate. This will 
expose the transistor characteristics to large 
statistical fluctuations. The impact of the latter is 
simulated in Fig. 6, showing disappearing SNM 
(static noise margin) of SRAM cells. More 
generally, phenomena that used to be well described 
by continuum statistical models, exhibit more and 
more random and singular character. Still another 
issue arises from the fact that scaling reduces the 
volume of the materials constituting the active 
device body. Device properties thus become 
dominated by interfaces. Electrochemical properties 
of interfaces being different from volume ones, new 
models and new simulation approaches are needed. 
Whereas in the past continuum models used to 
satisfy process as well as electrical simulations, 
today MonteCarlo, Molecular Dynamics and Ab-
initio calculations have to enter industrial R&D 
labs, see Fig. 9. 

CONCLUSION 

The demand for modeling and simulation is 
today growing exponentially and could also be 
qualified as a Moore’s law.  



REFERENCES 

[1]  MASTAR tool is freely available from the ITRS 2005 web 
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Fig. 1 Experimental CMOS transistors are hitting atomic 

resolution. Background graph copied from ITRS 2003.
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Fig. 2.  Experimental CMOS transistors are hitting atomic 

resolution. Background graph copied from ITRS 2003.
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Fig. 6.  Vanishing SRAM functionality with 35nm Bulk 
technology, and its recovering with UTB SOI, A. Asenov, 
SINANO Summer School, Glasgow 2005. 
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A Novel Approach to Three-Dimensional
Semiconductor Process Simulation:
Application to Thermal Oxidation

Vasily Suvorov, Andreas Hoessinger and Zoran Djurić
Silvaco Technology Center, Compass Point, St Ives, Cambridgeshire, PE27 5JL, UK.

INTRODUCTION

One of the major issues in three-dimensional
semiconductor processes simulation is the problem
of moving interfaces. The standard approach in-
volves very complex and often unstable mesh gener-
ation algorithms. Alternatively, we applied the level
set method on fixed Cartesian meshes [1], where
the meshing algorithms are not needed, and all
differential equations can be solved by the standard
finite-difference methods.

However, there are two problems associated with
this methodology: approximating of general-type
boundary conditions near the interface and handling
of a big scale ratio of sizes in complex structures.
In the last decades a considerable progress has been
achieved in resolving both issues (e.g. [2], [3], [4] ).
In our development we use our original in-house nu-
merical method, the method described in [3] and the
concept of Adaptive Mesh Refinement (AMR) [4].
The above principles are cornerstones of a soft-
ware package Victory, Silvaco’s three-dimensional
process simulation framework. In this work we
demonstrate Victory’s capability to simulate numer-
ically the most demanding process, namely thermal
oxidation.

MODELLING OF THERMAL OXIDATION

Three different processes occur simultaneously
during the thermal oxidation: diffusion of oxygen,
a chemical reaction at oxide/silicon interface and
a volume expansion of the newly formed oxide.
The aim of the modelling and simulation is to
explain and predict the resulting shape of oxide
and mechanical stresses developed in a structure
during the process. Our physical model assumes
Newtonian viscous constitutive model for oxide and
nitride (valid for relatively high temperatures).

The mathematical model comprises three dif-
ferent sets of equations: i) equation for level-set
function to track moving interfaces; ii) diffusion
equation to describe oxidant behaviour; iii) the
system for incompressible Navier-Stockes equations
for creeping flow. The first set also constitutes a core
of the etching/deposition module.

For illustration purposes we have modeled three
typical oxidation process steps: locos, polysilicon
oxidation and trench oxidation. Figures 4 and 5
demonstrate two different types of 3D bird’s beak
effects obtained by rather long time oxidation which
is the numerically most critical application.

Moreover Fig. 6 shows iso-surfaces of compres-
sive (blue) and tensile (red) mechanical stresses near
the silicon surface obtained during trench oxidation.
The stresses resulting from locos and reoxidation
will be presented in a full version of the paper.

CONCLUSION

The state-of-the-art finite-difference methods for
the simulation of thermal oxidation is presented
which can handle arbitrary complex geometries.
This enables us to design a new generation process
modelling tool that avoids meshing/re-meshing pro-
cedures.

REFERENCES
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Fig. 1. Input structure for the locos process built by Victory’s
etching/deposition module

Fig. 2. Input structure for reoxidation of two oxidizable
regions

Fig. 3. Input structure for trench oxidation generated by the
etching/deposition module

Fig. 4. Locos structure after 10 min wet oxidation at
T=1000oC

Fig. 5. Shape of the device after 5 min reoxidation of the
polysilicon and the silicon substrate

Fig. 6. Iso-surfaces of compressive pressure P = -5400 MPa
(blue) and tensile one P = 13200 MPa (red) in oxide. Yellow
surface is the oxide/silicon interface in the trench



A 3D Moving Grid Algorithm for Process
Simulation 

N. Strecker, D.Richards
Synopsys Inc., 700 E. Middlefield Road, Mountain View, CA 94043  

e-mail: norbert.strecker@synopsys.com, david.richards@synopsys.com 

During the simulation of 3D oxidation and similar 
processes computation of geometry and topology 
changes requires construction of a valid 3D mesh at 
every time step. 
During the past year significant progress has been 
made to improve the moving grid algorithm used in 
Synopsys' Sentaurus Process. 
For each oxidation time step the oxygen 
diffusion/reaction and stress equations are solved in 
the appropriate regions of a static boundary fitted 
all-tetrahedron mesh. 
The equations for the point defect and dopant 
diffusion are solved on a moving grid, using several 
smaller time steps if necessary. The displacements 
computed from the stress equations are used to 
deform the mesh elements and the geometry. 
For each mesh element a cubic equation is solved to 
determine the time when the element degenerates. 
The minimum of these times for all mesh elements 
is used as grid limited step for the grid update and 
for solution of the diffusion equations. The box 
weights for the old and new positions of the mesh 
points are computed and used for the solution of the 
diffusion equations. During the diffusion step the 
mesh topology remains fixed. 
This approach, which is very similar to the one used 
in the 2D simulator TSUPREM-IV eliminates the 
need for convective terms in the equations and only 
requires accounting for the discontinuous velocities 
at the reaction front. 
At the end of each time step, a grid cleanup step is 
performed. Short edges and poorly shaped or small 
volume elements are removed. Several methods to 
remove such elements have been implemented: 

Face swapping 
Moving one node to the location of another 
Removing elements by breaking edges or 
faces for the degenerate cases of a node 
close to an edge or face and the case of two 

edges crossing at close proximity 
Re-assigning volume elements to another 
region. 
Local Laplacean smoothing 

After removing poorly shaped mesh elements and 
too short edges, a refinement algorithm is used that 
checks for long edges "perpendicular" to a material 
interface. 

With the given set of methods it is still not always 
possible to eliminate all elements of poor shape or 
small volume. As a backup method for these cases a 
global Delaunay reconnection algorithm is used, 
that allows constructing a new mesh from the set of 
all triangles on the material interfaces and the 
external surface and from the cloud of all 
(displaced) internal points that do not belong to a 
"bad" tetrahedron. 

While the performance and robustness of the 
moving grid algorithm has been enhanced 
sufficiently during the past year, current and future 
work will be focused on the reduction of the 
geometric noise near moving ridges and corners and 
on maintaining a "nice" tessellation where an 
initially sharp ridge or corner becomes rounded e.g., 
along one axis. The identification of the root cause 
for such problems has been difficult due to the 
complex interaction of mesh element quality, 
computation method of box weights, iterative 
solution of large systems of equations, displacement 
of mesh points and local removal of "bad" elements. 
Test cases simulating isotropic deposition and 
etching with the same moving grid algorithm have 
been used to study the evolution and movement of 
such ridges and corners in the presence of “ideal” 
analytic velocity fields.  



 

 
Fig. 1.  Final mesh and structure after STI liner oxidation 

 

 
Fig. 2.  3D STI liner oxidation (opposite view) 

 

 
Fig. 3.  Final mesh after 3D Poly gate re-oxidation 

 
Fig. 4.  Final mesh after long, conventional Locos simulation 

 

 
Fig. 5.  Simulation of 3D isotropic deposition – test case  

 

 
Fig. 6.  Simulation of 3D isotropic etching – test case 



Kinetic-Energy Transport Equation  
for the Modeling of Ballistic MOSFETs 

Ting-wei Tang and Parmijit Samra
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Amherst, Masschusetts 01003 USA 
e-mail: ttang@ecs.umass.edu 

INTRODUCTION 

As MOS devices are scaled down to the sub-
30nm regime, carrier transport may approach the 
ballistic limit.  It has long been recognized that 
ballistic transport is limited by the barrier height [1].  
Natori [2] has applied Landauer’s transmission 
method to simulate ballistic MOSFETs by assuming 
a Fermi-Dirac energy distribution function.  The 
Purdue group has extended McKelvey’s one-flux 
method to include accelerating fields and obtained a 
ballistic drift-diffusion equation [3].  Here, we 
present yet another method of describing pure 
ballistic transport in nanoscale MOSFETs. 

KINETIC-ENERGY TRANSPORT EQUATION 

We utilize the first two moment equations of the 
collisionless Boltzmann transport equation in one-
dimension, namely, 

( ) 0nυ
dx

d
x = ,   (1) 

and 

( ) 0nqnU
dx

d
xxx ε =+ , (2) 

where the stress tensor Uxx for parabolic bands is 

assumed to be given by γkBT + 2
xυ*m , and γ is a 

dimensionless parameter.  From (1) and (2) one can 
obtain  
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where 2
xυ*m

2

1η =  represents the kinetic energy 

(K.E.) and Ec represents the conduction band edge. 
The transport equation (4) for η has two 

solutions, η+ and η–, representing the two-stream 
K.E. of the carriers injected from the source and the 
drain, respectively.  The corresponding carrier 
density in (3) is determined by the boundary 
conditions at the source and drain contacts. 

SIMULATION RESULTS AND DISCUSSION

We have applied the above K.E. transport 
equation to the simulation of a cylindrical gate-all-
around (G-A-A) SOI MOSFET, shown in Fig. 1.  
Fig. 2 shows the potential barrier for γ = 2/π, Vgs = 
1.5V and Vds = 1.0V.  The negative of kinetic 
energies, η+ and η–, are shown in Fig. 3.  Fig. 4 
shows the velocity of carriers injected from the 
source (υ+) and drain (υ–), as well as the average 
velocity of the carriers.  Shown in Fig. 5 are the 
corresponding carrier densities.  In Fig. 6, I-V 
curves of the ballistic G-A-A SOI MOSFET with γ
= 2/π and γ = 1 are compared to that of drift-
diffusion transport.  Furthermore, underlying 
approximations and limitations of this approach will 
be discussed and compared with that of [3].

CONCLUSION 

The two-stream K.E. transport equation can 
be used to model ballistic MOSFETs.  The 
drain current in pure ballistic transport is 
increased by a factor of more than 50%, in 
agreement with most published results.
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Fig. 1.  Cross-section of cylindrical G-A-A SOI MOSFET 

Fig. 2.  Potential Energy barrier for G-A-A SOI MOSFET 

Fig. 3.  Two-stream kinetic energies for G-A-A SOI MOSFET 

Fig. 4.  Two-stream velocities for G-A-A SOI MOSFET

Fig. 5.  Two-stream charge densities for G-A-A SOI MOSFET 

Fig. 6.  I-V curves for G-A-A SOI MOSFET 

6nm                           44nm

4nm

r

Source
ND = 1x10^20(cm^-3)

z

Gate

Channel
NA = 1x10^18(cm^-3)

Drain
ND = 1x10^20(cm^-3)

90nm

40nm

25nm

6nm                           44nm

4nm

r

Source
ND = 1x10^20(cm^-3)

z

GateGate

Channel
NA = 1x10^18(cm^-3)

Drain
ND = 1x10^20(cm^-3)

90nm

40nm

25nm

υ+

υavg

υ–

υ+

υavg

υ–

n+

n–

ntotal

n+

n–

ntotal

-η+

-η_

-η+

-η_

Current Density (J) vs. Vds 
(Vgs = 1.5v w .r.t. flatband)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Vds (volts)

Jd
s 

(a
m

p
s/

cm
)

D-D model classical ballistic model, gamma = 1 classical ballistic model, gamma = 2/pi



Multi-Dimensional Semiconductor Tunneling
in Density-Gradient Theory

M.G. Ancona
Code 6876, Naval Research Laboratory, Washington, DC, USA

ancona@estd.nrl.navy.mil

Density-gradient (DG) theory has come into wide use as
a physically well-founded approximate treatment of
quantum confinement effects that is well suited for
engineering-oriented applications including in multi-
dimensions.  DG theory has also been applied successfully
to quantum mechanical tunneling [1], however, this
application has received far less attention in part because it
has been studied mostly in one dimension where direct
quantum mechanical methods (e.g., using the Keldysh
formalism) are a realistic alternative.  At the last IWCE
workshop I presented a DG treatment of multi-dimensional
tunneling from ideal metals [2].  This research direction is
continued here with a first DG analysis of direct, elastic
tunneling from semiconductors in multi-dimensions.

The previous DG treatment of multi-dimensional
tunneling from ideal metals [2] was simplified by the fact
that, with the solution in the metal known, one could focus
entirely on the electron transport in the barrier.  The case of
semiconductor tunneling is harder of course because one
must analyze the transport in the semiconductors as well as
in the barrier.  In this regard, an important aspect of the
approximate DG approach is its unified character:
Essentially the same basic partial differential equations are
applied inside the semiconductors and in the barrier, and
these equations are solved simultaneously without involving
eigenvalue problems or self-consistency iterations.  The
chief differences between the transport equations in the
semiconductors and in the barrier arise from the relative
importance of scattering.  In the semiconductors the
transport can be regarded as dominated by scattering so that
the electron population tends to act as a single gas obeying a
quantum-corrected drift-diffusion-like description, whereas
in the barrier scattering is neglected (“elastic” tunneling)
and, among other things, this implies that carrier populations
emitted from different electrodes will not mix and must be
treated separately.  All of these features were present in the
one-dimensional treatment presented in [1].  Also entirely
analogous to the 1-D treatment are the boundary conditions,
including the tunneling recombination velocity conditions
[1] and the bandgap blocking effect depicted in Fig. 1 [3].
As in [2], the primary new ingredient in multi-dimensions
enters through the steady-state continuity equation

nvn = 0 that, unlike in one-dimension, cannot be
integrated analytically.  As a result, it becomes necessary to
solve it for the velocity field in the barrier in order to find
out where the electrons go, and obviously this equation must
be solved simultaneously with the other governing

equations.  These equations, various useful transformations
of them, and their numerical solution will all be given brief
coverage in the presentation.

Although quantitative verification of the DG description
of tunneling (and of descriptions of tunneling in devices
generally) is an important topic [1-3], as a practical matter it
tends not to be that critical because of the exponential
dependence of the calculated tunneling currents on various
physical parameters that are rarely known with much
accuracy, e.g., the precise geometry, tunneling effective
masses or barrier heights.  For this reason, in this work the
focus is on solutions of the DG equations, and on
understanding their qualitative meaning and implications.
As a first such solution, in Fig. 2 the importance of the
bandgap blocking effect (Fig. 1) is explored in 1D by
simulating a Si-SiO2-Si tunnel diode with asymmetrical
doping.  As seen, the bandgap blocking effect is essential for
getting the correct built-in voltage and the necessarily zero
current at zero voltage (at least to good approximation).  The
kink seen near 0.1V is associated with the fact that for biases
below the built-in voltage it is the forward current that is
blocked by the bandgap.  Representative conduction band
and density profiles for the diode (with electron flow from
left to right) are shown in Fig. 3; evident is the downstream
depletion layer that, as it grows, causes the bandgap
blocking effect to diminish with bias as seen in Fig. 2.
Illustrating the use of the same DG equations (with bandgap
blocking) in multi-dimensions, Fig. 4 shows a 2-D contour
plot of the electron density in an n-channel SOI transistor
with VSD = 0 and VG = 0.5V.  This FET has a gate length of
50nm and an oxide thickness that varies from 3nm at the
source and drain to 1.5nm at the center of the device (i.e., an
“oxide smile”).  In this plot as well as in the plots of current
density in Figs. 5 and 6, the expected dominance of
tunneling at the center where the oxide is thinnest is evident.
These and other results illustrating the power and also the
limitations of the DG approach for modeling devices that
involve multi-dimensional semiconductor tunneling will be
discussed in the presentation.
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Fig. 1.  Band diagram depicting the bandgap blocking effect in
semiconductor tunneling.

Fig. 3.  Conduction band barrier and electron density in an
asymmetrically doped SIS tunnel diode with V = -0.25V.

Fig. 2.  Calculated J-V characteristic in an SIS diode showing
the essential contribution of bandgap blocking at low voltage.

Fig. 4.  Electron density contour plot in a 50nm gate
length SOI FET with a non-uniform gate oxide.

Fig. 5. Current density contour plot in a 50nm gate length n-
channel SOI FET with a non-uniform gate oxide, VG = -0.5
and VSD = 0V.

Fig. 6.  Gate current density in the n-channel SOI FET
with VSD = 0V.and VG a parameter.
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INTRODUCTION

This talk reviews some of the latest advances of
the algorithmic aspects of particle-based methods
for the simulation of both solid-state devices and
biological systems. After a brief historical introduc-
tion, a discussion will be offered about the recent
evolution of numerical methods used by both Full-
Band Ensemble Monte Carlo (EMC) and Molecular
Dynamics (MD) algorithms. A discussion of some
relevant applications of both simulative approaches
will be accompanied by a critical analysis of the
main limitations of the methods. Several needed
improvement will be discussed as well, and the
potential of the algorithms for modelling systems
of higher complexity.

FULL-BAND SIMULATION

The idea of using a k-space tabulated representa-
tion of the electronic structure and scattering rates
of a semiconductor material rather than an analyt-
ical representation of portions of the first Brillouin
Zone (BZ1) was introduced by K. Hess and co-
workers in 1981 [1], [2]. The subsequent work of
M. Fischetti and S. Laux [3] set the algorithmic
standard for EMC simulation in 1988. In 2000, M.
Saraniti and S. Goodnick revised the basic EMC
algorithm by introducing the Cellular Monte Carlo
(CMC) method [4], based on the tabulation of the
probability of transition between different regions
of BZ1, rather than the probability of scattering
out of an initial momentum “state”. The growing
availability of large amounts of fast storage (RAM)
and the introduction of efficient data compression
techniques allowed the extremely fast CMC to reach
accuracy comparable to the traditional EMC. From
the viewpoint of force-field schemes, the implemen-
tation of state-of-the-art Poisson solvers [5], [6],

[7] allowed longer simulation times and extremely
complex (and large) 3D devices [8]. The self-
consistent coupling of the charge transport simula-
tion with time-domain Maxwell solvers [9] allowed
the resolution of the radiation field generated by a
device. As a consequence of these improvements,
the characterization of the dynamic behavior of
devices, as well as study of device noise became
realistic. The recent introduction in the consumer
market of fast 64bit processors based on dedicated
memory bus architecture extended dramatically the
addressable memory space and its efficiency, and
allowed the implementation of more sophisticated
physical models in particle-based full-band sim-
ulation codes. Recent applications of such algo-
rithmic improvements will be discussed, such as
the simulation of spin transport and the modeling
of self-consistent non-equilibrium electron-phonon
interactions.

MOLECULAR DYNAMICS

The evolution of the computing hardware dis-
cussed above had an even more dramatic impact on
the application of molecular dynamics algorithms
to the simulation of complex biological systems.
Basing on simulation tools developed by the whole
community [10], [11] and on the intensive use of
parallel computing, MD algorithms made possible
the atomistic simulation of macromolecules [12]
and even small viruses [13]. While these advances
are extremely encouraging, much work needs to
be done on the algorithmic development of the
force-fields schemes [14], [15] used in MD. The
talk will review some state-of-the-art algorithms for
polarizable force-fields [16], [17], and will discuss
their development. Applications to the simulation of



both solid- and liquid-state systems will be shown
as well.
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INTRODUCTION

Simulation of deca nanometer MOSFETs re-

quires at least Monte Carlo (MC) models. Since

no first principles scattering model for inversion

layers exists, semiempirical models have to be

used. Parameters of these models are determined by

matching low-field measurements. Such simulations

are extremely CPU intensive. We present a new

linear response MC algorithm for electrons and

holes in inversion layers and under the influence

of an arbitrary magnetic field, which works even in

the case of full band structures.

THEORY

The Boltzmann equation is linearized around

equilibrium with respect to the driving electric field.

In the case of an inversion layer this is the electric

field in channel direction. Due to the symmetry

of the problem the response of even expected val-

ues of the distribution function is quadratic in the

driving field, and the first order response of the

particle temperature or density and therewith of the

electrostatic potential vanishes. Thus, a “frozen”

electric field can be used at equilibrium. The linear

response term in the Boltzmann equation is treated

as a particle source, where only the positive part

is considered due to symmetry at equilibrium. The

approach is equivalent to a fluctuation dissipation

theorem, where the integral over the conditional

velocity is evaluated by an MC method.

RESULTS

All simulations are based on full band structures

calculated by the nonlocal empirical pseudo po-

tential method [1]. In Figs. 1,2 longitudinal (μyy)

and transverse (μzy) hole mobilities are shown for

strained and relaxed bulk Si as a function of the

magnetic field, which is in one case applied parallel

to the growth direction along the x-axis and in the

other parallel to the driving field in y-direction. In

the strained case the nonquadratic dependence of

the mobility on the magnetic field is clearly visi-

ble. Moreover, the second order magnetotransport

coefficient (αx
yy =

√
−1/μyy∂2μyy/∂B2

x|Bx=0) is

about twice the drift mobility. Thus the simple

approximation of equating α and the drift mobility

fails for holes. In strained Si for parallel electric and

magnetic fields the longitudinal magnetotransport

effect almost completely vanishes due to the less

warped band structure. CPU times are about 30

CPU seconds per bias point, where the longitudi-

nal mobility is accurate within 0.3%. In Figs. 3,4

effective hole mobilities for inversion layers are

shown. The parameters of the surface scattering

model were determined by matching experimental

data. The CPU time per bias point is about 1 CPU

minute for a stochastic error of 1%. Without the

CPU efficient MC algorithm determination of the

model parameters would have not been possible,

because the CPU time would have been at least

three orders of magnitude larger.

CONCLUSION

We have presented a novel linear response MC

algorithm, which is many orders of magnitude faster

than the conventional one, and works in the case of

magnetotransport and inversion layers.
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Fig. 1. Longitudinal and transverse mobilities for holes in
undoped relaxed Si at room temperature for magnetic fields in
x and y direction.
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ABSTRACT

In this work, we utilize the Finite-Difference 
Time Domain (FDTD) Method coupled to a full 
band, Cellular Monte Carlo simulator to model 
high-frequency devices. Replacing the traditional 
Poisson solver with a more robust electromagnetic 
(EM) solver provides a complete solution of the 
Lorentz force resulting in a more accurate model for 
determining the small-signal response of microwave 
transistors and various other high-frequency 
devices. 

INTRODUCTION

We have improved upon a previously developed 
and reported on simulator [1][2] extending its 
capability to accurately model high-frequency 
devices. In particular, we have improved the 
performance of the employed perfectly matched 
layer (PML) absorbing boundary conditions (ABC) 
and are now able to simulate electric, magnetic, and 
current excitation sources within the full-wave 
module of the simulation tool.  This new feature 
extends the most recent simulation work performed 
in this area within our group [3][4] providing a 
more accurate method for (i) modelling the high-
field transport in semiconductor devices and (ii) 
calculating the characteristic figures of merit such 
as the cutoff frequency and the maximum frequency 
of oscillation often used to measure performance 
characteristics of electron devices. 

In extending the development of this new 
simulator, particular emphasis has been placed upon 
both the implementation and testing of Berenger’s 
PML [5] and the self-consistent coupling of the 
particle-based section to the full-wave solver. 
Furthermore, the new EM solver has been 
extensively tested and benchmarked against 
established work [6] and more recent results [7] in 
the current EM literature providing a high level of 
confidence in its ability to accurately calculate the 
time-varying EM fields within a given device 

structure of interest. 
Another critical challenge faced when solving 

Maxwell’s equations involves the maximum 
timestep over which the resulting finite-difference 
expressions can be resolved. The inherent stability 
limit, known as the Courant-Frederichs-Levy (CFL) 
criterion [8], severely limits the timestep for 
precisely the submicron scale dimensions we are 
interested in investigating and thus dramatically 
increases the number of simulation timesteps 
required. We have, therefore, developed a 3D 
FDTD algorithm based upon the recently developed 
ADI-FDTD method [9][10]. This new formulation 
relaxes the above CFL criterion allowing one to 
solve Maxwell’s equations using timesteps several 
orders of magnitude greater than that dictated by the 
conventional limit. Finally, we are enhancing our 
simulator’s internal architecture by including the 
standard MPI protocol providing it with the 
capability of being run on a large cluster of parallel 
nodes providing a further decrease in the overall 
simulation time required. 

SIMULATION AND MODELING 

Monochromatic sinusoidal excitation and Fourier 
decomposition are being used to study the small 
signal response of high-frequency electron devices 
and to investigate the overall performance of the 
latter including metal semiconductor field-effect 
transistors (MESFETs), and high electron mobility 
transistors (HEMTs).  In particular, a 3D MESFET 
device shown in Fig. 1 is currently being tested via 
sinusoidal source excitation. 

Using this technique, a high-frequency, 
sinusoidal perturbation of 80GHz is applied to 
either the gate or drain electrode after the device has 
reached a certain, steady-state DC bias point as 
shown in Fig. 2. A sampling of the subsequent time-
domain fields computed by the full-wave solver 
then allows one to determine the time-varying 
electric potentials (as shown in Fig. 3), currents, and 
the frequency-dependant Y-parameters (i.e. 



transconductance, output resistance, and the open-
circuit voltage gain.) used to characterize the device 
performance.  

CONCLUSIONS 

A more detailed description of the simulation 
tools, the device structures investigated, and the 
resulting figures of merit for various excitation 
schemes will be provided during the presentation 
format selected for this work. 
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Fig. 1.  3D MESFET device currently being investigated 

(a)

(b)

(c)
Fig. 2.  Contour plots of (a) electric potential, (b) average 
electron concentration [m-3] , and (c) average electron energy 
[eV] for DC bias point: VSource = 0V, VGate = -0.5V, and VDrain = 
5.0V. 

Fig. 3.  Propagation of applied small-signal perturbation 
between gate and source electrodes in the 3D MESFET 
structure shown in Fig.1.  
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In the past, several attempts have been made to in-
troduce collisional broadening in semiclassical electron
transport Monte Carlo (MC) simulations [1, 2]. The
inclusion of energy non-conservation at each scattering
event has produced non-physical instabilities. In this
work we propose an algorithm which overcomes the
difficulties encountered in previous approaches. More-
over, it is suitable for a direct implementation in device
modelling, since it can be easily introduced in existing
MC simulators. The scaling of device architecture will
shortly require this effect to be taken into account in
simulations.
In order to include energy broadening without losing
long term energy conservation, one must consider the
following:
1. That the overall energy in transport is conserved
because the Hamiltonian for the total system of the
electron(s) and phonons is time independent.
2. In an electron-phonon interaction the crystal-
momentum conservation, in a homogeneous system, is
guaranteed by the matrix elements.
3. An electron can be scattered to a state with an energy
not given by the simple balance between the energy
before scattering and the energy of the involved phonon.
This is due to the fact that the final state, considered in
transition, is an eigenstate of the unperturbed Hamilto-
nian, which is not a state of well defined energy in the
total interacting system.
Therefore we may assume that the energy is conserved
at each scattering event. In fact, in the two-time Wigner-
function approach a frequency contribution is transferred
to the electron equal to the frequency of the phonon [3].
But, we have to distinguish the true “frequency energy”

of the electron E from the “momentum energy” E ′:

E ′ =
p2

2m
(1)

Because of collisions, the energy-momentum relation is
no longer given by equation (1), but it broadens.
In this type of MC simulation, it is necessary to keep
track of both E and E ′. The energy exchanged at each
scattering event is determined by the phonon frequency
ωph, and the momentum exchanged is determined by the
phonon wave-vector q. But, the final electron energy and
electron momentum are not necessarily related by (1).
The energy spreading is related to the time between
collisions via the Heisenberg uncertainty relation:

σEi ≈ h̄
ti − t(i−1)

(2)

Where ti is the time at which the i-th scattering event
takes place.
The MC algorithm will then proceed as follows.
Initial state:
The semiclassical simulation starts at time t = t0; the ini-
tial momentum p0 is generated according to the thermal
distribution, the initial energy E0 is calculated according
to (1).
Flights:
The duration (ti− t(i−1)) of the flights is determined, in a
traditional way, according to the scattering probabilities,
including self-scattering. The value of the momentum at
the end of the flights is pib (where b stands for “be-
fore” the scattering event) and is determined classically.
Starting from the value p(i−1)a “after” the previous scat-
tering, the variation in the momentum can be calculated
classically:

Δpi = eF(ti − t(i−1)) (3)

Introducing Energy Broadening in Semiclassical

Monte Carlo Simulations



Where F is the field (assumed to be constant and uniform
within the flight) acting on the system. Under the action
of the electric field, the variation Δ f Ei of the energy
during the i-th flight is determined by the distance Δz
covered by the electron:

Δzi =
p(i−1)a

m
(ti − t(i−1))+

1
2

eF
m

(ti − t(i−1))2 (4)

The energy variation is therefore:

Δ f Ei = eFΔzi (5)

The energies at the end of each flight can be easily
calculated from the above equation:

Eib = E(i−1)a +Δ f Ei (6)

Scattering events:
Firstly, for simplicity, we limit ourselves to the case of
scattering from non-polar optical and acoustic phonons,
within the elastic approximation, and with deformation
potential interaction.
At the time ti a scattering event occurs. Before each
scattering event the position can be calculated from
equation (4), allowing a relatively simple implementation
of this algorithm in a device simulation. At the scattering
time ti, a new energy E ′

ib is defined, taking into account
the energy broadening δEi. This is chosen from a distri-
bution determined using the standard deviation given by
equation (2):

E ′
ib = Eib +δEi (7)

The new value of E ′
ib is calculated based on the value

of the true electron energy Eib. The type of scattering
is determined using the probabilities P(E ′

ib). Applying
this approach, the energy non conservation due to the
flight duration is taken into account, affecting the type of
process chosen as scattering. If self scattering is chosen,
then the flight continues. If true scattering is chosen, the
new values for the electron energy and momentum are
determined as follows:

Eia = Eib ±h̄ω0 (8)

E ′
ia = E ′

ib ±h̄ω0 (9)

pia =

√
E ′

ia

2m
(10)

The orientation of the momentum is chosen from an
isotropic distribution; once pia is calculated then the q
of the phonon is determined. The sign ± corresponds to
an absorption or emission process.
The new energy E ′

ib is calculated based on the value of
the true electron energy Eib, not on the previous E ′

ib,

so that the energy broadening is not propagated from
one scattering event to the following ones. Moreover,
no memory of the energy broadening that occurred in
the previous scattering event is retained. The energy
spreading given by equation (2) is calculated according
to the time interval (ti − t(i−1)). With this approach, a
physical collisional broadening is accounted for. This
influences threshold processes, such as impact ionisation
or oxide penetration. The overall energy conservation is,
however, guaranteed and the stability of the system is
achieved.
Initially this algorithm has been tested on bulk semicon-
ductors, in order to understand the effect on threshold
processes, before application to realistic device models.

REFERENCES

[1] Y.-C. Chang, D.Z.Y. Ting, J.Y. Tang and K. Hess, Applied
Physics Letters 42, 76 (1983).

[2] L. Reggiani, P. Lugli and A.-P. Jauho, Journal of Applied Physics
64, 3072 (1988).

[3] C. Jacoboni and P. Bordone, Reports on Progress in Physics 67,
1033 (2004).



Schrödinger/Luttinger Approach to Scaled MOS 
Transport for Various Crystal Orientations and its 

Experimental Verifications
Takako Okada and Hisao Yoshimura*

Corporate Research & Development Center, Toshiba Corporation, Kawasaki 212-8582, Japan 
*System LSI Division, Semiconductor Company, Toshiba Corporation, Yokohama, Japan 

e-mail: t-okada@amc.toshiba.co.jp

INTRODUCTION

In scaled device designing for the 40 nm regime
and beyond, deeper physical insight into channel
transport will be required than previously. A
Schrödinger/Luttinger approach to scaled MOS 
transport was applied for the first time to various
crystal orientations, channel directions, applied
voltages and mechanical stresses together with
experimental verifications. Typical findings obtained
in this work are as follows: (1)marked variations of 
inversion carrier distributions have been calculated
among (110), (111), (112), (120) and (100) surfaces,
(2)significant differences in channel conductivities
of p-channel MOS have been simulated between
triode and pentode regions, and (3)effective mass
characteristics have been output as functions of
germanium concentration.

SCHRÖDINGER/LUTTINGER BASED APPROACHES

Newly developed Schrödinger/Luttinger prototype
codes are composed of (1)extended Luttinger[1][2][3]

equations with stress/strain tensor and matrix solvers,
(2)Poisson solver[4], and (3)Monte Carlo parts[5] with 
anisotropic subband energy and scattering rates 
linked with each other as shown in Figs.1 and 2. Typical
subband structures for p-channel inversion layers, band 
diagrams of (110) Si and inversion charge distribution
are presented in Figs.3, 4 and 5, respectively. It should
be noted that distinctive variations of hole inversion
band scheme were calculated for the first time among
(110), (111), (120), and (100) surfaces in terms of 
external stress, and significant differences in channel 
carriers of p-channel MOS have been simulated among
Si Si/Ge and Ge substrates. Figure 6 shows energy
dependence of scattering rate results for carrier 
transports. Real-time snapshots of carrier distributions 
and drift mobility are demonstrated in Figs.7, 8 and 9.
From the above results, it is first clarified quantitatively
that (1)stress sensitivities of effective masses in Si/Ge 
and Ge substrate have been simulated and (2)the
mobility advantage of [110] hole carriers on strained 

(100)Si is simulated to be smeared in high electric field. 
In order to verify the modes and simulated results, MOS 
cantilever experiment have been conducted as shown in 
Fig.10. Drain currents were measured upon
application of external uniaxial stress. The amounts
of additional strain ij were calculated by means
of the following equation:

3/3 LhbZij ,
where h , Z and are indicated in Fig.10 and 

is a half of the wafer thickness. was measured
using a micrometer head. In the case of [110] Si
p-channel on (100) Si, measurement reveals that
drain current gain decreases with compressive strain

ij

L
b h

in the pentode region contrarily to the triode
region, which is consistent with the results in Fig3. 

SUMMARY
    A Schrödinger/Luttinger approach to scaled MOS
transport was applied for the first time to various kinds
of crystal orientations, channel directions, applied
voltages and mechanical stress together with
experimental verifications. Through intensive analysis,
it has been determined that Si/Ge and Ge are promising
materials from the view-point of scaled CMOS
drivability in conjunction with mechanical stress and
crystal orientations. Details of mathematical derivations 
in Schrödinger/Luttinger part and scattering rate 
procedures will also be reported with calling upon
current references [6][7] at the IWCE conference. 
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Fig.1 Block diagram and flows of our newly developed 
Schrödinger/Luttinger based codes.

Fig.2 Outline of typical 6 6 Luttinger Hamiltonian for 
Si(110). Some of  notation here are consulted on Ref [2]. 

Fig.10 MOS cantilever experimental setup(a) and experimental results(b)(c ). Dimensions 
of the specimen are as followed; L=39.08mm, Z=9.60mm and 2b=0.70mm. S/D is located 
on transversal to the beam, and generated strain is compressive on the S/D direction.    

(a) (b)Pentode data.
VD=1V

(c)Triode region.
VD=0.05V

Fig.8 Hole mobility as a function 
of the lateral electric field.

Fig.7 Typical snapshots of hole distribution in electric field. Lateral electric 
field E// is 50kV/cm.
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INTRODUCTION

Joule heating is caused by emission of phonons
as electrons traverse through a semiconductor de-
vice. In silicon MOSFETs, most of the emission is
concentrated in the small region where the channel
meets the drain. It has been noted in the literature
that this causes a hot-spot in the device where strong
non-equilibrium conditions exist [1]. The emission
of phonons has previously been examined, but the
resulting non-equilibrium temperature conditions in
a typical device have never been established. This
work aims at using full-band Monte Carlo simula-
tion coupled with phonon transport to quantify the
extent and the location of Joule heating in a silicon
MOSFET.

NUMERICAL APPROACHES

Data on scattering events in a device can be
obtained from a Monte Carlo simulation. In this
work we use a three-dimensional full-band simula-
tor with a self-consistent non-linear Poisson solver.
In order to insure accuracy of results for phonon
events, a full phonon dispersion is included. It is
calculated from an Adiabatic Bond Charge model
and tabulated for lookup [2]. An iterative algorithm
was devised in order to make all scattering events
involving phonons energy and momentum conserv-
ing with the full phonon dispersion relationship.
This gives us a more accurate value for the phonon
momentum and energy.

Once the simulation run is complete, data on
all phonon events that occurred is tabulated. Then
phonon velocity is looked up from the dispersion
relationship for each phonon, and each phonon is
allowed to move without scattering until the end
of the simulation time-frame. Finally, the entire
simulation region is divided into small cubes, and
the total phonon energy in each cube is computed.

A curve relating lattice energyU(T ) and tempera-
ture T is pre-computed by integrating the phonon
density-of-states (DOS)D(ω) with the phonon oc-
cupation probability〈n(ω)〉, as given by (1).

U(T ) =
∫

dωD(ω)〈n(ω)〉h̄ω (1)

The phonon DOS is calculated numerically
from tabulated dispersion data using the algorithm
proposed in [3]. Using these results, the non-
equilibrium temperature in each location of the
device can be found.

RESULTS

The computed phonon DOS is shown in Fig. 1. It
was found that transitions between opposite equiv-
alent valleys dominate the scattering statistics, as
shown in Fig. 2. The reduced momenta of the
phonons resulting from such transitions are near
the Brillouin zone edge and rest on the longitudinal
optical branch. The direction of propagation of these
phonons is perpendicular to the energy isosurface,
shown in Fig. 3, so most of the phonons emitted
continue to travel in the direction of the flow of
electrons. This means very little heat actually flows
towards the substrate, as in Fig. 4. Future work is
planned to enable coupled electro-thermal simula-
tion in order to probe this process in more detail.
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Fig. 1. Phonon DOS computed numerically. The dashed line
is the standard Debye approximation, for comparison.

Fig. 2. Number of phonons emitted for each event type.
Opposite equivalent valley and acoustic intravalley transitions
are marked. Opposite equivalent valley transitions dominate.

Fig. 3. Surface of equal phonon energy in momentum
space for the longitudinal optical branch. Direction of phonon
propagation is perpendicular to this surface.

Fig. 4. Map of temperature distribution in an example short
channel MOSFET device after 20ps. The clouds of elevated
temperature have moved to the left of the source and drain
regions.
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Though their necessity is still perhaps few years 
out, alternative MOSFET structures shown in Fig. 1 
appear to deliver the technologies that will scale 
CMOS further than ever anticipated. Regarding the 
performance of SiGe p-channel devices, it is neces-
sary to investigate a variety of issues that require 
atomic scale electronic structure and transport cal-
culations. These include investigations of the role of 
alloy scattering, the thickness of the cap Si layer, 
the role of strain-induced interface roughness (that 
depends upon the temperature growth conditions), 
the presence of a parallel channel at the interface 
and how it affects the device performance. To de-
termine the effect of thickness variations, one needs 
to evaluate the associated fluctuations in the electro-
static potential at the Si/SiGe interface using self-
consistent solution of the Poisson equation coupled 
with the Schrödinger equation which utilizes the 
effective masses derived from k.p calculations. An-
other issue is the strain-splitting of the heavy-hole 
and the light-hole bands and the role played by 
quantum-mechanical size-quantization effects at the 
source end of the channel on the overall device per-
formance. 

To incorporate band-structure effects like warp-
ing, anisotropy and non-parabolicity in the descrip-
tion of carrier transport, our device simulator cou-
ples a 2D Poisson solver with a discretized 6×6 k.p 
Hamiltonian solver that includes the effect of  the 
confining potential and provides the subband struc-
ture in the channel region. Strain effects in buried 
channel strained-SiGe MOSFET simulations are 
included by employing the 6×6 Bir-Pikus strain 
Hamiltonian perturbatively. Having calculated the 
hole band-structure in the contacts (3D) and the 
subband structure (2D) in the active device region 
i.e. under the gate self-consistently with the 2D 

Poisson equation, the quantum mechanical hole 
density in the channel is then calculated by weigh-
ing the sheet density of each subband with the prob-
ability density corresponding to that subband along 
the device depth and then summing over all sub-
bands of each of the six bands. The initialization of 
carriers in real space is based on the local 3D carrier 
density for holes in the reservoirs. In the channel 
region the carriers are assigned to subbands in a 
probabilistic manner that reflects the contribution to 
the hole sheet density from different subbands.  

We use an Ensemble Monte Carlo (EMC) parti-
cle based simulator to handle the transport of holes. 
After the carriers are initialized, a bias is applied on 
the drain contact and the Monte Carlo algorithm 
takes over the hole transport, performing the drift 
and scattering of carriers. As the simulation time 
evolves in steps of  0.1 fs, and the carriers drift un-
der the influence of the electric field, the confining 
potential changes along the channel from the source 
end to the drain end, and this, in turn, changes the 
hole subband structure in the channel. As a result, 
the hole subband structure and subsequently the 
scattering rates must be updated frequently during 
the simulation to reflect these changes.  

The density of states for 2D confined carriers in 
the channel for the case of a triangular test potential 
is shown in Fig. 2; the left panel is for Si inversion 
layer, while the right panel is indicative of the same 
for strained SiGe inversion layer.. The drain current 
enhancement ratio of the strained SiGe MOSFET 
over the conventional Si MOSFET as a function of 
the applied drain bias for different gate voltages is 
shown in the right panel of Fig. 3. At the conference 
we will discuss the method we have used to elimi-
nate the subband crossings. 



Fig. 1. Alternative device structures in SiGe technology. Left panel - Both pMOS and nMOS enhanced carrier mobility can be 
achieved. Critical issue is the fabrication of the buffer and strained layers. Doping further degrades the mobility. Right panel – This 
device structure is used to boost the pMOS behavior by introducing a quantum well beneath the Si layer. The alloy disorder scattering 
and the parallel transport channel is a problem.

Fig. 2. The density of states for 2D confined carriers in the channel for the case of a triangular test potential; the left panel is for Si 
inversion layer, and the right panel is indicative of the same for strained SiGe inversion layer. Considering the left panel: (a) The de-
viation of the 2D density of states obtained by a full band calculation from a regular step-like profile expected out of an effective-mass 
type approximation is clearly seen in the case of the light hole and split off bands.  (b) Subband crossings are seen in the case of light 
hole and split off subbands, where these subbands cross into higher lying heavy hole subbands, resulting in spikes in the density of 
states. For the case of the right panel: (c) The heavy and light hole subbands have a clear density of states with no subband crossings, 
(d) The split off band actually follows the heavy hole subband density of states and there is a subband crossing from split off subband 
into the heavy hole subband. The crossover then changes shape and the density of states consequently drops and settles down to a
constant value at higher energies. 

Fig. 3. Left panel - Output characteristics of the 25 nm p-channel strained SiGe MOSFET. Central Panel - Transfer characteristics of 
the 25 nm p-channel strained SiGe MOSFET. The device exhibits a peak transconductance of ~220μS/μm. Thus, the enhancement in 
transconductance of the strained SiGe MOSFET over the Si MOSFET is about 26%. Right panel - Drain current enhancement of the 
strained SiGe MOSFET over the conventional Si MOSFET. It is seen that the SiGe MOSFET clearly performs better than the conven-
tional Si MOSFET at low values of applied drain bias (low field regime) and moderate values of the gate voltage. This is the regime in 
which the hole mobility enhancement is predicted for device structures using a strained SiGe layer as the active layer for carrier trans-
port. 
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INTRODUCTION 

Double gate (DG) structures are promising 
architectures likely to overcome short channel 
effects in nanometer scaled MOSFET. In sub 50 nm 
MOSFETs, TSi (Si body thickness) should be 
typically less than 10 nm to obtain good 
performances in both off and on states [1]. In order 
to accurately describe these transistors, quantum 
effects in the transverse direction and also quasi-
ballistic carrier transports need to be taken into 
account.  

MODEL 

Inspired by the mode-space approach of quantum 
transport [2] and the MC technique developed in 
ref. [3], our Monte Carlo simulations of DG 
MOSFET are self consistently coupled with 1D 
Schrödinger equation (cf. Fig 1 and Fig 2). Then, 
the x-axis, along which the carrier movement is 
supposed to be semi-classical, is separated from the 
z axis along which the energy is quantized (energies 
En and wavefunctions ξn(z) associated with the sub-
bands ‘n’). 

2D scattering mechanisms included in the 
simulation are bulk phonon and impurity 
scatterings, taking non parabolic and ellipsoidal 
band structures into account [4]. Roughness 
scattering treatment is underway and is not included 
in these preliminary results. 

RESULTS 

The simulated 15 nm-long DGMOS device is 
described in Fig. 1. Fig. 3 presents the evolution of 
the quantized energies in the structures and the 
square of wave function associated with the first 
sub-band. In accordance with the mode space 
approach [2], the profile of this wavefunction does 
not significantly depend on x, even in the high 
electric field region (drain end). Fig. 4 clearly 
indicates that the electrons are moved away from 

the Si/SiO2 interface due to quantum repulsion in 
the whole structure.  

As the velocities in this 15 nm long channel, 
shown in Fig. 5, are much higher than the stationary 
saturation velocity (about 105 m/s), the carrier 
transport is far from equilibrium. Moreover, Fig. 5 
exhibits hot electron transfer from the lowest energy 
sub-band to higher sub-bands, in particular near the 
drain region. As a consequence, the sub-band 
occupation in the channel strongly differs from that 
obtained with a 1D Schrödinger-Poisson algorithm 
in which equilibrium distribution is assumed. 

At last, Fig. 6 presents the drain current as a 
function of the gate voltage for both classical (3Dk) 
and multi sub-band (2Dk) simulations. The current 
is only softly modified by quantization effects.  

CONCLUSION 

Multi sub-band description allows us to properly 
include the effects of quasi-ballistic transport and 
scattering on sub-band occupancy in nanoscale 
devices. With the price of a large increase of 
computation time, it gives a more accurate 
description of density profile and carrier transport 
than quantum correction approach. A detailed 
investigation of transport, ballisticity and I-V 
characteristics including the roughness influence 
will be presented at the conference.  
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Fig. 1.  Schematic of DGMOS structure Fig. 2.  Multi sub-band Monte-Carlo algorithm 
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Fig. 4.  Electron density versus distance z by including 2Dk 
(continuous lines) or not 3Dk (dashed lines) quantization effects. 
Inset: 2D cartography of electron density  
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(continuous lines) or not 3Dk (dashed lines) quantization effects. 
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INTRODUCTION 

We present an original approach to include 
quantum transport in classical Ensemble Monte 
Carlo (EMC) simulations. The method is fully self-
consistent, and includes scattering according to the 
Fermi Golden rule. The method is inspired by an 
approach suggested by Shifren and Ferry [1], with 
some major improvements that make possible 
successful comparison with other simulation 
techniques and experiments. 

BASICS OF THE METHOD 

The method takes advantage of a pseudo-particle 
interpretation of the Wigner function formalism. 
The Wigner quasi-distribution function can  indeed 
be seen as a sum of pseudo-particles whose real and 
reciprocal space coordinates evolve as classical 
particles, and whose magnitudes (affinities) evolve 
according to a quantum evolution term  
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Such pseudo-particles are scattered as classical 
particles and it is possible to build an EMC-like 
method for quantum-transport simulation. In such a 
method, however, injection and boundary 
conditions are different from that used in classical 
EMC simulations. In this paper we propose an 
original solution for this issue that seems more 
suitable than Shifren’s initial suggestion. Note that 
the pseudo-particles interpretation of this method 
strongly differs from Nedjalkov’s  [2]. 

RESULTS 

On Fig. 1, we show J/V characteristics we got 
for a GaAs Resonant Tunneling Diode (RTD), for 

simulations with scattering activated and 
deactivated. On Fig. 2, the simulation with 
scattering deactivated is first compared with a fully 
self-consistent NEGF simulation and very good 
agreement is obtained, except for the peak current 
which is a little higher in the Wigner simulation. 
This is the first step to validate quantum mechanics 
handling implemented in our method. 

Figs. 3 and 4 show the Wigner functions for a 
resonant and a non-resonant state. The population of 
the quasi-bound state of the RTD quantum well is 
clearly seen. Fig 5 shows the self-consistent 
potential profile for these two situations. 

 
COMPARISON WITH EXPERIMENTS 

To validate our approach of scattering handling, 
we compare on Table 1 peak to valley ratios of 
experimental RTDs [3] with values extracted from 
our simulations. Theses first results are 
encouraging, and more comparisons are underway. 

CONCLUSION 

We have developed a model that seems very 
promising to incorporate quantum mechanics effects 
into traditional EMC simulations. Self-consistence 
and scattering are included, and the method is fully 
compatible with classical EMC simulations. 
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Fig. 1.  J/V characteristic of a 300K GaAs RTD, with scattering 
activated and deactivated  

 
 

 
Fig. 2.  Wigner function for an on-resonant state (V=0.3V) 

 

 
Fig. 3 Self-Consistent potential profiles of the RTD for V=0.3 

(plain line) and V=0.475V (dotted line) 

 
Fig. 4.  Comparison of the characteristic of the RTD with 
scattering deactivated with a fully self-consistent ballistic 
NEGF calculation 

 

 
Fig. 5.  Wigner function for an off-resonant state (V=0.475V) 
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Table 1.  Comparison of simulations and experimental results 
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 Due to the aggressive downscaling of MOSFETs 
the channel length L is rapidly approaching 25 nm 
and is expected to be further reduced. At these 
channel lengths quantum effects such as direct 
source-to-drain tunneling start affecting the device 
characteristics. At the same time, scattering still 
controls the current in decananometer devices [1]. 
An accurate theory of MOSFETs near the scaling 
limit must therefore properly account for the 
interplay between coherent quantum and dissipative 
scattering effects. This mixed transport regime can 
be treated by the Wigner function formalism which 
allows for a seamless link between classical and 
quantum device regions [2]. Early numerical 
solutions of the Wigner equation were obtained by 
the finite difference method, assuming simplified 
scattering models based on the relaxation time 
approximation [3]. However, for realistic device 
simulations comprehensive scattering models are 
required. The Wigner equation including realistic 
scattering mechanisms can be solved by means of 
Monte Carlo (MC) techniques [2]. Due to the non-
positive kernel, however, Wigner MC simulations 
require significantly longer computation times than 
classical MC simulations do.  

In this work we demonstrate the role of scattering 
and space charge effects on the electrical 
characteristics of single and double barrier devices. 
Single barrier n-i-n structures, double gate field-
effect transistors (FET), and resonant tunneling 
diodes (RTD) are considered. Several numerical 
methods have been improved to render the Wigner 
MC technique more robust, including the separation 
of a classical force, discretization of the Wigner 
potential, and a particle annihilation algorithm.  A 
self-consistent iteration scheme with the Poisson 
equation was introduced.  

For the lowest sub-band profile of a 10 nm gate 
length double-gate FET we have compared the 
quantum ballistic currents computed using Wigner 
MC and a numerical Schrödinger solver. Fig.1 
demonstrates good quantitative agreement and also 
shows the classical ballistic current for comparison. 
The quantum ballistic current is higher than the  
classical one due to carriers tunneling through the 
potential barrier.  

Self-consistent (SC) potentials for n-i-n Si diodes 
with a lengtg W of the intrinsic region ranging from 
20 nm down to 2.5 nm have been calculated by 
Wigner and classical MC simulations (Fig.2.) The 
transition regions of the doping profile have length 
W. Electron-phonon and ionized impurity scattering 
are included. As expected, for a thick barrier the 
classical and quantum calculations yield the same 
result (W = 20 nm). For  W = 2.5 nm, the additional 
space charge  of electrons tunneling through the 
barrier results in an increase of the barrier height. 
Despite the increased barrier, the current IWTE is 
nearly 20% higher than the classical value IBTE 
(Fig.3, W = 2.5 nm). The relative difference 
between IWTE and IBALL for a "ballistic" device with 
scattering inside the intrinsic and transition regions 
turned off is shown in Fig.3. For W = 2.5 nm the 
relative differences due to quantum effects and 
scattering in the barrier area still  in the order of 
25% and cannot be neglected. 

Self-consistent carrier concentration profiles for a 
double-barrier GaAs RTD are shown in Fig.4. 
Before the barrier, an accumulation layer forms, 
depending on the applied voltage. The result is an 
additional voltage shift of the resonance peak of    
the I/V characteristics as demonstrated in Fig.5.  

In conclusion, the importance of both scattering 
and quantum interference effects for simulations of 
decananometer devices at room temperature is 



 

 

demonstrated. Space charge effects cannot be 
neglected, as tunneling currents would be 
overestimated otherwise.  

The work was supported by FWF project 
P17285-N02 (Austria). 
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Fig. 1. Relative ballistic currents calculated classically (red) and 
quantum mechanically (blue). Wigner MC results are shown 
with open squres. 
 
  

 
Fig. 2.  Initial and self-consistent potential profiles calculated 
with Wigner (blue) and Boltzmann (red) MC. 

 
Fig. 3.  Relative difference between currents calculated with 
Wigner and Boltzmann Monte Carlo methods (blue) and with 
and without scattering in the intrinsic region of n-i-n structure. 

 

Fig. 4.  Normalized electron concentration off-resonance (blue) 
and at resonance (red) in double-barrier structure. Space charge 
accumulation is seen at the cathode side of resonant tunneling 
diode.  

 

Fig. 5.  Space charge accumulation at the cathode leads to 
significant shift of the resonance peak.   
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Due to its importance for microelectronic and 
optoelectronic device applications, there is great 
interest in gaining a detailed understanding in the 
processes involved in the epitaxial growth of Ge 
films and structures such as quantum dots and wires 
on the Si surface.  Experimentally, a technique 
known as “atom tracking” has been employed using 
scanning tunneling microscopes to study the 
diffusion of Ge adatoms and ad-dimers [1-3]. The 
information about the surface kinetics extracted 
from these measurements provide a starting point 
for meaningful Kinetic Lattice Monte Carlo 
(KLMC) simulations, which we have implemented. 
As shown in Fig. 1, in this approach, atoms sit at 
discrete lattice sites in potential wells. The rate of 
hopping from site to site via a mechanism q is 
governed by an Arrhenius law, rq=νq exp(-Bij/kbT), 
where νq is the attempt frequency. In our 
simulations, we also take into account the effects of 
surface reconstruction on the Si (100) surface. As 
shown in Fig. 2, this leads to the formation of rows 
and troughs which lead to anisotropy in the barriers 
for adatom and ad-dimer motion.  

Importantly, studies [4,5] have indicated that 
there is intermixing in the layers adjacent to the 
interface so that the Si-Ge interface is not generally 
abrupt. We have used two inter-mixing mechanisms 
to account for this in our simulator. The first, 
illustrated in Fig. 3, is the dimer exchange 
mechanism, whereby Ge-Ge ad-dimers become Si-
Ge ad-dimers when Si atoms are promoted from the 
substrate. The second involves the exchange of Si 
and Ge atoms below the surface to relieve misfit 
strain [5], which dominates what occurs beyond one 
monolayer of coverage, and generates a highly non-
uniform interface between Ge and Si regions, but 
with a tendency for Ge and Si atoms to be 

segregated depending on whether they are under a 
row or a trough. 
   One method of controlling what structures result 
from the growth process is to use a pre-patterned 
substrate (see, for example, Ref. [7]). We shall 
present the results of simulations on patterned 
substrates. An example is shown in Fig. 4, where 
the starting surface features a grid pattern. Here, the 
indentation is only 3 atomic layers deep with step 
edges. As shown in Figs. 5 and 6, our KLMC 
simulations in this case yield growth upon the 
surface, rather than in the pits.  This gives Ge-Si 
stripes, that result largely from the anisotropy 
generated from the surface reconstruction.  Some 
growth in the pits also occurs, but the major effect is 
on the surface. 
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Fig. 1  In the KLMC approach, each adatom on the surface sits 
at a lattice site, coincident with a local potential minimum, as 
shown above. The bottom inset illustrates the potential energy 
landscape for two adjacent lattice sites, i and j, which are 
separated by an activation energy Bij. When Bij >> kBT (kB is 
Boltzmann’s constant and T is temperature), the transition rate, 

q
ijr , of going from site i to site j via a process q  is determined 

by an Arrhenius law. 

 

Fig. 2  The A top view of the reconstructed Si (100) surface. 
The diffusion of adatoms and ad-dimers across the 
reconstructed surface is anisotropic, with activation energies 
depending on whether the diffusion is ⊥ or  || to the dimer rows.  
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Fig. 3  Illustration of the surface dimer exchange mechanism. 
When two Ge adatoms meet on the surface, they form a dimer. 
However, it then becomes energetically favorable for one Ge 
atom to exchange places with a Si atom in the the substrate, 
resulting in a mixed dimer on the surface. 

 
Fig. 4  The Si surface after a single Ge adatom has been 
deposited. Color indicates the number of atomic layers. The 
initial substrate has been patterned so that there is a Si grid, 
three atomic layers high and square voids. 

 
Fig. 5 As above, but after after two monolayers of Ge have 
been deposited at 470 K.  The initial grid combined with the 
anistropic hopping barriers have led to the formation of Ge/Si 
stripes on the surface.  

 
Fig. 6 The fourth atomic layer after deposition, with red 
corresponding to where there are Ge atoms and orange to Si. 
The Si atoms have been promoted from the substrate mainly via 
the exchange mechanism illustrated in Fig. 3. 
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Abstract— We propose a method to self-consistently deal with
polarisation effects in Monte Carlo particle simulation of charge
transport. The systems of interest were membrane structures with
a narrow (4-8 Å) carbon nanotube (CNT) channel in an aqueous
environment. Due to computational limitations for Molecular
Dynamics (MD) computations we extended the Transport Monte
Carlo known from semiconductor simulations to ionic transport
in water as a background medium [1]. This method has been
used successfully to compute transport rates of ions in biological
channels but polarization effects on protein walls cannot be
easily included self-consistently, due to the complexity of the
structure. Since CNTs have a regular structure, it is instead
practical to include a self-consistent scheme that accounts for the
charge redistribution on the channel wall when a external bias is
applied or when the electrical field of a passing ion is screened
out. Previous work has shown that this is necessary and the
computationally efficient tight-binding (TB) approach developed
there [2] is coupled to transport Monte Carlo simulation in this
work.

I. I NTRODUCTION

In recent years both the fields of CNT and ion channel
research have been very active. While CNTs are promising
in many respects because of their mechanical and electronic
properties [3], biological ion channels on the other hand have
received considerable attention both because they behave like
nanoscale devices and because the causes of many diseases
are linked to them. This makes them very interesting to
develop new applications in bioengineering so that a better
understanding of the transport mechanisms is required for the
development of more efficient drugs or the development of
highly specific biosensors. In this respect, CNTs are useful
prototypes for biomimetic applications in artificial membranes
due to their simple structure [4], [5]. What makes them even
more interesting is the possibility to produce functionalized
CNTs which are biocompatible and selective to certain types
of ions [6], [7].

II. T RANSPORTMONTE CARLO FOR ION CHANNEL
SIMULATIONS

Because of the vast number of degrees of freedom when
an ion channel structure is fully considered including water
molecules and ion charges, it is only possible to simulate
transport on the nanosecond scale with MD methods on
coumputers available today. This, however, is not enough to
fully understand the statistical properties of biological systems.

Our group has adapted its experience from semiconductor
device simulations to develop implicit water transport Monte
Carlo methodologies that may be applied to ion channel sim-
ulations [1]. Figure 1 shows the flow chart of this method. So
far, this approach showed good aggrement with experimental
data and makes it possible to simulate the transport up to
microsecond or millisecon scale, yielding results with high
statistical significance.

As the Poisson solver requires the permittivities of each
part of the domain, in previous calculations bulk dielectric
constants were used. This, of course, does not account for
the fact that single molecules in the system exhibit different
behavior than bulk and becomes even more problematic for
pore walls realized with CNTs, where the delocalized electrons
can move along the tube easily.

In order to account for this effect a quantum mechanical
treatment of the electronic structure becomes necessary. As
the self-consistent charge distribution on the CNT has to be
recalculated frequently a fast method is required. The semi-
empirical TB approach fulfills this requirement [8]. In this
proof of concept, a single orbital, nearest neighbor scheme
has been integrated into the Monte Carlo code 2. One of the
obtained trajectories is shown in figure 3.

Various comparisons between old and new model have been
performed. The average fields like showed in Fig. 4 exhibit
large differences and the transport rates changed by up to 50%.
Results for different biases and ion types, were qualitatively
the same for CNTs of different sizes.

We identified the solution of the poisson equation as a
computational bottleneck and work is in progress to parallelize
this part of the code. This might allow highly precise simula-
tions with even smaller time steps and mesh spacing. In the
long term, our goal is to realize a platform for bioelectronics
simulations comparable to the known tools for the design of
semiconductor devices.

This work was supported by the NSF Network for Compu-
tational Nanotechnology and the German students exchange
council (DAAD).
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Fig. 2. Integration of the TB solver.

Fig. 3. Sample trajectory of a sodium ion passing through a (8,8) CNT.

Fig. 4. Average electrical fields along the axis. Self-consistent solution is
marked with (+).



Power•Delay Product in COSMOS Logic Circuits
Ahmad Al-Ahmadi and Savas Kaya

SEECS, Russ College of Engineering & Technology, Ohio University, Athens, OH 45701, USA
e-mail:kaya@ohio.edu, fax:1-740-593-0007

As CMOS devices explores its fundamental
scaling limits, there is a clear consensus that planar
MOSFET architecture will be replaced with novel
SOI devices incorporating one or more of
performance enhancing features such as strain
engineering, multiple-gates, heterostructure channels
and contacts [1,2]. In accordance with this trend, we
have recently purposed a unique CMOS device pair
called COSMOS that integrates n- and p-type
MOSFETs both vertically and laterally in an
orthogonal layout using strained Si/SiGe on SOI
technology [2,3]. Previously, we have shown that
COSMOS devices are especially suitable for low-
voltage and area-tight designs, due to its inherent
reduction in active area and parasitics [4,5].
However, these analyses were based on a simple
inverter circuit and did not consider power•delay
product, which is the focus of this work.

Fig.1 shows the 3D perspective view of a
COSMOS inverter gate. The COSMOS architecture
relies for operation on several important structural
modifications. For the transport, a thin silicon layer
(electron channel) must be grown atop a strained
SiGe hole channel. Alternatively, flip-bond on SOI
may be used to this end [6-8]. To facilitate threshold
tuning, reduce parallel conduction and eliminate
need for doping, Ge concentration in the strained
channel must be high. In accordance, the gate
material may be a mid-gap metal, poly-SiGe alloy or
polySi, depending on the choice of Ge
concentration. For a layer structure with a 3nm
strained-Si0.3Ge0.7 hole channel and 2nm Si electron
channel under a mid-gap metal gate, 3D TCAD
simulations indicate that symmetric MOSFET
characteristics (Fig.2) can be obtained using only a
single gate. Typically we can achieve a threshold
|VT|=0.4±0.2 V.

To demonstrate the usefulness of COSMOS for
digital circuits, the simulated transient response of a
40nm COSMOS NOT gate to an input pulse is
provided in Fig.3. Note that there is no additional
manufacturing steps or structures needed for the
NOT gate except a short metallization layer, hence
reducing total RC losses considerably. Clearly, the
single gate COSMOS inverter is operational with
acceptable noise margins and delay (~100ps).

In the present work, we report the result of 3D
simulations to analyze and optimize the temporal
response of larger COSMOS circuits such as the NOR
gate shown in Fig.4. All our simulations are carried
out using ISE TCAD suite [9], which allows accurate
3D meshes and advanced transport models to be
incorporated. The transient response of the NOR gate
(Fig.5) confirms that output remains low except the
‘00’ input to the gates for a rail-to-rail (VDD+|VSS|)
voltage of 0.6V. Further simulations at higher voltages
(Figs.6&7) indicate that, while the NOR gate is
operational, its leakage performance and noise margin
deteriorate rapidly above VDD+|VSS|=0.8V. At the
same time, however, the delay improves rapidly,
indicating the importance of optimizing power•delay
product in COSMOS circuits.

At the heart of the power versus delay trade-off in
COSMOS circuit is the static leakage stemming from
the intrinsic formation of 90°-bent p-i-n diode between
the VDD and VSS contacts. Since the number of such
contacts in close proximity increases in logic gates
with multiple inputs, large-scale COSMOS circuits can
radically benefit from identification of power•delay
‘sweet spots’ being explored in this work. Furthermore
it is possible to reduce the static leakage by i) raising
the VT above 0.3V in the present circuits, for instance
by relaxing oxide thickness slightly, which can be
tolerated in such ultra-thin channels, ii) adding an
extra stop etch beneath the top Si electron channel as
opposed to a single etch used in the original COSMOS
design [4], and iii) optimizing the device layout by
way of shifting the center of the COSMOS cross [10].

We focus on the implementation and comparison
of above approaches in choosing suitable power•delay
products in large-scale COSMOS circuits. Therefore
the present work will assess and explore COSMOS
designs in more realistic settings.
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FIGURE 1: FIGURE 1: 3D view of the
COSMOS device (L=200nm) and the 3D
simulation domain.

FIGURE 2: Simulated I-V plot in
3D. QM corrections are omitted in
this case to save time, e- and h+
mobility are unequal

FIGURE 3: Output response of a 40 nm COSMOS
inverter to high and low logic inputs of ±0.5V,
illustrating logic functionality using a single gate

FIGURE 4: The 3D view of a two-input NOR circuit using only two
COSMOS gates. All contacts are labeled and gates are shown in semi-
transparent fashion to aid the reader. Note that the two nMOSFETs are
aligned in parallel while the two p-MOSFETs are in series.

FIGURE 5: The transient response of output voltage (top) and
total supply current (bottom) in the COSMOS NOR gate with
40nm gates (see Fig.4). The top figure also includes the input
waveforms to the two gates. Only ‘00’ input produces a high
output.

FIGURE 6: Similar to Fig.5 except at higher rail-to-rail voltages. At
larger bias conditions the static leakage through the of 90°-bent p-i-n
diode becomes visible as well as the deterioration of the noise margins.

FIGURE 7: Summary of major performance figures for the
COSMOS NOR gates driven at different rail-to-rail voltages.
Note that optimum power*delay product is likely to be
between 0.8 to 1.0V in this circuit.
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Polysilicon gates and high-κ dielectrics used in
today’s MOSFETs are a serious source of intrinsic
parameter fluctuations in addition to the random
dopants in the channel, source and drain, the line
edge, and interface roughness [1]. Limits in doping
activation in the polysilicon gate and the doping
depletion near the interface result in an unwanted
poly depletion effect [2]. The grain structure of the
polysilicon is one of the main contributors to the
fluctuations, leading to a mismatch in the threshold
voltage of sub-100 nm MOSFETs.

Most of the high-κ dielectrics exhibit a thermal
instability which leads to local crystallisation of the
initially amorphous layer. Regions with different
dielectric constant appear which contribute to the
intrinsic parameter fluctuations in a device.

In this work, we investigate intrinsic parameter
fluctuations introduced by the polysilicon gate and
the high-κ dielectric layer using a 3D parallel device
simulator. The simulator employs the finite element
discretisation in a drift-diffusion (D-D) approxima-
tion for the electron transport and runs in parallel
employing MPI standard library. We have developed
an efficient tetrahedral unstructured mesh generator
designed to deal with complicated geometry appear-
ing in sub-100 nm advanced Si MOSFETs in the
presence of fluctuations. The mesh is refined close
to the boundaries between different regions of the
transistor and the zones with the highest variations
in the electrostatic potential resulting in a mesh
illustrated in Fig. 1. This meshing is also suitable
for an accurate description of the polysilicon grain
boundaries illustrated in Fig. 2. The simulation
domain is partitioned into sub-domains shown in
Fig. 3 and assigned to individual processors.

The 3D parallel D-D MOSFET simulator has

been calibrated with respect to an n-type 67 nm
effective gate length Si MOSFET [3]. Fig. 4 com-
pares ID-VG characteristics obtained from the 3D D-
D parallel simulator with experimental data. It also
shows results obtained when the SiO2 gate dielectric
is replaced with a high-κ one with a dielectric
constant of 20 (HfO2), and results when consid-
ering an interfacial layer of SiO2 together with
relatively large polycrystalline islands of different
dielectric constants in the gate dielectric. Finally, the
results obtained assuming a Gaussian distribution
of different dielectric constants with a correlation
length of 3 nm mimicking fine grains of different
orientations in the high-κ gate dielectric layer are
presented as well. Fig. 5 shows a semilogarithmic
plot of electron density in the 67 nm MOSFET.
The effect of intrinsic parameter fluctuations in the
polysilicon gate and in the high-κ dielectric layer
will be also studied in a template 25 nm gate length
bulk MOSFET. As an example, in Fig. 6, we show
the electron density right below the semiconductor-
insulator interface in the case when the dielectric
layer consists of two regions with different dielectric
constant separated by a plane y = 0.
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Fig. 1. Finite element mesh for simulation of the 67 nm
effective gate length Si MOSFET with a polysilicon gate.

Y

X

Z

Fig. 2. Detail of a gate meshed for the simulation of three
grains in polysilicon.

Fig. 3. Partition of the finite element mesh in three subdo-
mains.
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INTRODUCTION

The calibration of phenomenological models of 
semiconductors is one of the most important tasks in 
the modeling and analysis of an electronic device. 
Before a model is used to analyze a semiconductor 
device, the model parameters should be carefully 
identified by using more elaborate physical models. 
In the case of the Density-Gradient model (DGM), 
the electron and hole effective masses should be 
computed by using self-consistent Poisson-
Schrödinger computations. 

The existing methods for the computation of 
electron and hole effective masses are based on the 
comparison of the model with 1D Poisson-
Schrödinger computations. While this approach is 
appropriate for devices in which the carriers are 
confined in only one direction, it is not appropriate 
for devices in which the carriers are confined in 
more than one direction, such as short-channel 
MOSFETs, SOI devices, Fin-FETs, etc. In this 
article we calibrate the DGM against 2- and 3-
dimensional Schrödinger computations. We focus 
mainly on the computation of electron effective 
mass, since it enters directly in the equations of the 
electron current density in n-channel transistors, 
which are widely used in integrated circuits. 

TECHNICAL APPROACH AND DISCUSSION

In the framework of the DGM, the electron 
concentration at thermal equilibrium can be 
computed by using the following partial differential 
equation [1]: 

12
,2

0
12

eff n
n

m n
T

q n
, (1) 

where n T  is some function that depends on the 

nature of electron statistics used, ,eff nm  is the 
electron effective mass, and all other notations have 
their usual meaning. Due to the low-order 
approximations involved in the derivation of (1) it is 
unrealistic to use the experimental value of ,eff nm
and the electron effective mass in (1) should be 
treated as a fitting parameter.  

It should be noted that there is no unanimous 
agreement on the values of ,eff nm  presented in the 
literature and the results obtained vary from 

00.175m  in [2] to 00.278m  in [3]. The common 
feature of the existing identification techniques is 
that ,eff nm  is calibrated against results obtained by 
solving the 1D Schrödinger equation in the direction 
perpendicular to the oxide layer of MOS devices. In 
this way, it is tacitly assumed that the motion of 
electrons and holes is quantized only in the direction 
perpendicular to the oxide and it is described by 
classical statistics in the other two directions. In the 
following we present a technique based on the 
multidimensional effective-mass Schrödinger 
equation that overcomes the limitations of the 
existing methods. To simplify numerical 
computations, let us consider that the electrostatic 
potential is given a-priori and we can compute the 
electron concentration by using the effective-mass 
Schrödinger equation. The electron effective mass 
can then be computed either by integrating equation 
(1) or by fitting the electron concentration obtained 
from (1) to the electron concentration obtained from 
the Schrödinger equation. This approach has the 
advantage that it avoids expensive Poisson-



Schrödinger computations. Moreover, for particular 
shapes of the quantum region the eigenvalues and 
eigenfunctions of the Hamiltonian can be computed 
analytically and solving the Schrödinger equation 
numerically can be completely avoided. For 
example, if we consider a 2D quantum box with 
infinite walls (see Fig. 1), the electron effective 
mass depends of the spatial coordinates as in Fig. 2. 
For a 10 20 nm quantum box in which the 
electrostatic potential is increasing exponentially, 
the electron concentration is presented in Fig. 3 for 
various potential profiles. In these computations 

,eff nm  is assumed constant and it is found by fitting 
the results obtained by the Schrödinger equation to 
equation (1). 

In Fig. 4 we present the values of the electron 
effective mass computed for different sizes and 
shapes of the quantum box. We clearly observe that 

,eff nm  changes from 00.14m  in the case 

when x zL L , to 00.24m  for x zL L . In numerical 
simulations one should use the value of the electron 
effective mass which corresponds to the 
approximate size of the quantum region. In the case 
of short channel MOSFET devices, ,eff nm  lies 

between 00.14m  and 00.24m , depending on the 
values of eff effW L  (the effective width divided by 
the effective length of the conduction channel), as 
well as on the epitaxial cut of the silicon crystal. For 
short-channel MOSFET devices, ,eff nm  is either 

00.15m  or 00.24m , depending on whether the x-axis 
is along or perpendicular to the conduction channel. 
Our analysis also suggests that the existing 
discrepancies in the literature on the values of ,eff nm
originate from the different sizes of the quantum 
regions used in simulations. 
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Fig. 1. 2D quantum box with infinite walls. 

Fig. 2. Electron effective mass computed by integrating eq. (1) , 
in which n was obtained by solving Schrödinger eq. for Si(100).  
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INTRODUCTION 
Multi-gate devices are extensively examined and 

expected to be one of the promising device 
structures beyond bulk MOSFETs. We have 
investigated basic characteristics of random dopant 
fluctuation for novel device structures, such as SG 
(Single Gate) SOI, DG (Double Gate) and tri-gate, 
by giving discrete dopant distribution[1] to the 
substrate. Moreover, we have calculated SNM 
(Static Noise Margin) for 6T-SRAM cell from hp45 
to hp22 by a device simulator directly. 

BASIC CHARACTERISTICS 

Fig. 1 shows device parameters to see basic 
characteristics for hp45 SG, DG and tri-gate devices. 
Discrete dopant is distributed only in the substrate 
by an atomistic process simulator while SD regions 
are assumed to be uniform box profiles analytically. 
As for DG structures, thinner DG (A) devices 
fluctuate less than thicker DG (C). However, DG 
(A) devices are almost a half of SG at the same 
body thickness, Tsi, because of symmetrical layout 
of gates. Tri-gate devices with lower aspect ratios 
fluctuate much more than DG or tri-gate with higher 
aspect ratios. Table 1 shows device parameters to 
compare DG with bulk structures. Fig. 2 
summarizes device characteristics fluctuation by 
σVth and sub-threshold factors. As for both DG and 
bulk structures, σVth will decrease with narrowing 
Tsi or junction depth Xj for bulk structures. 
However, DG structures reduce σVth remarkably 
with narrowing Tsi. As for sub-threshold factors, 
this is the same trend as σVth. This difference 
comes from floating body effect for DG or SG SOI.  

SENSITIVITY TO PROCESS VARIATIONS 
Assuming uniform dopant profiles, we have 

studied sensitivity to process variations. Fig. 3 
shows device parameters to scale hp45 and hp22 
technologies. Vth is calculated for these structures 

with process parameters ranging from −20 % to 
+20 %. However, continuous variation for Tsi is not 
acceptable because it varies by lattice constant, 0.54 
nm, for Si. 

Now Vth shift is calculated at the process 
variation by lattice constant for Lg, Tsi and Tfin 
(Fig.4). It is becoming very important to control Tsi 
for DG structures as well as Lg for future scaling. It 
is found that thinner Tsi and uniform thickness are 
key factors as well as Lg to control characteristics 
fluctuation. 

6T SRAM WITH RANDOM DOPANT FLUCTUATION 
We have modeled SRAM with 6 DG transistors 

and calculated SNM from hp45 to hp22. Fig. 5 
shows bird’s-eye view and boron concentration for 
this SRAM. In this calculation, discrete dopant 
distribution is applied to channel regions only. SNM 
distribution width is getting narrower with scaling 
because body thickness becomes thinner. However, 
SNM is observed to shift lower value. To keep 
SNM high, optimizations of device structure and 
cell layout should be done in the future devices. 

CONCLUSION 

We have investigated basic device characteristics 
fluctuation for novel device structures. DG 
structures are more sensitive to Tsi thickness than 
Xj for bulk structures and multi-gate devices with 
thinner Tsi and higher aspect ratios show less 
characteristics fluctuation. This finding suggests 
that multi-gate devices with thinner Tsi should be 
one of the preferable candidates in the view of 
characteristics fluctuation.  
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Fig. 1. Device parameters and σVth with random dopant 

fluctuation in the Si  body. 
 
Table 1.  Device parameters to compare DG, SG and bulk 

structures. 
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Fig. 3.  Sensitivity analysis by giving process variations and 

channel dopant concentration for hp45 and hp22 technologies. 
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INTRODUCTION

Piezoelectric effect is very important for the func-
tionality of FET based on GaN/AlGaN heterostruc-
tures. Such systems were realized and characterized
experimentally. The measurements of piezoresis-
tivity of nitride-based heterostructures were also
reported [1]. In this study we model the effect of
an external mechanical force applied to a transistor.
We describe a theoretical model, numerical meth-
ods and application for different structures such
as GaN/AlGaN HFETs and GaAs/InGaAs HEMTs
grown on (N11)-oriented substrates [2]. These sys-
tems are chosen because they exhibit a strong piezo-
electric effect and therefore change their electrical
characteristics due to applied stress.

THEORETICAL MODEL

Mechanical deformation of transistors are studied
in the framework of continuous media theory. Strain
is a result of both lattice mismatch between the
constituent materials of the structure and external
mechanical forces applied at the surface of the de-
vice. We assume perfect crystallographic interfaces
between materials and a linear relationship between
stress and deformation. Computed strain enables
us to calculate piezo- and pyroelectric polarization
(Ppz and P

py) and the deformation potentials of
conduction and valence bands. The built-in potential
ϕ is calculated by solving the nonlinear Poisson
equation

∇(ε∇ϕ + P
py

+ P
pz

) = ¡ρ(ϕ), (1)

assuming Fermi-Dirac distribution of the free charge
density ρ(ϕ). The electrical characteristics are sim-
ulated by means of a drift-diffusion approximation
considering both constant and field-dependent mo-
bilities.

The numerical model for the above equations is
based on the finite element method. We performed

2D simulations on a mesh that is automatically
refined in the regions of interest such as regions
near interfaces and stressed surfaces. Poisson and
current equations are solved as a coupled nonlinear
system, while the mechanical strain equation is
solved separately. A Gummel iteration scheme is
used for coupling strain and current equations in
order to study the converse piezoelectric effect.

APPLICATION EXAMPLE

We show an InAs/GaAs HEMT (see Fig. 1)
grown on a (411) InAs substrate. The y-component
of the piezopolarization induced by an external
mechanical force is shown in Fig. 3. The applied
pressure is equal to 0.5 GPa over a band with
width of 0.5 ¹m. In Fig. 2 we show the equilibrium
band diagrams calculated for the device with and
without pressure applied. One can see that pressure
results in additional bending of the bands. This
is similar to applying a negative voltage to the
gate as demonstrated in the output characteristic
(Fig. 5). Fig. 4 shows the electron density in the
channel with and without external pressure. One can
observe a partial depletion of the channel caused by
piezoelectric effect.
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We discuss the status of our thermo-mechanical 
modeling effort to provide parameters for the design 
and fabrication of 3D ICs based on 
benzocylcobutene (BCB) bonding (see Fig. 1). 
Broadly speaking, the stability concerns for inter-
wafer Cu vias in 3D ICs are the same as for Cu-
based MLM structures. For 3D ICs, a major 
reliability concern is the stability of the vias, which 
pass through several materials/layers. We are 
studying thermo-mechanical issues in these 
structures to help understand potential failure 
mechanisms.  

In previous reports [2, 3], we describe our use of 
FEMLAB (COMSOL [4]) in thermo-mechanical 
modeling of inter-wafer Cu vias. Fig. 2 shows a 
schematic of a via through multiple layers; for 
details, see Refs. 2 and 3. The Cu was treated as a 
homogeneous material; the impact of grain size was 
introduced via correlations to copper yield stress, 
per Hall-Petch. We concluded that the inter-wafer 
Cu vias may fail due to the high stresses generated, 
depending upon details such as the diameter and 
pitch of the vias, and the BCB thickness. Our 
approach was validated by comparing results to data 
from reliability studies of Cu via structures in 
SiCOH and SiLK [5,6], and XRD studies of 
damascene-patterned Cu lines [7]. Because our 
results indicate that stresses will limit design space, 
it is important to refine our computations to improve 
our predicted design parameters.  

Our thermo-mechanical modeling results show 
large gradients in the principle stresses (e.g., see 
Fig. 3). These stresses provide driving forces for Cu 
migration and failure, and motivates including Cu 
grain structure in the models. We have developed a 
finite element model (FEM) that includes the grain 
structure of the Cu vias. We use anisotropic elastic 
constants, taken from the literature, of individual Cu 

grains in via structures. We have generated 
randomly textured 3D grain structures, for 
demonstration purposes, and used COMSOL to 
perform thermo-mechanical modeling (see Fig. 4). 
The materials’ properties and other model details 
can be found in Refs. 2 and 3. Stresses are those 
induced by a temperature change from a stress-free 
state at 523 K to 298 K. 

We wrap up with a discussion of how PLENTE 
[8, 9], the code we use to represent and track grain 
structures, is combined with COMSOL. PLENTE 
uses level sets on finite elements to track the motion 
of multiple materials or multiple phases/grains in a 
3D environment (see Fig. 5). Evolution can be due 
to deposition, etch, annealing processes, and/or be 
stress-induced and/or current-induced migration. In 
this study, PLENTE provides 3D grain structures to 
COMSOL, and COMSOL computes the forces 
acting on the grains. These forces are converted into 
grain boundary motion. PLENTE then updates the 
grain structure and the cycle is repeated. We will 
detail a novel method to extract a consistent 
structure for finite element analysis, after evolution.  
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Fig. 1. 3D chip cross-sectional structure using “face-to-face” 
BCB bonding [1]. This schematic shows three wafers (2 BCB 
bond layers). 

 
Fig. 2. Schematic of representative simulation cell, constructed 
using periodic boundary conditions. Horizontal expansion is 
controlled by the underlying silicon layer. The MLM is treated 
as a homogenous mixture of 30% Cu and 70% SiO2 [2, 3] 

Principle Stress (MPa)Principle Stress (MPa)  
Fig. 3. First principal stresses in a 3D IC via due to a change in 
temperature from a stress free state at 523 K to 298 K. For 
clarity, the stress distribution is only shown in the Cu. Stresses 
are close to or exceed the Cu yield strength; migration and 
failure are concerns. 

 
Fig. 4. First principal strains in the Cu 3D IC via due to a change 
in temperature from 523 K to 298 K, accounting for the internal 
grain structure using a grain-continuum model. The texture is 
random and anisotropic materials properties are used. 
Significant deviations from the continuum results are observed. 

 
Fig. 5. Example grain structure in a Cu interconnect, developed 
using PLENTE with random nucleation followed by an isotropic 
deposition model. 
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BACKGROUND 
 
 Circuit simulators use device models that 

provide a compact representation of electrical 
behaviour. The parameters associated with compact 
models are normally extracted from experimental 
measurements. The parameters can also be extracted 
from the results of device simulation. The extraction 
of compact device models from simulated electrical 
behaviour provides an important bridge between 
TCAD and circuit design.  

 
There are many different approaches to the 

development of compact device models. For 
example, models can be specialized for DC or 
small-signal AC conditions, and can be physics-
based or empirical. Within the overall spectrum of 
approaches, there is considerable interest in 
technology-independent device models that 
associate voltage-dependent current and charge 
functions Ii and Qi with each device terminal. A 
good description of the basic technique has been 
given by Corbella et. al. [1].  

 
The label technology-independent is misleading. 

A more accurate description would be “applicable 
to any well-behaved FET technology when used at 
sufficiently low frequencies.” Extensions are 
required to handle bipolar technologies, frequencies 
that are not small with respect to the unity current 
gain cut-off frequency of the device and the 
presence of surface or bulk traps.   

 
Industrial practice has shown the need to use 

pulsed I-V measurements, rather than DC I-V 
characteristics, to determine the terminal current 
functions. The device temperature (T) then becomes 
an explicit variable of the model. Non-quasi-static 
effects can be described by associating delay times 

τi with the evolution of the charge functions (see, 
e.g. [2].) Measurement-based extraction of the 
parameters of IQ(T,τ) models requires pulsed 
measurements of small-signal s-parameters as a 
function of frequency, up to the region of the unity 
current gain cut-off frequency. Such measurements 
are difficult and expensive. These problems can be 
overcome by the judicious use of TCAD.   

 
APPROACH 

 
   This paper describes the use of TCAD in the 
implementation of a computer-controlled IQ(T,τ) 
model development and parameter extraction 
system. The system uses experimental pulsed I-V 
measurements to determine the I(T) functions, 
TCAD simulation to determine the Q(T,τ) functions, 
and low-frequency small-signal AC measurements 
to calibrate the TCAD results. This hybrid approach 
provides an excellent trade-off between accuracy, 
generality, simplicity, and ease of use.  
 

Fig. 1 shows the experimental set up used to 
determine the I(T) functions.  Fig. 2 depicts a test of 
whether trap effects are negligible. Figs. 3 and 4 
show examples of charge surfaces extracted from 
simulated results. Fig. 5 shows the ability of the 
model to reproduce several breakpoints in the 
frequency-dependent roll-off of y21.     
 

The role of TCAD will expand in the future as it 
is used for additional purposes, e.g.:  
 

• As a test reference to evaluate alternative 
non-quasi-static model formulations 

• As a test reference to evaluate and extract 
parameters for bipolar extensions 

• As a test reference to evaluate and extract 
parameters for trap-related extensions.             
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Fig. 1.  The experimental I(T) modeling system incorporates a 
computer-controlled pulsed I-V instrument and thermal chuck. 

 

 

Fig. 2.  The system software can test for the impact of traps. 
This data shows that traps are significant for a CLY5 MESFET.  

 

 
Figure 3:  A simulated isothermal gate charge surface  
calculated as a function of gate and drain bias.  

 

 

Figure 4:  A simulated isothermal drain charge surface    
calculated as a function of gate and drain bias.  

 

 

 
 
 

 
 

 

 

 Fig. 5: Data for y21 shows how the model handles      
frequency-dependent break   points.     



Intrinsic Parameter Fluctuations due to Random 
Grain Orientations in High-  Gate Stacks 

A. R. Brown, J. R. Watling and A. Asenov
Device Modelling Group, Dept. of Electronics & Electrical Engineering, 

University of Glasgow, Glasgow G12 8LT, UK 
e-mail: A.Brown@elec.gla.ac.uk

As the scaling of MOSFETs continues the 
requirement to maintain electrostatic integrity 
dictates an aggressive reduction of the oxide 
thickness below 1 nm, introducing intolerably high 
gate leakage [1]. This has led to the introduction of 
high-  materials in the gate stack offering the 
required SiO2 equivalent oxide thickness at 
increased physical thickness and reduced gate 
leakage. There are many technological issues [2]
associated with the use of high-  material in the 
MOSFET gate stack leading to mobility 
degradation. Some of these factors [3] will also 
introduce intrinsic parameter fluctuations in the 
corresponding MOSFETs, similar to the fluctuations 
introduced by random discrete dopants and oxide 
thickness variations. We recently reported an 
investigation of intrinsic parameter fluctuations in 
decananometre MOSFETs introduced by non-
uniformity of the dielectric properties of the high-
material due to phase separation of Hf and Si 
oxides [4]. Here we present a simulation study of 
another source of non-uniformity, also due to the 
polycrystalline nature of the high-  dielectric 
material, which is random grain orientation. Each 
crystalline grain within the gate stack can have a 
random orientation which, due to anisotropy in the 
dielectric constant, leads to localised variations in 
gate-to-channel capacitance. This results in local 
fluctuations in the MOSFET surface potential 
leading to variations in characteristics from one 
device to the next. The possible granular nature of a 
high-  film structure is illustrated in Fig 1 which 
shows a plan-view TEM image of a polycrystalline 
HfO2 film, with different grain orientations. 

The simulations were carried out with the 
Glasgow ‘atomistic’ device simulator, which has 
been modified to include a polycrystalline high-
gate stack with variations in dielectric constant for 

different grains. In order to introduce a realistic 
grain structure a large AFM image of 
polycrystalline grains [5] has been used as a 
template. The grain boundaries in this image were 
traced in Adobe Illustrator and each grain was 
coloured to allow differentiation, as shown in Fig. 2. 
The image was scaled so that the grain diameters 
are in the range of 2-10nm (see Fig. 3), typical for a 
high-  film [6]. 

The simulator imports a random (in both location 
and orientation) section of the grain template which 
corresponds to the dimensions of the device, and for 
each different grain assigns a dielectric constant 
chosen randomly from within a given range. An 
example is shown in Fig. 4. The resultant 
fluctuations in surface potential are shown in Fig. 5. 

Fig. 6 shows the fluctuations in threshold 
voltage, VT, for bulk MOSFETs scaled from 50nm 
to 15nm. The gate stack for each device consists of 
a 0.5nm interfacial SiO2 layer with the 
polycrystalline high-  dielectric above. One would 
expect that as the device dimensions are reduced the 
magnitude of the fluctuations would increase, 
however this is tempered by the necessary scaling of 
oxide thickness which reduces the capacitative 
contribution of the high-  relative to the interfacial 
layer, limiting the effect of the dielectric 
fluctuations.
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Figure 1. Top view TEM image of a HfO2 film showing different
polycrystalline grains each with different crystalline orientation.

Figure 2. An AFM image is used as a template in Adobe 
Illustrator where the grain boundaries are traced and filled with
colours. It is important to note that the colours used in this image
are purely to allow the simulator to differentiate between different
grains and bear no relation to the dielectric constant assigned to
that grain by the simulator.
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Figure 3. The grain image is scaled so that the grain diameters are
between 2 and 10 nm [6]. The diameter is calculated from the
area of the grain assuming a circular grain shape. The image file
is then written in a format readable by the simulator at a
particular resolution, e.g. 1 pixel/nm.

Figure 4. Once a randomly selected region of the grain image is 
imported to the simulator a recursive spatial search algorithm is
used to identify every grid node within a particular grain and
assign the dielectric constant for that grain to all those nodes. The 
dielectric constant is chosen randomly from within a given range.
Here is shown an example for a 30 30nm channel MOSFET. 
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demonstrating the fluctuations induced by variations in dielectric
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Figure 6. VT for bulk MOSFETs scaled from 50nm to 15nm. 
Simulations of 200 devices with unique grain pattern and
associated dielectric constants were performed for each channel
length.
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INTRODUCTION

Optimal dopant profiling of semiconductor de-
vices is an interesting and challenging task in
modern microelectronics (cf. [1], [2]), which is
nowadays treated by a combination of mathematical
optimization and numerical simulation techniques.
Such optimizations of doping profiles involves a
high computational effort since a high number of
forward simulations have to be carried out in the
optimization process. Here we discuss a more ef-
ficient approach to the solution of the optimization
problem, which is based on a Gummel-type iteration
for the optimality system.

MACROSCOPICDEVICE MODELS

Macroscopic models for semiconductor devices
such as the frequently useddrift-diffusion model(cf.
[3]) can be written schematically in the form

λ2∆V = Q(ρ)−N, C(ρ, V ) = 0, (1)

whereV denotes the electric potential,ρ a vector
of densities (for electrons and holes), andN the
(scaled) doping profile. The first equation is the
Poisson equation for the electrical field with scaled
Debye lengthλ andQ(ρ) is the charge generated by
the electrons and holes. The equation symbolizes by
C = 0 is a set of continuity equations, e.g. Nernst-
Planck equations for electron and hole densities.

Optimal dopant profiling can be formulated as
an optimization problem on top of such a model,
namely as a minimization task

F (ρ, V, N) → min
(ρ,V,N)

subject to (1). (2)

EFFICIENT OPTIMIZATION

A disadvantage of the optimization model (2) is
the strong coupling of the Poisson and continuity
equations, which implies a strong coupling of all

variables in the first-order optimality system. In
order to avoid this problem we use an approach
proposed in [4], namely to replace the doping profile
by the total charge densityq := Q(ρ) − N as the
unknown in the optimization. In this way the state
equations have a triangular form, the densities do
not further appear in the Poisson equation. As a
consequence, the optimality system for the mini-
mization of a functionalG(ρ, V, q) = F (ρ, V, N)
considerably simplifies and one can construct a
simple Gummel iteration for this system (based on
alternating solution of Poisson and continuity equa-
tions), which turns out to be globally convergent
and rather efficient.

OPTIMIZATION RESULTS

We illustrate the optimization for the drift-
diffusion model, with an objective functional of the
form

G(ρ, V, q) = (I − I∗)2 + ε

∫
(q − q∗)2 dx, (3)

where I is the current flowing out over a contact
andI∗ a reference value to be achieved. The second
term in the objective avoids to large deviations from
a reference configuration modeled byq∗

Results of the optimization for a PNP-Diode
are shown in Figures and 1. Figure shows a
comparison of the reference state and the optimal
doping profile, and Figure 1 displays the current-
voltage curves obtained with these doping profiles.

For a Metal-electron field effect transistor (MES-
FET), the result of the optimization on an adaptive
mesh is shown in Figure 2. Finally, Figure 3 illus-
trates the convergence history of the optimization
method, one observes that the result of the opti-
mization is obtained after few Gummel iterations
for the optimality system.



CONCLUSION

We have derived an efficient Gummel iteration
for optimal inverse dopant profiling, which is easy
to implement and globally convergent. With this
approach the effort for optimization only doubles
the one for simulation.
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INTRODUCTION 
The implementation of an evolution algorithm 

(EA) for the cryogenic noise modeling of 
microwave devices has been the object of the 
present work. The characterization of advanced 
microwaves devices, like High Electron Mobility 
Transistors (HEMT), in terms of the noise 
parameters results in a set of time consuming 
measurements to be performed with very expensive 
instrumentation [1 – 3]. A complete noise character-
ization is required for an accurate design of low-
noise front-ends for high-sensitivity cryogenic 
receivers, wireless telecommunication circuits, 
nuclear and aero-spatial instrumentation. 

NOISE PARAMETERS 

The Noise Parameters (NP), together with the 
Scattering (S-) parameters, provide a full small-
signal characterization (i.e., a black-box model) of 
any device dependent on the frequency, the bias 
conditions and the operating temperature. The four 
NP’s here employed are the minimum noise figure 
(Fmin), the noise resistance (Rn), the magnitude and 
phase of the optimum noise source reflection 
coefficient (Γopt). The NP’s are related to the global 
noise figure F(ΓS) as reported in the following  
expression, where Z0 is the normalization 
impedance, typically 50 Ω: 

 

( ) ( )22

2

0
min

11

4

Sopt

optSn
S Z

RFF
Γ−⋅Γ+

Γ−Γ
⋅+=Γ  (1) 

The eq. (1) represents a parabolic-like surface on 
the Smith Chart. 

 

IMPLEMENTATION OF THE EVOLUTION ALGORITHM 

EA’s are adaptive procedures that are mostly 
used for optimization and research problems [4]. 
These procedures are conceptually based on the 
principles of the natural evolution of the species. 
Living organisms consist of many cells and each 
cell contains one or more chromosomes that can be 
divided in genes. Each gene codifies a specified 
feature of the living organism. From the point of 
view of the information theory, the chromosome 
refers to a candidate solution. 

In our analysis, an eight base function set 
constitutes the collection of the chromosomes, 
namely the initial population. The main program of 
the EA assigns a set of suitable coefficients to the 
base functions. Subsequently, these functions  
combine with each other. The high number of the 
potential solutions obtained ensures the generation 
of an optimum solution that exhibits the lowest error 
compared to the maximum fixed threshold. The 
“fitness” is warranted by a continuous comparison 
between the candidate solution and the measured 
value of each NP. The comparison ends when a 
chosen threshold for the fitness is reached. A 
convergence procedure is also carried out to refine 
the generated solutions by exploring its neighbor 
regions. The selection is achieved by successive 
“mutation” steps. 

The obtained analytical equations thus provide 
an estimation of the behavior of the NP’s down to 
cryogenic temperatures and also outside the 
frequency range under observation. This approach is 
original and very flexible because it does not require 
a training procedure like in the Artificial Neural 
Networks (ANNs) − based systems [5, 6]. 
Moreover, the performance of this EA technique  



shows to be independent from the particular device 
typology. 

 

RESULTS 

By the procedure here presented we have 
obtained a complete set of the NP’s for a 
commercial super low-noise pseudomorphic HEMT 
(MGF4319 by Mitsubishi Semiconductors). This 
transistor was previously measured in our laboratory 
and a complete noise characterization was 
performed vs. frequency and temperature. 
Therefore, the EA performance for the noise 
modeling of the device under test (DUT) has been 
checked by using these experimental data in the 6-
18 GHz frequency range and down to cryogenic 
temperatures. The comparison between measured 
data and EA simulation of the NP’s vs. frequency 
and temperature (290-90 K, step 50 K) for the 
chosen DUT was performed and the results are 
reported in Figs. 1-3. Finally, a thorough analysis of 
these plots allows us to establish that application of 
the EA technique produces reasonably good values 
of the NP’s down to cryogenic temperatures for the 
DUT. 

CONCLUSION 

In this work, an evolution algorithm was 
implemented for estimating to a good accuracy 
extent the behavior of the NP’s for a low-noise 
HEMT down to cryogenic temperatures. By this 
original procedure, we have also obtained the 
analytical expressions of the derived curves whose 
coefficient behavior vs. temperature is currently 
under analysis. 
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Fig. 1.  Comparison between experimental data and EA 
simulation of the minimum noise figure Fmin vs. frequency and 
temperature for the MGF4319 device. 

 
Fig. 2.  Comparison between experimental data and EA 
simulation of the noise resistance Rn vs. frequency and 
temperature for the MGF4319 device. 

 

 
Fig. 3.  Comparison between experimental data and EA 
simulation of the magnitude of the optimum noise reflection 
coefficient Γopt vs. frequency for the MGF4319 device at 90 K. 
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INTRODUCTION 
Various characterization methods and lithography 

technologies using new resist materials and 
advanced gate patterning processes to reduce line-
edge roughness (LER) have been developed, but the 
aggressively continuing progress in CMOS 
technology calls for more detailed understanding, 
quantification and estimation of LER/LWR effects 
on the electrical behavior of future scaled MOS 
transistors. Simple statistical analysis has shown 
that the gate patterns without the appropriate LWR 
control may cause severe fluctuations in device 
parameters and performance, especially in the 
nanometer scaled MOSFET technologies, resulting 
in a negative average threshold voltage shift, a sub-
threshold slope degradation, an unrealistic effective 
channel length extraction and an exponential 
increase in off-state leakage current [1],[2]. 

 Our metrological work has shown that LWR is 
not a value but a function of the width of the 
transistor [4]. LWR increases with transistor width 
and saturates at large (“infinite”) widths on the 
order of 2μm. For smaller widths LWR is not 
independent but it is coupled to local CD variation. 
LWR is reduced at small widths while CD variation 
increases keeping the sum of their squares constant 
(this value is termed sigma “infinite”). The interplay 
between LWR and CD variation depends on the 
LWR spectrum, i.e. the correlation length ξ and the 
roughness exponent α (related to the fractal 
dimension of the transistor edges). Thus LWR is a 
function described with three parameters namely 

“sigma infinite”, correlation length ξ, and roughness 
exponent α.  

WORK DESCRIPTION 
This work has two goals: First, using simple 

analytic models to examine the effect of combined 
LWR and CD variation on transistor operation, and 
the relevant importance of each effect. In addition 
we explore how the transistor operation is 
influenced by the triad of the LWR parameters, 
hence from the whole LWR spectrum. This part of 
our work connects LWR metrology to device 
operation. In order to evaluate LWR effects on 
device current behavior we follow an analogous 
approach as is described in [2].  

Specifically, the total gate width W is divided into 
N segments with no LWR and with a certain 
characteristic width ΔW=1-5nm (Fig. 1). The drain 
current of the whole gate is calculated by summing 
the N gate segments in parallel. The drain current of 
each segment is given by simple or more 
complicated analytical formulas including short 
channel and narrow width effects. By the drain 
current vs. gate voltage curve, the threshold voltage 
shift of the total gate can be estimated. The 
calculation is repeated for a large number of gates 
with specific LWR parameters so that sufficient 
statistics is obtained. First results for the 
dependence of these shifts on the spatial LWR 
parameters (α,ξ)  are shown in Fig.2.  The standard 
deviation of these values as well as the off-current 
for the whole spectrum of (α,ξ) will be also 
presented in the work. Furthermore, the effects of 



the gate width W and length on these dependencies 
will be also examined.  

Second we connect the lithography process and 
material architecture to the device operation. Here, 
LWR is introduced through the explicit stochastic 
simulation of the processes leading to the 
development of photoresist lines (Fig.3), and 
assuming that LWR introduced in the final 
transistor gate will be a modulation of this initial 
photopolymer LWR, after silicon etching, doping, 
and annealing [3]. Then LWR effects on device 
operation are evaluated as above (Fig. 1), where 
ΔW now indicates the photopolymer chain 
monomer size. The result of this second part of our 
work is to connect the LWR effects on the device to 
photoresist molecular weight and polymer chain 
architecture, for both conventional and chemically 
amplified photopolymers. The effects of transistor 
width will be also investigated. 
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Fig. 1.  The transistor is divided into sub-transistors. 

 

 
Fig. 2.  Effect of correlation length and roughness exponent on 

threshold voltage shift for W=135nm, ΔW=5nm and CD 
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INTRODUCTION 

Advances in fabrication techniques have led to 
organic thin-film transistors (OTFTs), which are 
increasingly interesting for electronic applications. 
The associated design of organic circuits results in 
the need for a solid modeling of device behavior. 

 Up to now, research has mainly targeted the 
modeling of static IV characteristics [1][2][3][4]. In 
the following, we report simulations of OTFT 
small-signal parameters, which are important for the 
dynamic performance.  

SIMULATION ENVIRONMENT 
The work is based on the commercial device 

simulator ISETCAD that we modified to account 
for the special nature of organic semiconductors 
according to Refs. [1][2]. Input variables are the 
device geometry, material properties, and the nature 
of the interfaces. 

DEVICE LAYOUT 

Figure 1 shows the layout of the simulated 
pentacene OTFT. The device has a channel length 
of 20 um, a channel width of 100 um, and an oxide 
thickness of 190 nm. Figure 2 shows the finite 
element mesh used for the numeric computations. 

STATIC OFET CHARACTERISTICS 

The simulation of static output and transfer 
characteristics can be employed to extract valuable 
knowledge from experimental IV data. By fitting 
the threshold voltage and the sub threshold region 
(Figure 3 and Figure 4), one can quantify the 
properties of fixed charges and traps at the 
insulator-semiconductor interface [3][4]. Typical 
values are reported in Ref. [4] with a trap 
concentration of Nt=

! 

1"10
12 cm-2 at a level 0.15 eV 

above the valence band. The analysis of penetacene 
OTFTs fabricated by the group of B. Nickel has led 
to values of 

! 

8 "10
11 cm-2 at 0.16 eV (Figure 4).  

The measured devices have an excellent mobility in 
the order of

! 

µ = 2  cm2/Vs. 
SIMULATION OF AC SMALL-SIGNAL OTFT 

PARAMETERS 

Small-signal parameters are vital for modeling 
the transient behavior of transistors. We have set up 
an environment in ISETCAD which is able to 
simulate these parameters for different OTFT 
layouts and material combinations. 

Figure 5 shows the low-frequency source gate  
CV characteristic of the pentacene OTFT and 
illustrates the influence of interface traps and 
charges. Figure 6 reports the simulated AC small-
signal transconductance gm, the output conductance 
gd, and the source gate capacity Csg at a frequency of 
2 kHz. By fitting small-signal measurements, it is 
possible to extract transistor properties such as trap 
release times, which govern the dynamic device 
behavior. 

CONCLUSION 

In conclusion, we have shown that the ISETCAD 
method allows for an effective simulation of OTFT 
small-signal parameters. Based on these results, 
transient simulations of organic inverter circuits and 
ring oscillators can be performed. We plan to 
present further results at the conference in May.  
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Fig. 1. Layout of simulated pentacene OTFT with channel 
length of 20 um, width of 100 um, and oxide thickness  
of 190 nm. 

 

Fig. 2. Numeric mesh and simulated potential for Vg=-30 V and 
Vsd=-30 V. 

 
Fig. 3. Simulated and experimental OTFT transfer 
characteristics with an extracted mobility of 

! 

µp = 2.0 cm2/Vs. 

 

Fig. 4. Extraction of the trap energy by fitting the experimental 
data with ISETCAD. 

 
Fig. 5.  Simulation of the low-frequency CV characteristics of 
Csg showing the influence of interface charges (

! 

1"10
11 cm-2) 

and interface traps (

! 

8 "10
11 cm-2, 0.16 eV above valence band). 

 

Fig. 6.  Simulated AC small-signal parameters gm, gd and Csg at 
2 kHz and Vsd=-6 V.  
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Abstract—We discuss the influence of quantum
effects in highly scaled CMOS circuits. On the base of
1-d numerical simulations for transport in mesoscopic
systems, we set up Spice circuit models. With this
Spice models rebuilding the influence of quantum
effects, the functionality of classical circuit concepts
can be ’tested’ in their robustness against these
effects. A few circuit examples will be given.

DISCUSSION

The most important quantum effects for MOS
devices in the sub 100nm regime are direct tun-
neling currents (edge-direct and channel-direct tun-
neling), charge quantization in the inverted channel
and quasi-ballistic transport in very short channel
devices. All these effects are pure parasitics influ-
encing or significantly disturbing the device perfor-
mance. Since CMOS is dominating the semiconduc-
tor industry it is very important to ensure that con-
ventional circuit concepts are still applicable when
the devices are scaled into the sub 100nm regime.
Instead of developing complete new device models
we restrict ourselves on the quantum-mechanical
description of transport problems, which cause par-
asitic noise in MOS devices and analyse CMOS cir-
cuits under the direct influence of quantum effects.
The quantum transport is described in terms of the
Schrödinger equation with spatial dependent mass

[
−

h̄2

2
d

dx

1
m∗(x)

d

dx
+ veff(kt, x)

]
ψ(x) = εL

xψ(x)

(1)
with

veff(kt, x) = vcoul(x)+Ec(x)+
h̄2k2

t

2m∗

L

(
1 −

m∗

L

m∗(x)

)
.

With the restriction to pure Coulomb interaction, the
solution of (1) is coupled with the Poisson equation

d

dx
ε(x)

d

dx
vcoul(x) = −q2[n(x)−N+

D
(x)+N−

A
(x)]
(2)

according to the Hartree approximation. For more
details please see [1]. We implemented a 1-d nu-
merical self-consistent solver (see figure 1,2,3),
whereby we use the NEGF formalism for the
Schrödinger equation and the Newton-Raphson
method for the Poisson equation. The primary goal
we want to achieve with the quantum transport
calculation is the estimation of tunneling currents
for circuit applications, as we already emphasized
in the beginning. The advantage of the use of the
NEGF formalism, is that it intrinsically enables the
inclusion of more sophisticated interactions in de-
vices. Thus we are able to calculated more parasitic
quantum effects, which is our future goal.
Using the numerical simulations we build Spice
circuit models to include influence in circuit simu-
lations. One example to show a functionality break-
down in a dynamic logic circuit caused by tunneling
currents is the Domino-AND-2-gate (suggested by
Choi et al. [2]). We simulated this circuit (see figure
4) using a corresponding Spice model for edge-
direct tunneling in transistor M2. For the input
signal sequence shown in figure 5 the circuit is
producing two logic errors at the output (figure 6).
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Fig. 1. Flowchart self-consistent solution

Fig. 2. Potential profile for 1.8nm SiO2 barrier

Fig. 3. Charge concentration profile for 1.8nm SiO2 barrier
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Fig. 4. Domino AND 2 Gate
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I. INTRODUCTION

Decreasing costs and increasing performance
characteristics of desktop-style computers lead to
a significant displacement of traditional supercom-
puters. Nowadays, many of the high-performing
computer systems are based on networks of standard
PC computers (clusters) [1]. In order to efficiently
make use of those distributed systems, sophisticated
parallel programming techniques are required.

There is large number of programming frame-
works that deal with this. Among them are:

– Message Passing Interface (MPI): A commu-
nication framework which provides a high-level in-
terface for parallelization tasks on distributed mem-
ory systems [2]. Including fault-tolerance and load-
balancing mechanisms has to be specially tailored
per application. In addition, there is a number of
different MPI implementations, many of which are
not compatible to each other.

– Parallel Virtual Machine (PVM): This ap-
proach uses a virtual machine in which a network
of heterogeneous hosts is represented as one par-
allel computer to the application [3]. In contrast
to MPI, PVM provides a basic mechanism for
fault tolerance: The failure of one node will not
lead to a crash of the entire multi-node/-process
application. As a drawback, compared to MPI PVM
lacks a feature-rich communication interface (an
often stated shortcoming is the lack of non-blocking
operations).

II. D ISPYTE
In this work we propose a new concept: A Dis-

patchable Python Tasks Environment (DisPyTE),
implemented in the free, efficient, and increasingly
popular interpreter language Python [4]. The main
design and implementation goals of this frame-
work are fault-tolerance and an easy-to-use load-

balancing mechanism. Another important criterion
was to achieve a maximum facility in both applica-
tion and implementation.

The result is a requester/worker type implementa-
tion (see Fig. 1). The main components of DisPyTE
are:

– Worker: Workers are realized as processes re-
siding on any computers within the network. They
are connected to by the requesters’ administrator.
Once aWorker receives a task, it it will be com-
puted, and the result is sent back to the administra-
tor.

– Proxy Factory: The factory checks whether
new Workers are available, generating a proxy for
each of them. Proxies are made available to the
Admin. Additionally, failures ofWorkers are com-
municated to theAdmin.

– Admin: This module manages the actual dis-
tribution process. It keeps track of the state of the
Workers and distributes the tasks accordingly.

– Producer: The Producer generatesTasks. A
task is conferred on theAdmin, which assigns it
to the next idleWorker (using the corresponding
Proxy). Once aWorker has completed a task, the
result is transferred to theRequester using a call-
back routine.

The Proxy Factory, theAdmin, and theProducer
are within the scope of the same process. No extra
programs such as schedulers are required. Anim-
plicit load-balancing mechanism is inherent, since
the Admin is assigning tasks only to idleWorkers.
Thus, for example, aWorker that is twice as fast
as another one, will in general be assigned twice
as many tasks. The proposed approach is also fault-
tolerant: If a Worker fails, the pending task is re-
assigned to a differentWorker. Even in case no
Workers are available (any longer), theAdmin will
wait for new computing entities to attach.



DisPyTE does not depend on a specific inter-
process communication (IPC) mechanism. As a first
implementation the Python package Twisted proved
an ideal framework [5]. It provides a wide range
of protocols and is freely available for all platforms
that support Python.

III. A PPLICATION EXAMPLE : GENETIC
ALGORITHM

A genetic algorithm (GA) is a heuristic global
optimization routine, which is well suited for op-
timization tasks that exhibit little information on
the search space [6]. Each GA iteration consists
of the following two steps: (1) evaluation of the
(current) set of solutions and (2) recombination of
these solutions. The implicitly parallel behavior of
GAs can be exploited in a straightforward manner
using a distributed system (see Fig. 2).

In order to use DisPyTE as the underlying distri-
bution layer, following steps are required:

– Producer implementation: The GA “produces”
a set of solutions per iteration. Instead of directly
evaluating these solutions, they act as tasks of a
DisPyTE Producer and are hence distributed to
availableWorkers.

– Worker implementation: A Worker’s job in
the context of a GA is to compute the merit of
a specific parameter set. As DisPyTE is using a
callback mechanism, the only adjustment that has
to be made is to have the DisPyTEWorker call the
object function.

IV. CONCLUSIONS

The proposed DisPyTE framework proved very
reliable and well suited for the described task.
Especially in the regime of heavily loaded desk-
top computers, the fault-tolerance and the implicit
load-balancing mechanisms payed off well. A very
moderate implementation effort had to be made in
order to use DisPyTE for the parallelization of the
genetic algorithm. The concept has already been
successfully applied to the optimization of crystal
growth and lithography simulation processes (for a
discussion on these applications see [7] and [8],
resp.). Future work on DisPyTE will be focused
on the integration of explicit load-balancing mech-
anisms. Moreover, as this design seems well suited
for other parallelization tasks, it is also planned

to adapt additional applications such that they can
make use of DisPyTE.
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MOTIVATION 

As silicon based devices become smaller in size, 

conventional simulation methods using 2D 

structures become insufficient. Many effects, such 

as narrow width effect and line edge roughness 

require 3D simulation. Moreover, many new 

devices such as FinFET are 3D by nature. Also, 

many modern devices are built using stress 

engineering, which requires 3D stress modeling to 

predict device performance. 

However, 3D process simulation is by its nature 

more complicated than 2D simulation and even with 

modern computers it requires a long simulation 

time. New methods are needed to perform 3D full-

flow simulation in a reasonable amount of time.  

HYBRID APPROACH 

3D geometry modifications such as deposition, 

etch, oxidation and epitaxy, present a big challenge 

to traditional TCAD tools when performed with 

methodologies such as string algorithm or level-set 

movement, as these methodologies work only on a 

mesh. The most efficient method for performing 

such steps is using a solid modeling. However, solid 

modeling tools cannot perform process simulation 

steps, such as diffusion or implantation. A hybrid 

method, where etching, deposition and epitaxy steps 

are performed with a solid modeling tool, such as 

Synopsys’ Sentaurus Structure Editor (SDE) and the 

diffusion and implantation steps are performed by a 

process simulator, such as Sentaurus Process 

(Sprocess) had been devised previously [1]. 

The hybrid method requires of segregation of the 

input flow into an SDE flow and Sprocess flow, 

which need to be manually intertwined. A new input 

flow definition strategy has been developed, which 

allows for keeping the process flow in one single 

file, and letting the interpreter to do the necessary 

book keeping while switching between the tools.  

The methodology works in two modes of 

meshing strategy, called remesh every switch and 

paint by number.  In the former, entirely new mesh 

is built at every switch. In the latter case, all steps 

from the full flow are combined into one structure 

and the merged regions are assigned numbers. The 

mesh is built once on the merged structure and 

regions indicated by numbers change material type 

to obtain the structure at a particular step. 

STRESS MODELING 

Solving for stress-strain equations concurrently 

with diffusion equations slows down simulation 

time considerably. To avoid this, we run the process 

simulation twice: Once solving only for 

implantation steps and diffusion equations and a 

second time only solving the mechanical equations. 

The second run is extremely fast compared to the 

first one, since the simulator can choose large time 

steps. The results are then combined to perform 

device simulation including stress effects on band 

gap and mobility. 

CONCLUSION 

The methods described have been applied to 

several 3D process flows, including a FinFET [2], a 

CMOS image sensor, a PMOS device with raised 

SiGe S/D and other structures. The simulation times 

are about an order of magnitude faster than using a 

process simulator with a mesh to perform the 

topography modification steps. This makes 3D 

simulation feasible for everyday use. 
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Fig. 1a.  FinFET structure after fin formation. Note region 

boundaries from the merged structure. 

 

Fig. 1b.  Final FinFET structure. Only one quarter of the 

FinFET was simulated to take advantage of symmetry. 

 

Fig. 2.  Final topography for the CMOS image sensor 

 

Fig. 3a.  Final topography for SiGe raised S/D PMOS 

 

 

Fig. 3b.  Final doping distribution for the 3D PMOS 

 

 

Fig. 3c.  Final stress distribution for the 3D PMOS  
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INTRODUCTION 
Compound semiconductor FETs, such as GaAs 

MESFETs, HFETs and GaN-based FETs, are very 
important devices for microwave power devices and ICs 
that are now receiving great attention, particularly for 
mobile communication applications. However, slow 
current transients are often observed even if the drain 
voltage VD or gate voltage VG is changed abruptly. This 
is called drain lag or gate lag [1]. Hence the dc I-V 
curves and ac I-V curves become quite different, 
resulting in lower ac power available than that expected 
from dc operation. This is called power (current) 
compression [2,3]. These are serious problems and there 
are many experimental works reported on these 
phenomena, but only a few theoretical works are 
reported for HFETs [4], although several numerical 
analyses were made for MESFETs [5,6]. Also, the lag 
phenomena were studied by changing only VD or VG. 
But both voltages should be changed during turn-on or 
RF drive. Therefore, in this work, we have made 
transient simulations of AlGaAs/GaAs HFETs, and 
particularly calculated cases when both VD and VG are 
changed abruptly, and derived quasi-pulsed I-V curves. 
As a result, we have clearly shown that the current 
compression could occur both due to substrate traps and 
surface states. 

PHYSICAL MODEL 
Fig.1 shows a modeled AlGaAs/GaAs HFET. As a 

substrate, we consider undoped semi-insulating GaAs 
where deep donors “EL2” (NEL2) compensate shallow 
acceptors (NAi) [5]. As a surface state, we consider an 
acceptor-type state, and vary its energy level ESA as a 
parameter because the detailed information is not 
obtained for AlGaAs surface. Basic equations are 
Poisson’s equation including ionized deep-level terms, 
continuity equations for electrons and holes which 
include carrier loss rates via the deep levels, and rate 
equations for the deep levels. 

SUBSTRATE-TRAP EFFECTS 
Fig.2 shows calculated drain-current responses of 

the AlGaAs/GaAs HFET when VD is changed abruptly 
from 0 V (VDini) to VDfin while keeping VG at 0 V. Here, 
surface states are not included. The drain currents 
overshoot the steady-state values, because electrons are 
injected into the substrate, and the substrate trap (EL2) 
needs certain time to capture these electrons. Fig.3 
shows the case when VD is lowered abruptly from 5V to 
VDfin while keeping VG at 0 V. The drain currents 
remain at low values for some period, and begin to 
increase slowly, showing drain-lag behavior. It is 

understood that the drain current begin to increase when 
the deep donors begin to emit electrons. 

We have next calculated a case when both VD and VG 
are changed from an off point. Fig.4 shows calculated 
turn-on characteristics when VG is changed from the 
threshold voltage Vth to 0 V. The off-state drain voltage 
VDoff is 5 V, and the parameter is an on-state drain 
voltage VDon. The characteristics are similar to Fig.3, and 
hence the change of VD (drain lag) is essential in this 
case, although slight transients are seen when only VG is 
changed (VDon = 5 V in Fig.4). Fig.5 shows ID-VD curves. 
Here, we plot by point (x) the drain current at 10-6 s after 
VG is switched on. This is obtained from Fig.4, and this 
curve corresponds to a quasi-pulsed I-V curve with pulse 
width of 10-6 s. (For reference, we also plot other quasi-
pulsed I-V curves when only VD is changed, which 
reflect the overshoot and undershoot). The drain currents 
in the pulsed I-V curve are rather lower than those in the 
steady state. This clearly indicates that the current 
compression could occur due to the substrate-trap effects, 
and it occurs due to drain lag in this case. 

SURFACE-STATE EFFECTS 
Next we have calculated a case when only the 

surface states are included. It is found that the lags are 
not seen when the energy level of deep-acceptor surface 
state ESA is far from the valence band and it acts as an 
electron trap. The lags become important when the deep 
acceptor acts as a hole trap. Fig.6 shows calculated ID-
VD curves for such a case. The current compression is 
significant, as shown by point (x), and it occurs mainly 
due to the change of VG (gate lag) in this case. 
COMBINED EFFECTS OF SUBSTRATE AND SURFACE 

Finally, we have studied the case when both the 
substrate traps and surface states are included. Fig.7 
shows an example of calculated ID-VD curves. It is seen 
that the lags (overshoot and undershoot) and current 
compression are very pronounced when comparing with 
Figs.5 and 6. This significant combined effect is an 
interesting feature which has not been pointed out. 
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 Fig.1. Device structure analyzed in this study  
 
 
 
 

Fig.2. Calculated drain-current responses of AlGaAs/GaAs 
HFET when VD is raised from 0 V to VDfin. VG is kept 0 V.

 
 
 
 
 
 
 
 
 
 
 
 
 Fig.3. Calculated drain-current responses of AlGaAs/GaAs 

HFET when VD is lowered from 5 V to VDfin. VG is kept 0 V.  
 
 
 
 
 Fig.4. Calculated turn-on characteristics of AlGaAs/GaAs 

HFET when VG is changed from Vth to 0 V. VD is also 
changed from 5 V to VDon. 

 
 
 
 
 
 
 
 
 
 
 Fig.5. Steady-state ID-VD curve (solid line) and quasi-pulsed 

I-V curves of AlGaAs/GaAs HFET with a semi-insulating 
substrate. (x): VGoff = Vth and VDoff = 5 V (t = 10-6 s; Fig.4), 
(○): VDini = 0 V and VG = 0 V (t = 10-9 s; Fig.2), (∆): VDini = 5 
V and VG = 0 V (t = 10-6 s; Fig.3). 

 
 
 
 
 
 
 
 Fig.6. Steady-state ID-VD curve (solid line) and quasi-pulsed 
I-V curves (pulse width of 10-6 s) of AlGaAs/GaAs HFET 
with surface states but without substrate traps. (x): VGoff = Vth 
and VDoff = 5 V, (○): VDini = 0 V and VG = 0 V, (∆): VDini = 5 
V and VG = 0 V. 

 
 
 
 
 
 
 
 
 
 

Fig.7. Steady-state ID-VD curve (solid line) and quasi-pulsed 
I-V curves (pulse width of 10-6 s) of AlGaAs/GaAs HFET 
with both surface states and substrate traps. (x): VGoff = Vth 
and VDoff = 5 V, (○): VDini = 0 V and VG = 0 V, (∆): VDini = 5 
V and VG = 0 V. 
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ABSTRACT 
Carbon nanotube field-effect transistors (CNT-

FETs) are being the subject of very intense research 
as promising devices for future electronic 
applications. This research is motivated by the 
technical and economic difficulties in further 
miniaturizing silicon-based transistors with the 
current fabrication technologies.  

At present, an important issue is to dispose of 
compact models describing the interplay between 
the observed phenomenology in CNT-FETs. These 
models are intended to serve as guidelines for 
understanding the experimental work at this early 
stage of development, and for design and projection  
purposes. In this work we develop a physics-based 
compact model for the current-voltage (I-V) 
characteristics of Schottky-barrier CNT-FETs (Fig. 
1). The model captures a number of features 
exhibited by Schottky barrier CNT-FETs: (a) 
thermionic and tunnel emission [1]; (b) ambipolar 
conduction [2]; (c) ballistic transport [3]; (d) 
multimode propagation [4]; and (e) electrostatics 
dominated by the nanotube capacitance [5].  

In the proposed model, the spatial band diagram 
along the nanotube consists of three distinctive 
regions: two injecting barriers at the ends of the 
nanotube and an intermediate region where ballistic 
transport occurs (Fig. 2). This latter region is 
approximated by a flat band structure, its energetic 
level being essentially determined by the nanotube 
capacitance, which is supposed to dominate over the 
insulator capacitance (operating conditions close to 
the quantum capacitance limit). The energetic 
diagram at the two injecting barriers can be 
analytically calculated solving Laplace’s equation 
along the transport direction. A coaxial gate 
geometry is considered. The current is calculated by 
means of the Landauer formula for one-dimensional 
systems contacted with infinite reservoirs. The key 
information to compute the current is the 
transmission probability for all energies, which is 
calculated using the WKB formalism.  

 
We have taken into account that multiple 

reflections can arise between both Schottky barriers 
at the interfaces, in the same way as a Fabry-Pérot 
resonator [6]. The proposed model is compared with 
accurate self-consistent quantum mechanical 
simulations based on the Non-Equilibrium Green’s 
Functions (NEGF) [7]. Specifically, the test consist 
in the comparison of the I-V characteristics showing 
the effect of power supply voltage scaling (Fig. 3), 
nanotube diameter scaling (Fig. 4), and barrier 
height (Fig. 5). Notice the good agreement between 
our model and NEGF’s simulations. The compact 
model is valid as long as the CNT-FET operates at 
the quantum capacitance limit (see Fig. 6).  
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Fig. 1. CNT-FET cross-section. The electrodes are assumed to 
be metallic and the body is an intrinsic (n,0) semiconductor 
nanotube. 

 

 
Fig. 3. Transfer characteristics: effect of the power supply 
voltage scaling. 

 

 
 

Fig. 5.  Transfer characteristics: effect of the barrier height. 

Fig. 2.  Spatial band diagram scheme (along the transport 
direction). 
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Fig. 4. Transfer characteristics: effect of the nanotube diameter 
scaling. 

 

 
 

 
Fig. 6. Transfer characteristics for a thick oxide thickness (40 
nm) CNT-FET, not working at the quantum capacitance limit.  
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ABSTRACT 
In this paper, we utilize an evolutionary 

technique for inverse modeling problems of scaled-
down 65 nm CMOS devices. The approach mainly 
bases upon the process and device simulations, 
evolutionary strategy, and empirical knowledge. For 
a set of given measured I-V curves of 65nm CMOS, 
a developed prototype performs the optimization 
task to automatically calibrate and inversely find out, 
for example the doping recipe and device physical 
model parameters. It benefits the development of 
fabrication technology and can be used for the 
performance diagnosis.  

INTRODUCTION 

The technology computer-aided design (TCAD) 
simulation has widely been used for the analysis of 
semiconductor devices [1]. For a set of given 
device’s I-V curves, finding out the associated 
optimal configurations forms an inverse problem [2]. 
It nowadays plays an important approach to 
technology development as well as the performance 
diagnosis due to significant characteristic 
fluctuation of sub-65nm CMOS devices.  

In this work, a simulation-based evolutionary 
system is developed for inverse problem of sub-
65nm N- and P-MOSFET. Compared to realistic 
experimental process recipe, the achieved results 
demonstrate good extraction capability of the 
proposed method. 

METHODOLOGY AND EXTRACTED RESULTS 

Figure 1a shows the computational flowchart of 
the TCAD simulation-based inverse modeling 
problem. The developed system, shown in Fig. 1b, 
is mainly relying on a hybrid genetic algorithm (GA) 
[3] incorporating with other optimization techniques. 
Inset of Fig. 2 is a 2D cross-section view of the 
simulated 65 nm MOSFET with LDD doping 
profile. Table 1 shows the partial list of LDD profile 

parameters for process simulation, and physical 
model parameters for device simulation. Figure 2 
shows the target I-V curves to be optimized and 
several most concerned physical quantities 
empirically. Figure 3 depicts the performance of 
three different calibration strategies. The single 
optimization approach is limited and can not 
improve the accuracy of extraction. It is necessary 
to perform process and device simulation 
simultaneously. The extracted curves are shown in 
Fig. 4 for both N- and P- MOSFETs, where Fig. 5 
illustrates the inversely calibrated doping profile for 
the 65nm MOSFETs. A set of inversely optimized 
results is shown in Table 1.  

CONCLUSIONS 

We have presented an evolutionary system for 
inverse problem and tested on 65nm CMOS devices. 
Process and device parameters have been obtained 
according to realistic device data. The proposed 
system is now under developed to explore 
asymmetric transport phenomena due to fluctuation 
of source and drain implantations. 
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Fig. 1. (a) A flowchart of the proposed optimization system to 
solve the device inverse modeling problem. (b) An architecture 
of the developed system. The system has its built-in 2D/3D 
device and process simulation programs; it also interfaces to 
well-known TCAD tools.  
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Fig. 2. An illustration of the target I-V curves to be extracted 
and empirical knowledge. The inset plot is a 2D cross-section 
view of the simulated MOSFET with LDD doping profile. 
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Fig. 3.  The performance comparisons among three different 
evolutionary strategies. There are totally 31 process and device 
parameters to be optimized in the case of process and device 
simulations. The total time is about 70 hours on a PC-based 
Linux cluster with 16 CPUs. 

Table 1.  A partial list of process and device’s parameters to be 
extracted for the explored 65nm N- and P-MOSFETs. The 
Schenk model [4] is adopted to describe the band-to-band 
tunneling. The enhanced Lombardi model [5] is selected as a 
mobility model. 

Calibrated ResultProcess Recipe Parameter Range N-MOS P-MOS
Energy: 300~500 KeV 462 276Well Imp. 
Dose: 5e12~5e13 cm-2 2.6e13 3.1e13
Energy: 10~50 KeV 30 25LDD Imp. 
Dose: 5e12~5e13 cm-2 3.7e13 2.1e13
Energy: 20~80 KeV  17 11S/D Imp. 
Dose: 1e13~1e14 cm-2 2.1e13 1.5e13

Calibrated ResultDevice 
Model Parameter Range N-MOS P-MOS

B(cm/s): 2e7~8e7 462 276Mobility  
model C(cm5/3/V2/3s): 1e2~5e2 2.6e13 3.1e13

Vsat_0(cm/s):1e6~1e8 9e6 8.1e6Velocity 
saturation model Vsat_exp: 0.5~1.0 0.81 0.94
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Fig. 4. The achieved accuracy of the extracted I-V curves for N- 
and P-MOSFETs, where gate length L = 65nm and device 
width W = 1µm. Results are simultaneously obtained with 
considering device and process configurations. Symbols are 
measured data and lines are eventually optimized result. 
 

 
Fig. 5. The extracted 65nm (a) N-MOSFET doping profile and 
(b) a zoom-in plot of the profile. Similar results are obtained for 
the P-MOSFET. These results are corresponding to the 
optimized I-V curves shown in Fig. 4. We note that simulations 
are performed with 2D process and device structures. 
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ABSTRACTS 

In this paper, electrical characteristics of fin-
typed metal-oxide-semiconductor field effect 
transistor (MOSFET) with oxide nitride stacked 
capping layer is numerically studied. Compared the 
simulation results between strained bulk FinFET 
and strained SOI one, the strained bulk FinFET 
shows promising characteristics, and therefore the 
strained bulk FinFET may play an important role in 
the trend of scaling by the advantage of a much 
lower cost of fabrication for the electronic industry.  

INTRODUCTION 

Single gate FETs strained with diverse materials 
are very popular and have been investigated in 
decades [1]. Strained FETs are possible candidates 
for next generation high performance devices. 
Higher speed is due to higher carrier mobility which 
comes from the mismatch between two different 
lattice constants and the conduction energy band 
bending, leading to a smaller effective mass of the 
electron in the channel region in contrast with pure 
silicon (Si) MOSFETs. On the other hand, the 
advantages of SOI technology are high speed, less 
leakage current and high density [2]. SOI structure, 
however, has some fatal drawbacks, e.g., floating-
body effect and self-heating effect. By the Body 
effect, the threshold voltage is changed and the 
device will be operated in the incorrect region. 

In this paper, we computationally explore 
electrical characteristics of bulk and SOI FinFETs 
with an oxide nitride stacked capping layer. Strained 
impacts on their performance are examined with 3D. 

COMPUTATIONAL MODEL AND RESULTS 

As shown in Fig. 1, Si bulk and SOI substrates 
are examined for a 25 nm FinFET, where the oxide 
thickness is fixed at 1.4 nm. A 3D density-gradient 
simulation is performed to explore these electrical 
characteristics. The 3D hydrodynamic and density-
gradient equations are solved with the adaptive 

finite volume and the monotone iterative methods 
[3]. To valid the simulation, mobility with 
considering strained effect, band bending, for 
example, should be adjusted carefully.  

Figures 2 and 3 show the doping profile and 
electrostatic potential of the strained bulk FinFET 
and SOI one. The oxide layer of SOI one leads to a 
different distribution of doping conditions and 
electrostatic potential, which changes the grounded 
substrate to a floating body. From Fig. 4, we 
observe the stress distribution of cross-section of the 
FinFET with face perpendicular to the direction 
from source to drain, which is resulted form the 
oxide nitride capping layer. Therefore, Si channel is 
strained to make the electron having a higher 
mobility. The IdVd and IdVg curves, shown in Fig. 
5, indicate that the strained bulk FinFET and SOI 
one have almost matched characteristics. The IdVd 
values of SOI are not more than 3.79% than bulk 
one. Table 1 indicates the bulk one has a smaller SS 
and DIBL values than SOI one.  

CONCLUSIONS 

Our preliminary investigation has shown that the 
strained bulk FinFET posses acceptable electrical 
properties compared with SOI one. Due to a 
significant advantage of less cost of fabrication, the 
strained bulk FinFET is a candidate for the scaling 
of VLSI devices in the near future.  
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Fig. 1.  The FinFET structure used for the 3D simulation. 

 

 

Fig. 2. The 3D doping distribution of the strained bulk FinFET 
(the right plot) and strained SOI one (the left one). 
 

 

Fig. 3.  The 3D electrostatic potential distribution of the 
strained bulk FinFET (the right plot) and strained SOI one (the 
left one). 

 

Table 1.  Comparison of the extracted subthreshold swing (SS) 
and drain induced barrier height lowering (DIBL) between the 
strained bulk FinFET and strained SOI one. 

 SOI Bulk 

S.S. (mA/mV) 75.82 64.75 

DIBL  (mV) 89.20 56.08 

 
Fig. 4. The stress distribution of the cross-section of the FinFET 
with face perpendicular to the direction from source to drain. 
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Fig. 5.  The simulated (a) IdVg and (b) IdVd characteristics of 
the strained bulk FinFET and strained SOI one.  
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INTRODUCTION 
To improve the Si-MOSFET performance, one 
attractive approach is to enhance carrier mobility 
and transistor drive current by using strain-induced 
effects. Recently, group IV alloys such as Si1-xGex 
and Si1-yCy have attracted great attention as new 
materials for introducing band gap engineering in Si 
technology. It has been shown that hole and electron 
mobility is considerably enhanced in a MOSFET by 
employing silicon–germanium (SiGe) stressors in 
the source and drain regions and nitride cap layer. 
Recently, a novel 50 nm gate length strained-Si n-
MOSFET comprising Si1-yCy S/D regions, metal 
gate and high-k gate dielectric has been 
demonstrated [1]. 

There is no experimental investigation on the 
lattice strain distribution in such a transistor 
structures. Understanding the strain distribution and 
its effect on the device performance will be 
important for channel strain engineering in CMOS 
transistors. In this paper, technology CAD (TCAD) 
approach is taken to explore the stress management 
in the SiC (S/D region) and the distribution of local 
strain components in the channel region. Some of 
the issues affecting the MOSFETs DC and AC 
characteristics due to the SiC induced strain in the 
channel has been studied using SILVACO VWF-
simulation suite.  

SIMULATION METHODOLOGY 

SiGe source and drain stressors lead to lateral 
compressive strain and vertical tensile strain in the 
Si channel [2]. On the other hand, the SiC source 
and drain stressors give rise to lateral tensile strain 
and vertical compressive strain in the Si channel, an 
effect complementary to that of SiGe source/drain 
stressors and will enhance electron mobility in n-
channel transistors. This gives rise to the SiC-

strained-Si heterojunction which enables increased 
electron injection velocity at the source end. 

The ATHENA process simulation framework 
from SILVACO was used for the process simulation 
by implementing preceding ideas. Typical device 
structures for process-induced strained-Si 
MOSFETs (with SiC in S/D) and subsequent stress 
contour, generated from the process simulation, is 
shown in Fig. 1a and 1b. 

RESULTS AND DISCUSSION 

To explore the device design parameters space 
for advance MOSFETs with elevated SiC S/D 
structure, Silvaco ATLAS device simulation tools 
was used. C-interpreter function has also been used 
to incorporate the mobility enhancement, SiC 
material parameter and strain mismatch models. Fig. 
2 shows the simulated DC output characteristics of a 
n-MOSFET with SiC in S/D, at room temperature 
for a gate voltage variation from 0.5 to 2.5V. The 
sub-threshold characteristics simulated at 10, 50 and 
100 mV is also shown in Fig. 3. A sub-threshold 
slope (SS) of 81.6mV/dec and Vth ~0.52 V is 
obtained from simulation. The frequency response 
of the SiC embedded (PSS) n-MOSFET was 
simulated in the common source configuration and 
the necessary figures of merit are calculated from 
the simulated S-parameter data. Fig. 4 shows the 
magnitude of current gain ([h21] in dB) versus 
frequency for PSS n-MOSFETs with 10/0.1 µm 
device, at nominal Vgs ~1V. The extrapolation of 
the plots displays an fT of about 98 GHz and fmax 
~470 GHz. 

CONCLUSION 

In conclusion, local lattice strain in transistor 
structures with SiC stressors in the S/D regions was 
investigated. This work will be useful for channel 



strain engineering in complementary metal-oxide-
semiconductor transistors. 
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Fig. 1a.  ATHENA simulated device structure 

 
Fig. 1b.  2D Tensile Stress contours: indicating SiC induced 

strain  

 
Fig. 2.  Simulated DC output characteristics of SiC embebed 
(PSS) n-MOSFET structure with gate length (Lg~0.1 µm). 

 
Fig. 3.  Sub-threshold characteristics at different drain 
voltage.

 

Fig. 4.  Simulated Current Gain Vs frequency plot to extract the 
ac figure of merit. 
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MANUSCRIPT SUBMISSION

The shape of the electron energy distribution
(EED) is of paramount importance in order to
predict disruptive phenomena in semiconductor
devices. Monte Carlo simulations with parabolic
bands prove that the EED tail is maxwellian [1], [2],
and several analytic euristic models have been in-
troduced for modeling the EED in the bulk case [3],
[4]. Starting form the Bolzmann transport equation
in the bulk case, with quasi parabolic band, scatter-
ing with impurities, acoustic and optical phonons,
we prove analytically that its EED, for large values
of the energy ε, is of the following type

f(ε) � exp
[
−r(2ε)

s

2

]
(1)

where r and s are some positive constants. In order
to obtain this result, we introduce the functionals

Fr,s(f) =
∫

R
3
f(k) exp

[
r(2ε)

s

2

]
dk (2)

which indicate that the solution of the BTE have
high-energy tails given by eq.(1). By expanding the
exponential function in (2) into Taylor series we
obtain (formally):

Fr,s(f) =
∫

R
3
f(k)

( ∞∑
n=0

rn

n!
(2ε)

sn

2

)
dk =

=
∞∑

n=0

m sn

2

n!
rn (3)

where mp are the symmetric moments of the distri-
bution function. The maximum value r�

s of r, for
which the power series (3) converges, is its radius
of convergence, and the order of the tail s is the
value for which the series has a positive and  nite
radius of convergence. By using suitable moments
estimate based on the BTE, we are able to prove that
r�
s is  nite, for some s ≥1. However this method
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Fig. 1. The parameter 1/r in eq.(1) with s =2, as function
of the electric  eld, in the parabolic band approximation. The
dashed straight line indicates the lattice temperature 300 K .

does not give any information about the numerical
values of r and s, which could be determined by
MC simulations. These simulations show that the
high-energy tail depends on the band structure. In
fact in the parabolic band approximation the tail
is maxwellian (i.e. s = 2 ) where 1/r�

s is not the
lattice temperature, but a function of the electric
 eld, as shown in  gure 1. In the quasi parabolic
case, MC simulations show that s is not a constant
but a function of the electric  eld, as well as 1/r�

s .
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Impatt Devices have been identified as premier class 
of Solid State Electronics Device for stable rf power 
generation used for present day e-communication 
systems with the added advantage that any form of p-n 
junction fabricated from any semiconductor material, can 
exhibit Impatt action based on combined physical 
phenomena of transit time delay and avalanche phase 
delay. Studies on new materials are being carried out by 
several groups spreading over the globe to enhance the rf 
power/efficiency and reduce the avalanche noise in this 
class of devices even at far mm-wave frequencies. Recent 
report [1] presents ionization rate and other material 
parameters in ZnS which is also high band gap 
semiconductor. The reported high ionization rate at high 
field with nose dive fall with lowering of electric field 
provided intuition for ZnS becoming a novel material for 
Impatt devices. The authors carried out computer 
simulation experiment to compute microwave 
characteristics of ZnS Impatt through use of a 
sophisticated three phase computer algorithm.  

At the outset, the extracting the values of electron 
ionization rate (α) at different electric field values, an 
usual exponential as well as high order polynomial form 
of equations for α~E, are framed and used following 
curve fitting technique ensuring the correspondence to 
reported plot. Double Iterative Computer method 
incorporating drift, diffusion and tunnel currents, for DC 
analysis solving Poison, Carrier Continuity and Space 
Charge equations simultaneously, is framed to compute 
breakdown electric field/voltage (Em/Vb), normalized 
avalanche zone (xa/W), qualitative value of efficiency (η) 
etc. from the final solution. In the second phase of 
analysis, another double iterative computer method is 
framed for high frequency analysis of ZnS Impatts 
solving simultaneous integrated second order device 
equations on diode resistance (R) and susceptance (X) 
subject to fulfillment of usual boundary conditions to 
compute rf properties of diode like BW showing 
exhibition of (-) rf negative conductance (G), the values 
of negative resistance (r), r(x) profile, avalanche phase 
delay (θa) etc. The third complicated iterative computer 

software is developed to solve second order integrated 
equations on noise complex field for determination of 
avalanche noise and noise measure considering noise 
element progressively at individual space step and then 
integrating over space for particular noise element 
separately and then for all noise elements. All the 
computer programs are designed for quick convergence 
towards satisfying the usual boundary conditions. 

The ZnS p-n junctions are then designed for various 
frequencies of operation specially for atmospheric 
window frequencies ( 12 and 35 GHz ) and optimized for 
current density, diode doping/width, punch through factor 
to ensure the lowest avalanche zone, closest location of 
Em to junction plane and θa= 90 degree. The optimized 
diodes have been analyzed through use of the three phase 
computer method and DC; microwave and noise 
characteristics have been computed and presented in 
table 1 and figures 1 & 2.  The results indicated some 
favourable features for ZnS Impatts. 

The material has very high band gap energy of 3.68 
eV. Thus as seen from the table, the ZnS junction would 
provide very high break down voltage, 661 V for X-band 
as against 105 V for corresponding Silicon Impatt. The 
nose dive fall of ionization rate below 1.6x108 V/m, 
causes very thin avalanche zone (xa/W=8% as against 
45% for Si). This factor would enable the ZnS Impatt 
diode to give an efficiency of 28.5 % as against 13 % for 
Si. It may be mentioned that the theoretical optimum 
efficiency based on 50% rf modulation is only around 
30%. Thus it may be possible to achieve the theoretical 
optimum efficiency for ZnS. The Frequency-negative 
conductance plots for 12 and 35 GHz optimum 
frequencies are shown in figure 1. Further the negative 
conductance and resistance values for ZnS X-band 
devices are higher by nearly two times compared to 
Silicon Impatt. Figure 2 shows the mean square noise 
voltage at different frequencies. The most important 
result that can be seen from table and figure 2 is that the 
ms noise voltage associated in ZnS Impatt diode is 
1.87x10-17 V2.s at 12 GHz as against 70.6 x10-17 V2.s for 
12 GHz Si diode.  For 35 GHz similar results could also 
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be noticed. 
The high value of Vb would provide high input power 

and the efficiency being high, ZnS diode is expected to 
give high rf power. The high value of negative 
conductance and resistance would help to increase rf 
power further. The avalanche noise which is an evil 
factor of Impatt diode in general would be only 3% for 
ZnS X-band diodes compared to corresponding Silicon 
diode.  Thus possible high power generation at high 
efficiency and low noise may make ZnS a s a novel 
material for m/mm-wave generation 

Frequency vs (-) Conductance, 12 & 35 GHz
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Fig. 1.  Frequency-(-) Conductance plots for ZnS Impatt Diodes 

 

Fig. 3.  Some properties of ZnS and Silicon IMPATT Diodes at 

12 & 35 GHz. 

. 

 

 

Freq vs M S Noise Voltage

0

2

4

6

8

10

12

14

16

5 6 8 10 12 15 20 30 34 38 42 46 50 60

Frequency, GHz

M
S

 N
oi

se
 V

ol
ta

ge
, 1

0
-1

7 V
2 .s

0

0.5

1

1.5

2

2.5

M
S

 N
oi

se
 V

ol
ta

ge
, 1

0
-1

7 V
2 .s

12 35

 
Fig. 2.  Frequency-Mean Square Voltage for ZnS Impatt diodes 

 

 

                            ZnS 

        12GHz                          35GHz 

                   Si 

  12 GHz                  35 GHz 

              

Em, 107 V/m 17.95                          18.52 3.65                     4.77 

Vb, V     661                              301  105                        41.1 

Xa/W, %   8.12                              12.1 45.8                       47.1 

η, %    28.1                               26.0 13.0                       12.1 

-G, x105 S/m2    3.47                                  60 2.6                        32.0 

-R, x10-6 Ω.m2    7.01                                5.16     0.209                      0.0275 

<V2>/df, at fp 

10-17 V2.s 

   1.87                              0.413 70.6                        3.99 
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SUMMARY 

A module for efficient extraction of maximum cur-
rent densities from the layout has been developed 
and implemented within the CAD package PARIS. 
A parameterized model for corner-rounding de-
pendence on technology parameters, such as nu-
merical apperture (NA) and acid/base diffusion, was 
developed. A combination of classical and meshless 
FEM was used to obtain accurate results taking 
realistic shapes of the corners into account. 

PIN CURRENT CALCULATION AND EXTRACTION OF 
NET LEYOUTS 

Electromigration as well as yield and performance 
loss of chips are among others caused by high cur-
rent-density stress in the metallization levels. Simu-
lation of the current density distribution within all 
stressed metal patterns and/or vias is important for 
the assessment of the reliability. Our approach for 
the calculation of the current density distribution is 
based on three main steps. The first step provides 
the pin current values inside the chip using a stan-
dard net list circuit simulator. The simulation stim-
uli include the entire range of possible input values 
and worst case conditions. The second step provides 
the layout geometry of complete nets combined 
with the calculated pin current values, which are 
determined via circuit simulation. Third, the current 
density distribution is calculated for critical parts of 
the layout by solving the electrical field equation 
using the finite element method. Input data are the 
relevant technology parameters, like wire thickness, 
resistivity, and pin current values combined with the 
extracted net layout graphs. 

COMPUTATION OF REALISTIC CORNER ROUNDING 

The necessary profile geometry is obtained from the 

IISB lithography simulation software Dr.LiTHO. A 
sample profile is shown in Fig. 1. The corner is 
approximated by a circular arc with best fitting ra-
dius. NA of the lithographic projector lens and the 
acid/base diffusion lengths of the resist were varied 
to get the radii for different process conditions. The 
calculated radii can then be stored in a database. 
Thus the simulations have to be done only once for 
each set of process parameters and layout pattern. 

SOLUTION OF FIELD EQUATIONS 

A combination of classical FEM with meshless 
methods, namely Element-Free Galerkin (EFG) [1] 
has been used to obtain accurate results in the cor-
ners of the layout. For the application addressed in 
this work a mesh-refinement of up to 3-4 orders of 
magnitude was necessary while maintaining rela-
tively coarse meshes in the non-critical region. A 
quadtree strategy was used for mesh/point-set gen-
eration in order to achieve appropriate refinement in 
the corners. Heuristics were used for local error 
estimates. The geometry of a ground connection 
with local refinement (at critical corners only) is 
shown in Fig. 2 and 3. 

CONCLUSION 

For accurate values of the current density, the actual 
corner rounding effects have to be considered in-
stead of idealized sharp corners. Otherwise errors 
can be in the order of 100% (Fig. 4). The problem 
of high peak field strengths will aggravate as ad-
vanced lithography techniques will allow further 
reduction of curve radii in the future. 

REFERENCES 

[1]  T. Belytschko, Y. Y. Lu, and L. Gu, Element-Free Galerkin 
Methods, International Journal for Numerical Methods in 
Engineering, vol. 37, 1994, pp. 229-256 



Fig. 1. Simulated resist profile with a linewidth of 120 nm used 

for determining the curvature radius. The process was simulated 

with a NA of 0.8 and an acid and base diffusion length of 20 nm 

and 80 nm, respectively. 

 

 

 

 
Fig. 2.  Entire structure of the ground connection with different 

refinement levels. A zoom of the local refinement at a critical 

corner is shown in Fig. 3. 

 

 

 

 

 

Fig. 3.  Zoom from Fig. 2 of the local refinement at a critical 

corner. 
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Fig. 4.  Dependency of computed peak field-strength on radius 

of curvature of a critical corner for a given structure. 
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A 3D parallel device simulator is employed to study
the impact of charge  uctuations in the recess region
of nanometre scale HEMTs. The simulator [1] is based
on a drift-diffusion (D-D) approach using  nite element
discretisation on an unstructured tetrahedral mesh [2].
In order to reduce computational time, the simulator is
parallelised via the MPI library. Fig. 1 shows the parallel
ef cienc y obtained using the 3D D-D device simulator
for the solution of Poisson’s equation at equilibrium
using a mesh with 76500 nodes.

The intrinsic parameter  uctuations are expected to af-
fect the RF performance and the matching of submicron
HEMTs [3]. Random variations in the Si δ-doping and
In content of the channel ternary alloy will induce signif-
icant parameter  uctuations in ID-VG characteristics of
50 nm gate length InP HEMTs [3]. In this work we study
the effect of interface charge  uctuations in the recess
regions of HEMTs on device characteristics and compare
it with the effect induced by charge  uctuations in the
δ-doping layer and by variations in the ternary alloy
content. Fig. 2 shows the difference between the electron
densities at equilibrium for a 120 nm pseudomorphic
HEMT (PHEMT) with and without interface charge. The
electron density is plotted along a plane in the middle
of the channel. We have assumed uniformly distributed
interfacial charge of −2×1012cm−2 at the recess region
surface.

The effect of the interface charge is studied in two
different HEMTs: (i) a 120 nm gate length PHEMT
with an In0.2Ga0.8As channel on GaAs substrate and (ii)
a 50 nm gate length InP HEMT with an In0.7Ga0.3As
channel. The ID-VG characteristics of the transistors have
been calibrated at low and high drain biases. The cali-
bration was carried out in comparison with the measured
data obtained from real devices fabricated at Glasgow
and with data obtained from Monte Carlo (MC) device
simulations [4, 5]. Note that the external resistances
associated with the contacts have to be included in
simulated I-V characteristics [6] for a fair comparison
with measured data. Figs. 3 and 4 compare simulated and
measured ID-VG characteristics for the 120 nm PHEMT
at drain biases of 0.1 and 1.0 V respectively. The results

obtained from the 3D parallel D-D simulator with the
presence of interface charge in the recess regions (at the
source and drain sides of the device) are also shown.
The results of the MC simulations, which have only
been carried out without interface charge, are presented
for comparison. The interface charge lowers the drive
current and the lowering increases at VD = 1.0 V. Similar
calibration and simulations are carried out for the 50 nm
InP HEMT. Figs. 5 and 6 compare ID-VG characteristics
at drain biases of 0.1 and 0.8 V respectively, for the
50 nm transistor. The effect of interface charge is smaller
compared to the effect in the 120 nm PHEMT but the
qualitative behaviour is similar. A statistical study of the
effect of  uctuations in the discrete interface charge in
the recess regions on the characteristics of both HEMTs
will be reported at the conference.
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Fig. 2. Difference in electron density at equilibrium between a device
with an interface charge of −2× 1012cm−2 in the recess layer and
a device without the interface charge, in a plane along the 120 nm
PHEMT InGaAs channel. The x-axis is along the device with the
zero set in the middle of the gate and the y-axis is along the device
width.

Fig. 3. ID-VG characteristics at VD=0.1 V for the 120 nm PHEMT.
Full squares are for 3D D-D simulations with excluded interface
charge and stars are for 3D D-D simulations with included interface
charge. All simulations, including MC results, represent an intrinsic
device. Experimental data are also shown for a comparison.

Fig. 4. ID-VG characteristics at VD=1.0 V for the 120 nm PHEMT.
The symbols have the same meaning as in Fig. 3.

Fig. 5. ID-VG characteristics at a low drain bias of 0.1 V for the
50 nm InP HEMT. The results obtained from the 3D D-D simulator
with interface charge excluded (full squares) and included (stars), and
MC results are shown, all for an intrinsic device. Experimental data
given by open triangles are presented for a comparison.

Fig. 6. ID-VG characteristics for the 50 nm InP HEMT. The same
data from 3D D-D and MC device simulators as in Fig. 5 are shown
but at a high drain voltage of 0.8 V.
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ABSTRACT 
The transfer characteristics of double-gate (DG) 

MOSFETs are numerically simulated with 2D 
quantum drift-diffusion (QDD) model. Negative 
gate-overlap is introduced in devices to optimize the 
dynamic capacitance characteristics to get the best 
speed performance. Separate controlling of the back 
gate to vary the threshold voltage is investigated. 

INTRODUCTION 

DG-MOSFETs/FinFETs with ultra thin bodies 
are the way to suppress the DIBL and drain leakage 
when devices are scaled down below 50nm. 
Negative gate-overlap (Fig. 1) has been conceived to 
suppress drain leakage in literature [1-2]. But no 
dynamic performance has been studied. In this work, 
QDD model [3] (or density gradient model) is used 
to calculate the effects of quantum mechanics. A 
complete gate-S/D alignment can suppress short-
channel effects (SCE) most but the gate capacitance 
is also the largest for fixed channel length and width. 
Applying an appropriate negative gate-overlap can 
optimize the device for best speed performance. 

MODEL DESCRIPTION 

A 2D numerical simulator Taurus-PMEI [4] was 
used to implement our simulation. All devices in this 
work are Lch=10nm, Wch=3nm and Tox=2nm 
nMOSFET. S/D doping of device is 2.0e20/cm3 and 
channel p-type doping is 1.0e17/cm3. QDD model 
with Scharffeter-Gummel approach [5] was used. 
Constant carrier mobility is assumed. Fig. 2 plots the 
electron and current density distribution within the 
device from using both DD and QDD models. 
Apparently, electrons peak away from the Si/SiO2 
interface because of the quantum effects.  

NEGATIVE GATE-OVERLAP 

Negative gate-overlap weakens the gate control 
and increases the resistance under gate at on-state, 

but it reduces the gate capacitance. So there is a 
tradeoff between SCE control and device dynamic 
performance. Fig. 3 shows the I-V cures for different 
length of gate-overlap and Fig. 4 for C-V curves. 
The quantum effects affect not only the distribution 
of carrier and current densities but also capacitance. 
QM effects decrease capacitance and increase 
threshold voltage, especially for nanoscaled devices. 
To predict the speed performance of devices, we 
extract the Ion, Ioff and dynamic capacitance using 
both DD and QDD models. Using the following 
delay time for characterizing the circuit speed, 
 ong ddt C V I≈  (1) 
Fig. 5. shows the trend of t vs. Loverlap. The device 
speed will increase about 20% when the gate-overlap 
changed from zero to -1.0nm. 

BACK GATE CONTROL 
Compared to the simultaneous control of front 

and back gates, it is more flexible to bias the back 
gate separately. Fig. 6 shows I-V curves for different 
Vgb bias. With higher Vgb, device works with lower 
threshold voltage. So the circuit speed is boosted 
benefited from the higher drain current. Lower Vgb 
makes the threshold voltage of devices higher. This 
decreases Ion and Ioff greatly. So the circuit works 
with low-power dissipation. The results in Table 1 
verified this prediction with QDD model. Note that, 
the power dissipation (PD) of the switching state 
refers to the average PD caused by gate charging/ 
discharging current at 1GHz. And the PD of On/Off 
state refers to the PD caused by channel current 
when the device switches between on/off states. 

CONCLUSIONS 

An appropriate negative gate-overlap improves 
circuit speed performance and also decreases power 
dissipation. Controlling the back gate separately is 
an appropriate way to make circuits adaptive for 
more versatile applications. 
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Fig. 1 Negative gate overlap DG-MOSFET structure 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Electron and current density in channel (Vgs=Vds=1V) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 I-V curves for 10nm-channel DG-MOSFETs (Vds=1.0V) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 C-V curves for 10nm-channel DG-MOSFETs (Vds =1.0V) 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Delay time of devices with different Loverlap 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 I-V curves for 10nm-channel DG-MOSFET (fixed Vgb) 

Device parameter Power dissipation (µw/µm )
Vgb 

(V)
Vth 

(V)
Ssub 

(mV/dec)
Delay 
(ps) 

On 
state 

Off 
state 

Switch 
state* 

-0.5 0.87 170 144 3.4e-4 2.7e-9 5.0e-2
-0.2 0.82 176 20 3.1e-3 1.2e-7 6.2e-2
0.0 0.75 181 8.6 8.4e-3 1.3e-6 7.2e-2
0.2 0.66 186 4.7 1.7e-2 1.3e-5 8.0e-2
0.5 0.50 198 2.5 3.5e-2 2.9e-4 8.7e-2
0.8 0.31 225 1.6 5.8e-2 3.0e-3 9.2e-2

Table 1 Device characteristics at 1GHz (Vds=1.0V, QDD model) 
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INTRODUCTION 
Electrostatic discharge (ESD) is an important 

issue in LSI design and fabrication. One category of 
ESD pulses is known as the human body model 
(HBM) which represents a charged human 
discharging into an integrated circuit.  In this paper 
we present transient characteristics simulation of 
NMOSFETs for which ESD pulses of HBM are 
applied. The temperature rise owing to the self 
heating effect is included in the simulation, which is 
naturally an important aspect in high current 
phenomenon such as ESD. 

MODELING 
A setup for HBM ESD simulation is shown in Fig.1. 
A capacitance C of 100pF is charged by high 
voltage V0 of several hundreds Volt closing a switch 
a, and then the capacitance is connected with a 
resistance R of 1.5kOhm [1] and a MOSFET 
opening the switch a and closing the switch b. In the 
actual transient simulation V1 is raised from zero to 
a high voltage equal to V0 in a very short time 
(0.1ps) , and then C is connected with R. The charge 
on C is discharged through R and the MOSFET. The 
temperature rise ΔT in time Δt is given by (1), 

        D D

a

I VT
c Vρ

Δ = Δt                                          (1) 

where c is the specific heat of Si (0.7J/gK), ρ the 
density (2.33g/cm3) and Va is the volume of the 
device. The conduction of heat is ignored in driving 
(1) considering that the phenomenon is slow 
compared with ESD process. It takes microseconds 
for  heat to diffuse in Si by ten micrometers much 
larger than the device size.  
The temperature dependent models of carrier 
mobility and impact-ionization coefficients which 
are measured in [2] are included in the simulation. 
Robustness of the convergence computation is 

attained by including Jacobian of the impact-
ionization coefficients. 

RESULTS AND DISCUSSION 
First, DC Id-Vd curves having snapback 

characteristics are shown in Fig2 for temperatures 
300K-900K. Transient Id-Vd trajectories in HBM 
ESD with self heating effect are shown in Fig.3 for 
initial voltages on C, V0 of 100V-500V. On the Id-
Vd trajectory for 500V, several time points are 
shown by symbols, which shows that the time scale 
of ESD is of the order of RC time constant (=0.15 
μs). Drain current changes in time are shown in 
Fig.4. The drain current in the early stage is equal to 
V0/R.  The changes of internal drain voltage and the 
voltage on C, V1 in time  are shown in Fig.5. The 
internal drain voltage changes largely in the time 
range of 100ps, while  V1 is constant and equal to V0 
up to 1ns and decreases to zero in 1μs.  Finally the 
temperature rises vs. time are shown in Fig.6(left).  
For V0 of 500V, temperature rises to 1100K. At such 
a high temperature Id is high as seen in Fig.3. 
Maximum temperatures Tmax caused by ESD 
pulses are shown in Fig.6(right). It should be noted 
that the results are obtained for the case of the 
channel width, W=100μm, and the wider the 
channel, the lower Tmax is. 

CONCLUSIONS 
HBM ESD transient simulation is successfully 

carried out including self heating effect. Transient 
Id-Vd trajectories and temperature rise in time can 
be obtained for various high voltages on discharging 
C. 
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Fig. 1.  A setup for HBM ESD simulation. C=100pF, 

R=1.5kOhm.   
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Fig. 2.  DC drain current characteristics for various 

temperatures. Channel length, 1μm, and width, 100μm. 
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Fig. 3.  Transient drain current characteristics with self heating 

effect. 
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Fig. 5.  Internal drain voltage Vd vs.  time, and V1 vs. time. 
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INTRODUCTION

Due to the strong impact of quantum mechanical
effects on the characteristics of todays semiconduc-
tor devices, purely classical device simulation is no
longer sufficient to provide proper results.

Schrödinger Poisson (SP) solvers, delivering a
self consistent solution of the quantum mechanical
carrier concentration and the Poisson equation, ac-
curately determine quantum confinement, but they
are computationally demanding. In order to obtain
proper results at significantly reduced CPU time,
several quantum correction models for classical sim-
ulations have been proposed [1–5]. However, some
of these corrections are based on empirical fits with
numerous parameters [3, 4]. In some other models,
the dependence on the electrical field adversely
affects the convergence behavior [2]. Practically,
the model proposed in [1] has to be recalibrated
for each device. A comprehensive comparison of
these models can be found in [5]. In addition, none
of these models is suitable for highly scaled DG
MOSFETs in the deca nanometer regime where two
coupled inversion regions occur. In this work, we
present a new, physically based, and more specific
approach for state-of-the-art DG MOSFETs.

APPROACH

The value of the classical carrier concentration
with quantum confinement correction is adjusted to
be equal to the quantum mechanically calculated
carrier concentration by introducing the quantum
correction potential ϕcorr as

ncl,corr = NC exp
(
−
Ec − qϕcorr −Ef

kBT

)

nqm = NC1

∑
n

|Ψn(x)|2 exp
(
−
En −Ef

kBT

)
.

Here, NC and NC1 denote the effective density of
states for classical and the quantum mechanical car-
rier concentration, respectively, ϕcorr the quantum

correction potential, Ec the conduction band edge
energy, and Ef the Fermi energy.

This approach requires the knowledge of the
energy levels En and the wavefunctions Ψn(x) of
the quantized states. To avoid the computationally
expensive solution of the Schrödinger equation,
we tabulate the solutions for a parabolic shaped
conduction band edge, Ec(x) = Emax−a(d/2−x)

2,
as displayed in Fig. 1. Input parameters are the
film thickness d and the curvature a which is
derived from an initial classical simulation. The
wave functions are expanded as

Ψn(x) =

∑
k

ξn,k

√
2

d
sin
(π
d
kx
)
.

Hence, the offset of the energy levels εn and the
expansion coefficients of the wavefunctions ξn,k can
be found by interpolation of tabulated values. This
allows one to estimate a correction potential ϕcorr

such that the corrected classical carrier concentra-
tion is consistent with the SP solution

exp
(
−
qϕcorr

kBT

)
= exp

(
−
a(d/2 − x)2

kBT

)

×
∑
m

NC1,m

NC

∑
n

|Ψm,n(x)|2 exp
(
−
εm,n −Ef

kBT

)
.

Here, m denotes the summation over the different
valley sorts (three for silicon) [6].

RESULTS

We implemented this model in the general pur-
pose device simulator MINIMOS-NT [7]. Our SP
simulator VSP was used to derive the reference QM
curves. Fig. 2 and Fig. 3 show the electron concen-
tration at different bias points for DG MOSFETs
with 5 nm and 10 nm film thickness. Outstanding
agreement between the QM and the corrected clas-
sical curves (DGTab) is achieved. Both the inversion
charge and the gate capacitance shown in Fig. 4 and
Fig. 5 demonstrate excellent agreement for a wide
range of gate voltages and relevant film thicknesses.



CONCLUSION

We derived a physically based quantum correc-
tion model which accurately reproduces both carrier
concentrations and gate capacitance characteristics
even for extremely scaled DG MOSFET devices.
Due to its computational efficiency the model is
well suited for TCAD simulation environments.
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INTRODUCTION 
To suppress depletion effect of gate polysilicon in 

MOSFETs, fully-silicided (FUSI) gate has been extensively 
studied these several years [1-3]. One of left fundamental 
issues is that capacitance of FUSI gate MOSFETs is larger 
than that of polygate MOSFETs having the same oxide 
thickness (TOX) as the FUSI gate having in a case of 
negative gate voltage (VG) [1, 3]. We regarded this 
difference as ascribed to weak accumulation layer (WAL), 
and then carried out the one-dimensional exact calculation. 
As a result, the measured CV characteristics of polygate 
and FUSI gate MOSFETs are excellently reproduced [4].  

In this work, we will propose an approximation method 
to be implemented into general-use three-dimensional 
device simulators, and then discuss the influence of WAL 
on simulation of programming non-volatile memory cell.    

WEAK ACCUMULATION [4] 
The accumulation layer of polygate has been neglected 

since the band bending is quite small at the surface of 
degenerate polysilicon, assuming that the charge density is 
increased exponentially with the surface potential in terms 
of classical physics. However, expansion of electron wave 
is larger than width of accumulation layer which is too 
narrow for electrons to be confined there. Electrons are 
accordingly excited up to the three-dimensional conduction 
band at the surface. In this case, the density-of-states (DOS) 
becomes larger than in classical case (no accumulation 
layer) with a square-root function of surface potential (ψS), 
as shown in Fig. 1. To confirm this effect, we compare CV 
characteristics of the FUSI gate in which WAL can be 
neglected and the polygate including WAL, between the 
measurements and the exact calculation, as shown in Fig. 2. 
The excellent agreement strongly supports the WAL due 
the quantum repulsion effect. Since the CV characteristics 
are agreed between neglecting the WAL and considering it 
with 4Å thinner oxides, as shown in Fig. 3, the width of 
WAL is found to be 4Å.  

METHOD and RESULTS 

Considering that the DOS is increased in the square-root 
manner, we can solve the Poisson equation to obtain the 
surface charge density at the interface of polysilicon (QS):  

   (1), 4/32/1
SFSQ ψεα ⋅×=

where εF is the Fermi energy calculated in the bulk of the 
polysilicon, considering many-body interactions of carrier-
carrier and carrier-ion, incomplete ionization of donors and 

acceptors, and the Fermi-Dirac statistics [5, 6]. The 
increased density of electrons in WAL (δnQM) is obtained:   

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
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⎧

+
−⋅+×=

ψε
εεψε

ε
αδ

q
q

q
n

F

F
FF

Si
QM

2

2/3

2

2
(2), 

where ψ is a local potential in the WAL, εSi is the silicon 
permittivity and q is the elementary charge. The α can be 
written as a function of polysilicon material constants (the 
effective density-of-states mass, the permittivity, and the 
number of conduction valleys). However, since these 
constants are ambiguous as long as considering the 
influence of grains in polysilicon, we may regard α as a 
fitting parameter.  To extract α, we compare QS and ψS that 
are calculated using Eqs. (1) and (2), and are exactly 
calculated while the donor density in polysilicon (ND) is 
1×1020cm−3, as shown in Fig. 4. The agreement is obtained 
if we set α=1×105(C1/2V−5/4cm−2), while the classical 
calculation gives us the overestimated QS and the 
underestimated ψS. The CV characteristics are agreed using 
the same value of α regardless of TOX, as shown in Fig. 5, 
which indicates that α is independent of TOX. On the other 
hand, the extracted α is decreased as ND is increased, as 
shown in Fig. 6. This is due to the decrease of WAL width.  

DISCUSSION 

The present method is applicable to simulation of 
programming non-volatile memory, since WAL appears at 
the interface between floating gate (FG) and inter-poly 
dielectric (IPD) film. Note that ΨS degrades the tunnel 
barrier height (φΒ) although electric field across the IPD 
layer (EIPD) is unchanged. This increases the tunneling from 
FG to traps in IPD film and from the traps to control gate, 
which degrades the programming efficiency. Then, if the 
WAL was neglected, then the tunnel mass of the IPD film 
would be increased from that of the tunnel oxide film by:  

2/32/3

2/12/1

)(
)(31

IPDIPDBB

IPDIPDBB
S TE

TEq
⋅−−
⋅−−

⋅+
φφ
φφψ , 

where TIPD is the IPD thickness, and φB is the barrier height. 
Since this increase of tunnel mass causes the calibration to 
be complicated, the present method using Eqs. (1) and (2) is 
quite useful.  

B

CONCLUSION 

An approximation method for calculating the effect of 
WAL is proposed. The influence of the WAL on simulation 
of programming non-volatile memory is discussed.  
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Fig. 1 Scheme of the weak accumulation: The mde is the effective 
density-of-states mass of electron in polysilicon 
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Fig. 2 Exact calculation and measurement of CV characteristics: 
The oxide thicknesses of the FUSI gate and the polygate 
MOSFETs are regarded as equivalent, since the same processes 
were carried out before fabricating the gates [4].   
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PROBLEM FORMULATION

The analysis of the n+pvnp+ avalanche diode 
structure (Fig. 1) has been realized on the basis of 
the nonlinear model. This type of the diode that was 
named as Double Avalanche Region (DAR)
IMPATT diode includes two avalanche regions
inside the diode. The phase delay which was
produced by means of the two avalanche regions 
and the drift region v is sufficient to obtain the
negative resistance for the wide frequency band. 
The drift-diffusion  model which is used for the
analysis of the internal diode structure describes all 
important physical phenomena of the semiconductor
device. This model is based on the system of two 
continuity equations for the electrons and holes, the 
Poisson equation for the potential distribution and 
necessary boundary conditions as for continuity 
equations and for the Poisson equation [1]. The 
dependences of the ionization coefficients α αn p,
on field and temperature have been approximated 
using the approach described in [2]. This physical 
model adequately describes processes in the
IMPATT diode in a wide frequency band. However ,
numerical solution of this system of equations is 
very difficult due to existing of a sharp dependence 
of equation coefficients on electric field. The non-
evident modified Crank-Nicholson numerical
scheme was used to improve numerical stability. 
Computational efficiency and numerical algorithm 
accuracy are improved by applying the space and 
the time coordinates symmetric approximation.

DISCUSSION

The analysis showed that the active properties 
of the diode practically are not displayed for more 
or less significant width of the region v (Fig. 2). The 
negative diode admittance appears for three
different frequency bands when the region v less
than 0.4 μ m (Fig. 3). However these characteristics
are not optimal. The possible optimization of the 
diode internal structure for selected frequency band 
can improve the power characteristics.

The DAR diode internal structure optimization 
has been provided below for the second frequency 
band near 220 GHz. The optimization algorithm is 
combined by one kind of direct method and a
gradient method. The cost function of the
optimization process was selected as output power 
for frequency 220 GHz. It means that the energy 
characteristics for the first and the third frequency 
bands have been obtained as functions of a
secondary interest without a special improvement.

The small signal characteristics of the optimized 
diode structure are shown in Fig. 4 for all possible 
frequency bands and three values of feeding current.

The characteristics obtained for 220 GHz under 
the large signal serve as the main result of the 
optimization process. The amplitude characteristics 
for this frequency and for three values of feeding 
current density are shown in Fig. 5.

The output power dependencies as a function of 
first harmonic amplitude U1 for f = 220 GHz and for 
three values of feeding current are shown in Fig. 6.

CONCLUSION

The numerical scheme that has been developed 
for the analysis of the different types of IMPATT 
diodes is suitable for the DAR complex doping 
profile investigation. Some new features of the
DAR diode were obtained by the analysis on the 
basis of nonlinear model. The diode structure
optimization gives the possibility to increase the 
output power level for the high frequency bands.
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Fig. 1. Doping profile for DAR IMPATT diode.

Fig. 2. Complex small signal DAR diode admittance 
(conductance -G versus susceptance B) for different frequencies 

and two values of drift layer widths Wv.

Fig. 3. Complex small signal DAR diode admittance 
(conductance -G versus susceptance B)

for different frequencies and Wv = 0.32 μ m .

Fig. 4. Complex small signal DAR diode admittance optimized 
for second frequency band for different value of feeding current 

density.

Fig. 5. Conductance G  dependency as functions of first 
harmonic amplitude U1  for f = 220 GHz and for three values of 

feeding current density.

Fig. 6. Output generated power P dependency as functions of 
first harmonic amplitude U1 for f = 220 GHz and for three 

values of feeding current density.
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INTRODUCTION

The Poisson equation arises frequently from
problems in applied physics, fluid dynamics and
electrical engineering. We solve the Poisson equa-
tion in order to obtain the electric potential in a
semiconductor device and find the electric field for
electronic simulation. Finding a suitable solution
mesh is complicated by the fact that there is usually
a large region at the bottom of the device which
has few particles and is of little interest. On the
other hand, the channel region at the top of the
device is small but the detailed solution in it is im-
portant. There are also numerous problems arising
from assigning charge to a regular mesh [1], [2].
Therefore a regular rectangular mesh is the least
desirable solution. An alternative approach is to
treat each individual particle as a mesh point. Mesh-
less methods have been proposed in the past [3],
[4]. This work starts with a series expansion and
aims at reaching a solution which is continuous
and infinitely differentiable, and optimal in the least
squares sense.

NUMERICAL APPROACH

In order to seek a solution, we expand the
potential into sinusoidal components. Since we
have fixed boundary conditions (the voltage at the
edges/contacts is given), we know all solutions must
be a super-position of sinusoidal harmonics, so we
write the solution as in (1), where Lx, Ly and Lz are
the lengths of the solution domain in each respective
direction.

V (x, y, z) =
Nl∑
l=1

Nm∑
m=1

Nn∑
n=1

Φ(l, m, n)

sin

(
πl

Lx
x

)
sin

(
πm

Ly
y

)
sin

(
πn

Lz
z

)
(1)

Now the Laplacian operator can be applied ana-
lytically to each of the terms above. This produces
one equation for each particle. Taken together, we
have a system of equations with Nl × Nm × Nn

terms in each row, and P rows, where Nl, Nm, and
Nn is the number of harmonic components in each
direction and P is the total number of particles. This
algebraic system can be expressed in matrix form
as AΦ = ρ \ ε and solved for Φ. In order to obtain
an overdetermined system of equations, we must
have more points than harmonic components. Then
the system can be solved by standard lest-squares
techniques or by fast iterative methods [5].

RESULTS

A test was performed by solving the system
above for a rectangular region with zero bound-
ary conditions and uniformly randomly distributed
charges. The 3-D results in Fig. 2 shows good
smoothness and precision. Fig. 3 compares the
numerical solution to the analytical one we would
expect from a uniform charge distribution.

REFERENCES

[1] S. E. Laux, On Particle-Mesh Coupling in Monte Carlo
Semiconductor Device Simulation, IEEE Transactions on
Computer-Aided Design of Integrated Circuits and Systems
15, 10 (1996).

[2] R. W. Hockney and J. W. Eastwood, Computer Simulation
using Particles, New York: Adam Hilger, (1988).

[3] C. J. Wordelman, N. R. Aluru, and U. Ravaioli, A Meshless
Method for the Numerical Solution of the 2- and 3-D
Semiconductor Poisson Equation, Computer Modeling in
Engineering and Sciences 1, 1 (2000).
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Fig. 1. Solution obtained finite differences with a CIC
charge assignment. Only a horizontal cut through the 3-D
computational domain is shown.

Fig. 2. Solution obtained from the meshless approach. Only a
horizontal cut through the 3-D computational domain is shown.

Fig. 3. Comparison of solutions. The solid line is the numer-
ically computed solution, and the dashed line is the analytical
quadratic solution which assumes a uniform distribution. The
agreement is excellent and the small discrepancy is due to the
random assignment of charge locations.

Fig. 4. Logarithmic plot of the singular values of the matrix A.
The ratio of the largest to the smallest singular value is around
100, meaning that the solution is sufficiently well conditioned.
Experience has shown that increasing the number of harmonics
N beyond the number of points P drastically increases the
condition number and makes the solution ill-conditioned.
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INTRODUCTION

Thermal management is one of the main issues
which must be overcome in order to maintain the
continued reduction of feature sizes in silicon mi-
croelectronics. Developments in size and structure
of silicon devices has led to ever increasing power
levels(currently ≈100W per chip), the power dis-
sipation is predicted to rise exponentially and will
reach catastrophic levels in the near future. New ma-
terials and device architectures, such as silicon-on-
insulator and strain silicon/silicon-germanium de-
vices being used to archive better performance have
had a detrimental effect on thermal management
due to higher thermal resistances and additional
thermal interfaces. As a result thermal modelling is
becoming increasingly important for understanding
device properties. Current thermal models, based
on diffusive continuum flow, are inaccurate at the
nanoscale and a model which considers the micro-
scopic nature of heat generation and heat tansport
must be used.

RESEARCH

In this paper we describe the development of
thermal transport model for small semiconductor
structures. On the microscale, heat transport can
be described by the Boltzmann transport equation
for phonons. The complexity and quantity of the
phonon anharmonic interactions make a direct nu-
merical solution difficult without numerous approx-
imations. We have developed a Monte Carlo simu-
lation approach to this problem, modeling phonon
trajectories and three phonon scattering events.

The simulation domain is subdived into cells and
a discretized phonon distribution is monitored in
every cell. The relaxation time for each phonon is

calculated using third order elastic constants [1] [2]
and used to simulate the anharmonic three-phonon
processes (both ’absorption’ and ’emission’ type)for
acoustic phonon modes in silicon. Phonon-phonon
absorption events are performed by selecting a
’partner’ phonon from within the same real space
cell that satisfies momentum and energy conserva-
tion, similarly to the algorithms used for electron-
electron scattering. The difference between phonon
and electron transport is the necessity, in the latter
case, of simulating the Umklapp processes, since
these are essential in defining the thermal conduc-
tivity. Whereas in previous derivations of analytical
approximations for phonon lifetimes and thermal
conductivities, it has been difficult to determine the
relative contribution of Normal and Umklapp pro-
cesses in phonon-phonon interactions, in principle,
this information can be extracted directly from the
Monte Carlo simulation.
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INTRODUCTION 
Being the predominant impurity in Czochralski-
grown silicon, oxygen has been extensively studied 
since the early years of semiconductor research by a 
multitude of experimental [1] and theoretical [2] 
techniques. The generally accepted model shows the 
oxygen atom 'squeezed’ between two neighboring 
lattice atoms. It is believed that oxygen breaks the 
silicon-silicon bond and forms a Si-O-Si bridge. The 
interaction between the neighbors forms a Si-O-Si 
virtual molecule with C2v symmetry. The defect is 
electrically neutral and induces a shallow donor 
level at Ev+0.07 eV. Advent of highly powerful 
computers offers a chance to shed light on the 
essential features of the physics behind the charge 
distribution during the filling period. The problem of 
the charge distribution has been solved using the 
translational symmetry of the system [3]. It appeared 
to be more than a good idea. Using this technique, 
the equilibrium structure of the oxygen defect in 
silicon has been extensively studied. Cluster 
approach with the hydrogen-saturated surface 
coupled with the Hartree-Fock (HF) techniques [4] 
developed mostly for quantum chemistry could give 
advantages in the simulation. Methods based on HF 
technique usually reduce the time of computation 
and neglect some computationally expensive 
procedures but the performance in silicon–oxygen 
systems is less convicting giving very poor results 
for Si-O-Si geometry. To solve this problem, we 
optimized the adjustable parameters for oxygen by 
fitting the geometrical data to the ab initio values. 
The set of parameters, which is refer to as "new 

oxygen parametrization" (NOP), was presented 
recently [5]. The aim of this paper is to report a 
study on the oxygen defect in various charge states 
using NOP combined with cluster approach.  

METODOLOGY 
In our study, we use a cluster of 66 silicon atoms. 
The lattice constant is set to the experimental value 
of 5.43 Å [6].  The disconnected bonds to the 
remaining crystal are terminated with hydrogen. The 
optimized Si-H bond distance corresponding with 
the total energy minimum was found to be 1.48 Å. 
The interstitial oxygen was positioned at the center 
of Si-Si bond. The final cluster configuration is 
Si66H58O. The Si-O-Si complex was positioned in 
the cluster center, surrounded by five shells of 
silicon atoms. All atoms positioned in first two 
shells around the oxygen were relaxed by Broyden-
Fletcher-Goldfarb-Shanno (BFGS) technique. This 
corresponds to a fixed lattice outside a flexible core 
region.  In Fig. 1 is shown the Si-O-Si complex after 
relaxation. To simulate the negative charge state 
either one or two extra electrons were introduced in 
the Si-O-Si system. The broadened eigenvalue 
spectrum (DOS function) for the oxygen defect in 
various charge states is shown in Fig.4.    

CONCLUSIONS 
The calculations performed in combination with the 
cluster technique and NOP model have proved to be 
successful. The main structural features of the 
oxygen defect in silicon are found in good 
agreement with the experiment. We confirmed that 



the large lattice relaxation is provided by the 
bridging oxygen atom. The neutral oxygen produces 
two resonance states in the valence band and a 
shallow donor level positioned in the gap. 
Application of HF technique to a charged cluster 
allows calculate the charge distribution for one or 
two extra electrons.  

Fig.1. Structure of the oxygen defect in silicon after relaxation. 
The relaxed structure shows on C2v symmetry. Light gray 
spheres represent silicon atoms, black sphere interstitial oxygen 
atom. 

Our calculations show that an extra electron trapped 
on the oxygen defect induces a small change in 
lattice distortion and push up the donor level in the 
gap. This state is unstable with a high emission rate 
of extra electron. DLTS transient controlled by this 
emission gives the right position of the donor level 
at Ev+0.07eV. The emission rate of the second extra 
electron is low in comparison with the previous 
charge state. A lesson from the present study is that 
MNDO  technique in combination with the NOP is 
accurate enough to have, at least, predictive power 
and is fast enough to allow to study large systems. 

ACKNOWLEDGMENTS 
We are pleased to acknowledge helpful discussions 
with Professor P. Deák and Dr. J. Breza. This 
research was supported through the Slovak Grant 
Agency under Grant No. 1/2041/05.   

REFERENCES  
[1] R.C.Newman, J.Phys.:Condens.Matter 12, R335 
(2000). 
[2]  D.J.Chadi, Phys.Rev.Lett. 77, 861 (1996). 

[3] S.G.Louie, M.Schlüter, J.R.Chelikowsky, and 
M.L.Cohen, Phys.Rev.B 13, 1654 (1976).  
[4] J.C.Inkson, in Many-Body Theory of Solids
(Plenum Press, New York, 1984). 
[5] P.Ballo and L.Harmatha, Phys.Rev.B 68, 153201 
(2003).     
[6] Ch. Kittel, in Introduction to Solid State Physics
(John Wiley & Sons, New  York, 1996). 

Fig. 2: Computed electronic density of states (DOS) of an 
interstitial oxygen defect in silicon  in various charge states: (a) 
neutral; (b) negatively charged; (c) double negatively charged .  
Solid line represents silicon crystal with the oxygen; dashed line 
represents a perfect silicon crystal. The eigenvalue spectra were 
broadened by convolution with a Gaussian function. E=0 
corresponds to the top of the valence band. The arrows point at 
the resonance induced by sp32p bond 
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The recent interest in high-κ dielectric 
MOSFETs  to overcome gate leakage problems has 
raised a number of problems for accurate Monte 
Carlo based device simulation of such devices. The 
problem is caused by carrier scattering on soft 
surface optic (SO) phonons. It leads to a strong 
degradation of effective mobility. A precise 
quantification of the mobility degradation requires 
us to compute the electron-phonon scattering rates 
as a function of position within the channel, the 
dependence on local carrier concentration n and 
carrier temperature 

! 

T
e
, the gate stack layer 

thickness variations and inhomogeneities within the 
dielectric regions. The situation is exacerbated by 
the role of plasmons in the channel and gate regions 
[1]. The core problem for implementing Monte 
Carlo simulation with SO phonon scattering is the 
development of fast algorithms for the dynamically- 
screened position-dependent scattering rates. 
Unfortunately, the re-normalised coupling of the 
phonons and plasmons is sensitive to the gate stack 
inhomogeneities and the variation in n(r) and 
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T
e
(r) 

along the channel. In the present work we 
significantly extend earlier studies [1] that utilised 
the simple plasmon-pole approximation for the 
electronic dielectric functions 
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"(q,#)  in the gate 
and channel plasmas. We proceed by evaluating the 
Lindhard function for the gate and channel carrier 
assemblies so as to include dynamic screening and 
Landau damping. For example in the Si channel,  
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At the heart of the calculation is the plasma 
dispersion function Z, that depends upon the energy 
distribution function 
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Boltzmann for non-degenerate systems and Fermi-
Dirac for degenerate systems. 
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In principle the scattering-out rate 
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"(k)at a 
position r may be expressed in the Born 
approximation in terms of an angular frequency 
integral over the complex dielectric permittivity: 
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 In the present paper we present new 
analytical models for the non-degenerate and 
degenerate plasma dispersion functions Z based on 
rational fractions of low order polynomials in 
angular frequency 

! 

" . With such a formulation the 
problem of computing the re-normalised phonon 
and plasmon energies together with scattering 
strengths as functions of wave vector is 
considerably simplified. Figures (1-3) compare the 
analytical approximations with direct numerical 
computation of the dispersion functions. A second 
new development reported here is the evaluation of 
the final scattering state from (4) using importance 
sampling with  applications to realistic MOSFETs. 
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Fig. 1. The real and imaginary part of the dispersion function Z 
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INTRODUCTION

Usual quantum corrections to Monte Carlo sim-
ulation feature an electron density profile, which
tends to vanish at the interface. However, the cor-
responding formulation of surface roughness scat-
tering and/or the application to realistic MOSFETs
is problematic. Using directly or indirectly the
Schrödinger equation involves an arbitrary choice of
the transition point between bulk and quantization
region both in space and in energy, and requires
for computational reasons analytical band structure
descriptions. The model for surface roughness scat-
tering based on the surface roughness root mean
square and correlation length still involves in the
full–band versions [1], [2] an effective mass and
requires strain–dependent calibration to measure-
ments [1]. In contrast, a combination of specular
and diffusive scattering at the interface explicitly
involves the strain–dependence via the conservation
of energy and parallel–momentum in the specular
part. However, this approach necessitates a classical
density profile allowing electrons to hit the surface.
A possibility to combine this surface scattering
model with quantum effects is to use a modification
of oxide thickness and work function as obtained
from quantum mechanics [3]. It is the aim of this
paper to generalize this method to a completely
numerical approach, to demonstrate its accuracy
and to apply it to process–simulated p– and n–
MOSFETs of a 65 nm technology.

APPROACH AND DISCUSSION

Our quantum–correction method consists of re-
producing density–gradient (DG) simulations be-
low and around the threshold by a classical drift–
diffusion (DD) simulation with modified work func-
tion and oxide thickness and to employ these
modified values subsequently in full–band Monte

Carlo (MC) simulation. First, the increase of the
effective oxide thickness in the on–state is com-
puted according to Δtox = (Xqm − Xcl) εox/εSi.
In a 2nd classical DD simulation using this Δtox,
the remaining threshold voltage shift to the DG
simulation is extracted and considered as a modified
work function in the 3rd DD simulation as well as
in the MC simulation.

For the example illustrated by the geometry in
Fig. 1 and the roll–off curves in Fig. 2, the logarith-
mic and linear plots of the transfer characteristics
are shown in Figs. 3 and 4. In the subthreshold
regime, i.e. in weak inversion, changing only tox
is not sufficient while considering only the thresh-
old voltage shift matches the DG result, whereas
both modifications are still significantly away from
DG for higher VGS. Only the combined correction
reproduces DG up to far above threshold (compare
also Fig. 5). In Fig. 6, the results of the different
corrections when used in MC simulation are shown
for the on–current scaling of n– and p–MOSFET. It
can be seen that considering only the total threshold
shift still involves a significant difference to the final
result based upon the combined correction.

CONCLUSION

We have presented a quantum–correction scheme
for full–band MC simulation which considers the
quantum mechanical increase of effective oxide
thickness and threshold voltage. In a TCAD envi-
ronment, this method can be used fully automatical
in a workbench project and allows to use con-
sistently diffusive and specular surface roughness
scattering and the corresponding stress–dependence.
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[3] R. Hudé et al., Proc. ULIS, pp. 159–162 (2005).



X

Y

-0.03 -0.025 -0.02 -0.015

-0.002

0

0.002

0.004

0.006

0.008

DopingConcentration
5.8E+20

3.4E+17

2.0E+14

-1.9E+12

-3.5E+15

-5.8E+18
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ABSTRACT

In modern highly integrated devices, a consistent
description of the dynamics of carriers is essential
for a deeper understanding of the observed transport
properties. The semi-classical Boltzmann equation

∂f

∂t
+

1
h̄
∇kε · ∇xf − q

h̄
E · ∇kf = Q(f). (1)

coupled with the Poisson equation

∇x [εr(x)E] = − q

ε0
[ρ(t,x)−ND(x)] , (2)

provides a general theoretical framework for mod-
eling electron transport. Moreover, time-dependent
solutions of the Boltzmann equation contain all
the information on the evolution of the carrier
distribution. In Eq. (1), f represents the electron
probability density function in phase space k at the
physical location x and time t. E is the electric
field, Q(f) denotes the collision operator, which
describes electron-phonon interactions and ε is the
energy-band function. Physical constants h̄ and q
are the Planck constant divided by 2π and the
positive electric charge, respectively. In Eq. (2), ε0
is the dielectric constant in a vacuum, εr(x) labels
the relative dielectric function depending on the
material, ρ(t,x) is the electron density, and ND(x)
is the doping. Very recently, deterministic solvers
to the Boltzmann-Poisson system (1)-(2) for two-
dimensional devices were proposed [1]-[4]. These
methods provide accurate results which, in general,
agree well with those obtained from Monte Carlo
simulations. In this paper, we consider a double gate
MOSFET device [5] (Fig. 1) and compare numerical
solutions, by means of the use of WENO schemes,
of Eqs. (1)-(2) and results given by DSMC. Figs. 2-3

show charge density and electrical potential profiles,
obtained by solving Eqs. (1)-(2), in the station-
ary state. Since the symmetric geometry and the
boundary conditions, only the y ≥ 0 domain is
considered. In Figs. 4-6 we show a comparison
between BTE solutions and DSMC. For a fixed
value of y coordinate, we consider the charge den-
sity and the velocity. In our opinion, deterministic
solutions might improve algorithms of DSMC, as,
in particular, the charge assignment to the mesh, the
treatment of the boundary conditions and the free
flight duration, where well accepted rules do not
exist.
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Fig. 1. A double gate MOSFET structure.
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INTRODUCTION

Progress in telecommunications systems has 
been made possible by computer simulation
techniques and physical modelling of
semiconductor structures. The level of noise in
semiconductor components limits the successful
design of any low noise electronic system.
Therefore, characterization of the semiconductor 
behaviour under dynamic operation condition could
help to predict the sensitivity of semiconductor
based devices. The generation of electronic noise in 
bulk semiconductor is due to the strong nonlinear
behaviour at microscopic level.

For these reasons, the Monte Carlo (MC) method
has been used for the simulation since it includes at 
a microscopic level, the sources of the nonlinearities 
(hot carriers, velocity overshoot, intervalley 
transfer, etc) taking place in electronic devices 
operating under large-signal conditions. In
particular, the electronic transport in the bulk 
semiconductor driven by two a.c. mixed electric 
fields has been performed and the noise response 
has been analysed.

Recently, an analysis of electronic noise under 
large-signal conditions has been developed for the 
case of bulk semiconductor and simple devices 
[1,2,3,4]. However, to the best of our knowledge,
these effects have not been investigated in the 
presence of a mixing of coherent electromagnetic
radiations of commensurate frequencies.

In the last years we have investigated high-order 
harmonic generation and frequency mixing effects 
in low-doped bulk semiconductors subject to far-
infrared intense electric field [5,6]. It has been 
shown that the wave mixing can produce an
enhancement of the harmonic generation. However, 
the extraction of these harmonics is limited by the

intrinsic high-frequency noise of the nonlinear 
medium, which can mask the generated high-order
harmonics. Therefore, under cyclostationary
conditions, these dynamical effects have to be
considered and nonlinear analysis of noise must be 
performed.

However, a physical understanding of noise
sources and a full theory for nonlinear noise 
modelling is still under development.

PHYSICAL MODEL AND NOISE CALCULATION 

In this study we investigate electronic noise in 
bulk GaAs operating under two mixed large-
amplitude periodic electric fields. The microscopic
modelling of system is the same of Ref. [5].

To analyze the noise present in the carrier
velocity, the autocorrelation function approach has 
been used [4]. The two times autocorrelation
function is defined as: 

2222
),( tvtvtvtvtC vv

       (1)
By averaging over the whole set of values of t 
during the period Tf, the longer period of excitation 
mixed fields, one obtain the autocorrelation function
as:
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Finally, the mean spectral density is defined as: 
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RESULTS

Figure 1 and 2 illustrate the autocorrelation 
function of velocity fluctuations and the mean
spectral density for a GaAs bulk with doping level
of n=1013 cm-3, temperature T=80 K, amplitude of 
excitation signal E1= 7 kV/cm, E2= 15 kV/cm and



different frequencies. The autocorrelation curves
show oscillations becoming more pronounced at
higher mixed fields frequencies. The whole 
relaxation process becomes the longer the higher is 
the mixed fields frequencies. 

For mixed fields frequencies 1< 400 GHz and
2< 800 GHz, the spectral density have the shape 

typical for the hot carrier conditions under the
steady-state operation and the peak maximum
slightly shift to higher frequencies. The frequency
of the peak value of the spectral density has no 
direct relations with mixed fields frequencies. In 
contrast, at higher mixed frequencies the “steady-
state” peak is replaced by two resonant peaks 
appearing at the mixed fields frequencies. For fixed
frequencies, the amplitude of the resonant peaks are 
related to the amplitude of the excitation signal. 

CONCLUSION

This study reports some interesting results for 
bulk semiconductor under two large amplitude
mixed electric fields. Our results indicated that, the
intensities and the frequencies of the mixed fields 
can play an important role in the noise enhancement
or suppression. Future work could be oriented to the
investigation of the influence of different 
polarization of mixed fields in the noise behaviour
in both bulk materials and submicron structures. 
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DESCRIPTION OF DEVICES AND MODEL

In nano-scale FETs, the fluctuations in the 
number and position of dopants in the channel 
makes necessary the use of a transport model 
including the atomistic nature of ionized impurities 
and 3D Poisson solver. These fluctuations induce 
spreading in overall device performance and should 
be reflected on noise characteristics. The present 
work deals with the study of thermal noise in 
Single-Gate Fully-Depleted SOI (SG) and Double-
Gate (DG) MOSFET using self-consistent 3D 
Monte Carlo simulation including the effect of  
discrete impurities in the channel.  

The atomistic approach describing the electron-
ion interaction in the presence of discrete impurities 
was presented in [1]. This model has been 
successfully used to study the effect of impurity 
position in the channel of 50 nm bulk-MOSFETs 
[2]. The influence of atomistic doping on noise in 
nano-resistors has been tackled in [3]. 

The simulated devices (Figs. 1 and 2, where 
values LG=25nm, Lch=17nm, TSi=5nm, TOX=1.1nm, 
and W=15nm apply to both structures) consist of 
ultra-thin SG and DG transistors (denoted as SG1 
and DG1, respectively). They operate at VDD=1V. 
Source/channel and channel/drain junctions are 
assumed to be abrupt with continuous doping of 
5×1019cm3 in S/D regions. We consider the possible 
presence of a single residual P type impurity in the 
channel of DGMOS.  

RESULTS 

Figures 3a and 3b show the typical effect of the 
presence of a single residual impurity on the transfer 
characteristics of both SG and DG MOSFET. We 
compare the case of channel without impurity (solid 
line) to the case of channel with one impurity in 
XI = 5.25 nm (dashed line). In the case without 
impurity, the Ion current in DG1 (26µA) is only 40% 
higher than in SG1 (Ion = 18.5µA). This apparently 
good result for SG is only due to strong short-
channel effects which induce high output 

conductance and also poor subthreshold behavior. 
The presence of a single impurity in the channel 
(dashed lines) perceptibly shifts the transfer 
characteristics and degrades Ion. This effect seems 
stronger in SG than in DG which is confirmed by 
Fig. 3b where the relative variation of Ion is plotted 
as a function of impurity position between X=0 and 
X=17 nm. The Ion degradation reaches 6% for DG 
and 10.5% for SG if the impurity is located near the 
source-end. An impurity located near the drain-end 
of the channel has a much smaller impact. 

In order to evaluate the noise performance of 
both SG and DG transistors we first studied the 
current fluctuations for the same gate overdrive 
(VGS=VDS=VDD). We considered three structures: 
SG1, DG1 and a DG with one P-type residual 
impurity located near the source (DG2 from now 
on). From Fig. 4 it follows that for the same gate 
overdrive the spectral density of the gate current 
(Sigig(f)) is considerably larger in SG1 than in both 
DG1 and DG2. In all the structures Sigig(f) exhibits 
the typical f2 dependence and the slower increase 
with frequency for the DG structures must be 
attributed to a partial cancellation of the fluctuations 
due to the double gate topology. On the contrary, 
the SG exhibits the lowest value of the spectral 
density of the drain current (Sidid(f)) (Fig. 5). 
Preliminary calculations of noise figures point out a 
reduction of this key parameter in DG structures, in 
agreement with the observed behaviour of Sigig(f)
and only little impact of the residual impurity 
(DG2). Further work is needed in order to extend 
the calculations to other regimes and fully establish 
if DG can effectively guarantee lower noise 
operation than SG ones and the weight of residual 
impurities in the channel. 
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Fig. 1.a  Schematic picture of the simulated SGMOS 

Fig. 2.  Schematic picture of the simulated DGMOS 
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ABSTRACT

Due to its high electron mobility at room
temperature and its narrow band gap of 0.17 eV,
Indium Antimonide (InSb) has a great potential
for very low power and extremely high frequency
applications. Previous simulations [1] on a high-
speed 200 nm quantum well transistor described
in [2] predicted very good performance in terms of
cut-off frequency and bias requirements. However,
the need for high integration scale implies smaller
transistors, such as the sub 50 nm SOI MOSFETs
demonstrated by Intel [3]. The design of such
devices requires the implementation of efficient
and accurate CAD tools.

In this work, we model and simulate an 85 nm
AlInSb/InSb quantum well transistor by using a
particle-based, full-band simulator based on the
Cellular Monte Carlo (CMC) method [4], [5].
The geometry and doping profile of the simulated
transistor are shown in Fig.1. The layout consists
of a 160 nm unintentionally doped Al0.2In0.8Sb
substrate, a 20 nm thick InSb channel, a 5 nm thick
spacer and a 45 nm thick Al0.2In0.8Sb barrier. A
δ-doped donor layer (1.3×1012 cm−2) is located
between the spacer and the barrier to increase the
electron mobility. The transistor has an 85 nm gate
length and a source to drain separation of 750 nm.
Fig.2 shows the conduction band profile obtained
with this layout. The quantum well where the
charge transport occurs can be easily seen in the
channel.

The InSb electronic band structure (Fig.3) used
for the simulations is computed using the empirical
pseudopotential method [6]. Momentum-dependant

scattering rates are computed according to the work
of Fischetti and Laux [7], and tabulated within the
CMC framework, while the full phonon spectra
are obtained with the 14-parameter empirical shell
model [9]. Quantization effects are accounted for
by using the effective potential technique [10].

The complete static and dynamic characterization
of the simulated quantum well transistor as well as
the noise analysis will be presented. The static and
dynamic parameters, such as I-V curves or cutoff
frequency (ft) will be extracted showing all the ad-
vantages of the Indium Antimonide technology; the
cutoff frequency will be compared with traditional
Si MOSFET, technology and a comparison with
recently published experiments [11] will be shown
as well.
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Fig. 1. Schematic layout of the simulated quantum well
transistor. The dimensions are indicated in nm.

Fig. 2. Profile of the conduction band underneath the gate.

Fig. 3. Band structure of InSb computed using the empirical
pseudopotential method.
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The scaling of MOSFET architecture, as dic-
tated by the International Technology Road Map
for Semiconductors, is reaching its limit. A major
problem is the requirement for extremely thin gate
oxides and high channel doping, the consequence
being low device performance and high-gate leak-
age. The fulfilment of the next generation technol-
ogy requires changes in terms of both new materials
and architectures.
HfO2 based high- oxide materials have been iden-
tified as the most promising candidates to replace
SiO2 as insulators. A thickness of about tox ≈ 0.7nm
is required for SiO2 gate oxides to obtain the
required gate capacitance. The introduction of high-
dielectrics allow a physically thicker oxide, while
maintaining the gate capacitance, to reduce the gate
leakage current.
Our Monte Carlo (MC) simulator includes all the
relevant scattering mechanisms necessary for the
accurate modelling of electron transport in Silicon.
In Fig.1 we show the results for the universal
mobility curve in the case of SiO2 as insulator.
It is well known [1, 2] that high- materials lead
to a mobility degradation due to the coupling of
carriers in the channel to surface soft-optical (SO)
phonons in the vicinity of the dielectric interface.
These SO modes are induced by the longitudinal-
optical (LO) phonons in the insulator. The coupling
of LO phonons through long range polarisation
fields to the free-carrier system gives rise to collec-
tive plasma modes and electron excitations. These
hybrid modes (polarons) are affected by Landau
damping [1].
We have introduced the new scattering mechanisms
relevant for high- dielectrics in our MC simulator.
Landau damping is taken into account and plays an
effective role at high momentum transfer, as shown
in Fig.2. A comparison has been performed between
the mobility of SiO2 and HfO2. We have obtained
the universal mobility curve for HfO2 and the results
are presented in Fig.3: the severe degradation in

mobility is evident.
The gate-stack system is further complicated by
the presence of an interfacial layer at the interface
between the channel and the insulator. The effect
of this layer is twofold: on the one hand it will
effectively mitigate the strong interaction with the
SO phonon modes of the high- dielectric, resulting
in a higher mobility; on the other hand the introduc-
tion of a layer with a lower- value lowers the total
effective capacitance of the gate oxide. We have
simulated a system with an interfacial layer of pure
SiO2, obtaining the results presented in Fig.4. In
Fig.5 we present a surface plot of our results for the
mobility as a function of both the interfacial layer
thickness and of the perpendicular field applied. The
mobility increases when the SiO2 layer becomes
thicker, having as a limit the mobility of SiO2;
moreover the agreement with the experimental data
[3] is qualitatively and quantitatively excellent. The
slight discrepancy that we observe at low interfacial
layer thicknesses may result from the interfacial
layer composition, being SiOx in nature rather than
the SiO2 at these thicknesses.
The composition of the interfacial layer is still to be
understood. It may be an SiO2 layer with oxygen
deficiency, resulting in an SiOx layer, or an SiO2
layer enriched by Hf [4], thus to be an Si1−xHfxO2
layer. We have performed simulations for the first
case based on the experimental values of of the
interfacial layer [3]. To understand the second case,
we have simulated the universal mobility with an
alloy of Si1−xHfxO2 as dielectric, and the results
are presented in Fig.6.
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Fig. 1. Electron mobility in the inversion layer at 300 K versus
effective field Ee f f . The results are shown for three values
of substrate doping concentration, as given in the legend. The
solid lines are the experimental results from reference [5], and
the dashed lines are the results obtained via the Monte Carlo
simulator.
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Fig. 2. Polaron dispersions considering Landau damping for
the substrate and for the gate. The gate Landau damping is
effective for higher momentum transfer since the doping is
higher in that region.
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Fig. 3. Electron mobility in the inversion layer at 300 K
versus effective field Ee f f . The results reported are for HfO2
and SiO2, as shown in the legend.
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for the mobility for pure HfO2, corresponding to 0 nm layer
thickness, and for pure SiO2.

Fig. 5. Electron mobility in the inversion layer at 300 K for
HfO2 versus effective field Ee f f and the SiO2 interfacial layer
thickness. The mobility for pure SiO2 and the experimental
results [3] are also reported.
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ABSTRACT 

In nanoscale systems, electron transport becomes 
ballistic and the current and its fluctuations are 
mainly determined by the injection process. We 
present an electron injection model suitable for the 
semi-classical (or the quantum) Monte Carlo 
simulation of nanoscale field effect transistors 
(FET) with or without electron confinement. As an 
application, we show that the signal-to-noise ratio 
and the bit-error are drastically degraded because of 
electron confinement. 

INJECTION MODEL 

For ballistic devices, the average current, I , and 
the power spectral density at zero frequency of the 
current fluctuations, )0(S , are determined from the 
Binomial probability ),( τNP  that N electrons (e-) 
are injected during a time interval τ  [1, 2]: 
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where 0/ tM ττ =  is the number of attempts of 
injecting an e- during τ  and )(Ef  is the  contact 
Fermi distribution function. The time 0t  between 
two successive injection attempts is [1, 3]: 

 
1

330 4
),,,,(

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∆∆∆∆∆
=

m
kkkzyk

kkkzyt zyxx

Dzyx π
h   

                 
1

220 2
),,(

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∆∆∆
=

m
kkyk

kkyt yxx

Dyx π
h                (2) 

1

10 )(
−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∆
=

m
kkkt xx

Dx π
h  

in 3D, 2D and 1D system, respectively. A mesh in 
the phase-space is defined (see Fig. 1). We assume 
that the electrons at the contact are only correlated 
with those electrons in the same contact due to the 
Pauli exclusión principle. As a test, we show that 
the one-channel Landauer current [4] and the 
general Büttiker noise expression [4] are exactly 
recovered with our particle-injection model. 

EFFECT OF ELECTRON CONFINEMENT ON THE CURRENT AND NOISE 
PROPERTIES OF ANALOG AND DIGITAL APPLICATIONS  

   The injection model, defined in (1) and (2), can be 
used to directly determine the current and noise of 
ballistic FETs with different dimensionality. The 
Fano factor F  ( IeFS ··2·)0( = ) is the standard 
parameter to classify shot noise [1, 7]. In fig. 2, we 
compute the Fano factors for three FET geometries 
as a function of the contact Fermi level  In Fig. 3, 
we show that e- confinement can cause the output 
signal-to-noise ratio, ))·0(/(/

2
fSIPP NS ∆= , to 

decrease because of the reduction in the number of 
states available for electron transport. The NS PP /  
of 3D (Bulk-) and 1D (quantum wire-) FETs can 
differ by 40 dB with ∆f≡1 MHz. Smaller devices are 
noisier. 

   In Fig. 4, the noise performance of a CMOS 
inverter is quantified by the bit error probability 
(BER). For any input logic level, one of the 
transistors is on opened-channel conditions with 
zero averaged current but with thermal noise. The 
BER of 3D (Bulk-) and 1D (quantum wire-) FETs 
can differ by more than 25 dB (see fig. 4). These 
results, which only consider the unavoidable 
thermal and shot-noise that are present in expression 
(1) and (2), predict important drawbacks for noise 
properties of 2D (quantum well-) or 1D (quantum 
wire-) FETs.  

CONCLUSION 

    A general electron injection model for the device 
simulation of the transport properties of FETs with 
and without electron confinement has been 
presented. Our injection model generalizes previous 
works of Gonzalez et al. [5] and Oriols et al. [6, 7]. 
The model exactly reproduces the (Landauer) 
average current and the (Büttiker) shot-noise. We 
have shown that for ballistic nanoscale FETs the 
signal-to-noise ratio and the bit-error can be 
drastically affected by electron confinement, which 
indicates drawbacks for aggressively scaled FETs. 



 

 

 

 
Fig. 1.  (a) Schematic representation of a nanoscale double gate 
FET. The transversal dimensions Ly and Lz of the active region 
determine electron confinement. (b) Schematic representation 
of the 3D cell and the 2D cell used in the text (equation 2) to 
describe the injection of electrons through the Ly·Lz surface. In 
dashed line, for a 2D cell, schematic representation of the 
distribution of electrons in the direction z  due to confinement 
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Fig. 2.  Fano factors, F , for the 3D, 2D and 1D nanoscale 
FETs considered in this work. The transistor volumes are 15 nm 
x 10 nm x·8 nm, 15 nm x 10 nm x 2 nm and 15 nm x 5 nm x 2 
nm for the 3D (Bulk-), 2D (quantum well-) and 1D (quantum 
wire-) device active regions, respectively 
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Fig. 3.  Signal-to-noise ratios, NS PP / , for the 3D, 2D and 1D 
nanoscale transitors of Fig. 2. 
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The scattering by optical ponons takes a spe-
cial place in hierarchy of scattering mechanisms
in semiconductors. At low temperatures when the
optical phonon energy h̄ω0 considerably exceeds
the carrier thermal energy the scattering by optical
phonons is mainly accompanied by optical phonon
emission. Due to the constant value of energy h̄ω0

the optical phonon emission rate dependence on
energy has a threshold. At such conditions the
periodic motion of carrier ensemble in momentum
space is possible. This motion can lead to the
microwave power generation as it was shown for
bulk InP theoretically and confirmed experimentally
(see, e.g. [1] and references therein). Recently the
modelling of electron transport in indium nitride
based n+nn+ structures when optical phonon emis-
sion is dominating scattering mechanism shows the
possibility of the cyclic real-space motion of carrier
ensemble which leads to the formation of the free-
carrier grating (FCG) in the n-region of the structure
[2]. The aim of this report is to simulate the electron
transport in InP n+nn+ structures in the conditions
when FCG formation can be expected [2].

The calculations of electron transport in n+nn+

InP structures are performed by simultaneous solu-
tion of coupled Boltzmann and Poisson equations
by Monte Carlo particle (MCP) technique [3]. The
InP band and material parameters of a spherically
symmetric nonparabolic conduction band are taken
from [3]. The doping of simulated 0.02-5.00-0.02
μm n+nn+ InP structures is n = 10

15 cm−3 and
n+ = 10

17 cm−3. All the calculations are made at
10 K and applied voltage U = 0.3 V to the structure
with the n-region length L = 5 μm.

Figures from 1 to 4 demonstrate the FCG in real
space due to periodic motion of electrons under
low temperature optical phonon emission in n-
region. A low energy electron injected from cathode

contact is accelerated by field up to optical phonon
energy and loose the energy and velocity after
optical phonon emission. The process is repeated
until the electron leaves the n-region through the
anode contact. So the electron trajectory consists of
flight and stop, where electron emits optical phonon,
regions. The stop regions coinside with the con-
centration maxima. The number of stop regions is
integer part of eU/h̄ω0, where e is electron charge.
The impedance Z(f) of InP structure is calculated
simulating by MCP technique the current response
to periodic voltage. The frequency behaviour of the
real and imaginary parts of impedance, ReZ and
ImZ, respectively, is demonstrated in Fig. 5. For
comparison, Fig. 5 also shows Z(f) = [enμ(f)/L+

i2πfCL]
−1 obtained for the considered diode with

the length L and geometrical capacitance CL from
small-signal mobility μ(f) calculated by MC sim-
ulation of bulk material subjected to the electric
field equal to U/L in the n-region (i.e. without the
grating).

In Fig. 6 the spectral density of current fluctua-
tions (noise) in InP structure at a constant voltage
U is shown. The noise peak at 0.345 THz frequency
coincides with the high frequency edge of negative
ReZ values (see Fig. 5).
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THE EFFECTIVE QUANTUM POTENTIAL

As device sizes decrease, the standard mean-field
theory for the treatment of electron-electron forces
becomes less applicable. Motivated by this fact,
effective quantum potentials have been established
as a proven way to include quantum-mechanical
effects into Monte-Carlo (MC) device simulations.
The pseudo-differential operator for the effective
quantum potential we build on here is based on a
perturbation theory around thermal equilibrium [1],
[2] and was first derived in [3]. The approach was
generalized in [4] to the general N-body problem,
i.e., particle-particle interactions. In this work we
present 3D MC device simulation results obtained
from this formulation.

SIMULATION RESULTS AND DISCUSSION

The effective quantum potential is shown in Fig. 1
and Fig. 2. The SOI device used here (Fig. 3) has
the following specifications: gate length is 10nm,
the source/drain length is 15nm each, the thickness
of the silicon on insulator (SOI) layer is 7nm,
with p-region width of 10nm makes it a fully-
depleted device under normal operating conditions,
the gate oxide thickness is 0.8nm, the box oxide
thickness is 140nm, the channel doping is uniform
at 1.45 · 1010cm−3 (intrinsic/undoped), the doping
of the source/drain regions equals 5 · 1019cm−3,
and the gate is assumed to be a metal gate with
a work-function adjusted to 4.188. The device is
designed in order to achieve the ITRS performance
specifications for the year 2016.

The distribution function (Fig. 4) shows that
inclusion of quantum potential leads to an increase

of the high energy tail of the electron distributions
at the transition from channel to drain.

The simulated output characteristics are shown in
Fig. 5 with an applied gate bias of 0.4V. Noticeable
is the reduced short-channel effects even with an
extremely low channel doping density. Inclusion of
quantum potential significantly reduces the drive
current and transconductance and increases the de-
vice threshold voltage as observed from the slope
of the linear region. One can also see that the
impact of quantization effects reduces as the drain
voltage increases (increase in energy) because of the
growing bulk nature of the channel electrons.

CONCLUSION

We showed the applicability of a novel effective
quantum potential not using any fitting parameters
for the N-body problem to 3D MC device simu-
lations. The inclusion of particle-particle interac-
tions, as opposed to the classical Coulomb potential,
shows a notable difference in the current-voltage
characteristics.
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Fig. 2. The effective quantum potential due to the barrier.
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These last years, the Gaussian Effective Potential 

(GEP) has become a very attractive approach for 

assessing the impact of quantum effects on the 

classical potential. This formalism was already used 

for including quantum effects into the simulation of 

ultra-short channel MOSFETs [1-4]. However, 

discussions on the validity limit of this method have 

been recently reported [3-4]. They highlight that, 

even if the GEP model is able to conserve the 

Schrödinger-Poisson (SP) inversion charge, the 

Gaussian function is unsuitable for reproducing the 

carrier density profile. Our motivation is here to 

demonstrate the ability of a more general concept 

based on the Pearson Effective Potential (PEP) to 

accurately reproduce both the SP electron density 

profile and the inversion charge. 

The GEP induces an overestimation of the 

carrier repulsion at SiO2/Si interfaces [1-4], which is 

due to the fact that the electron presence probability 

is represented by a Gaussian function all along the 

silicon film thickness [4]. At SiO2/Si interfaces, this 

description is not realistic with regard to SP. This 

preliminary study leads us to propose a new 

Effective Potential formulation using a function 

inspired by the shape of the SP wave functions. As 

the GEP formalism, our PEP formalism is based on 

the convolution of the Poisson potential by a 

function representing the non zero-size of the 

electron wave-packet [1]. Our 1D PEP is defined as: 

( ) ( ) ( )
Si ox

ox

T T

P x,y Si

T

PEP x, y V x ', y *Pearson IV E ,T , x ' dx '

+

−

 =  ∫  

where ( )PV x ', y  is the potential energy, TSi and Tox 

are the silicon film and oxide thicknesses, Ex,y is the 

local electrical field in the confinement direction. 

The first four moments of the Pearson IV 

distribution are then calculated as a function of TSi 

and Ex,y so as to qualitatively follow the evolution of 

squared modulus of the first level Schrödinger’s 

wave function. Figure 1 compares the Gaussian and 

Pearson IV distributions for different carrier 

positions in the confinement direction of a double-

gate device. The shape of the Pearson IV 

distribution close to the SiO2/Si interfaces is more 

realistic than that observed with the Gaussian one. 

To validate our PEP formalism, a long double-

gate nMOSFET has been simulated with NA = 10
16
 

cm
-3
, 0.5 nm ≤ TOX ≤ 2 nm and 5 nm ≤ TSi ≤ 10 nm. 

Simulations have been performed for a large range of 

effective field (10
5
 V.cm

-1
 ≤ Eeff ≤ 106 V.cm-1

). 

Figures 2 to 5 show the electron density profiles 

calculated for two different effective fields in various 

double-gate devices. In all the cases, an excellent 

agreement is obtained between SP and PEP results 

with an average error on the inversion charge of 

about 3.2%. As the SP electron density profile is 

accurately reproduced, the Poisson potential is now 

correct. Figure 6 shows the Poisson potential 

resulting from semi-classical Monte-Carlo, SP, PEP 

simulations and the Effective Potential for 

TSi = 10 nm and Eeff = 10
6
 V.cm

-1
.  

To conclude, we demonstrate that our PEP 

approach is able to accurately reproduce the SP 

electrostatic confinement effects in various double-

gate MOSFETs. The calculated potential inside the 

silicon film is correct and can be used for improved 

quantum corrected Monte-Carlo simulation. The 

extension of the PEP model for TSi = 20 nm is 

currently underway.  
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Fig. 1.  Gaussian and Pearson IV distributions for different 

carrier positions in a double-gate device with TSi = 10nm. 

 

 

Fig. 2.  Electron density in a double-gate nMOSFET with 

TSi = 5 nm and Tox = 1nm using SP, GEP and our PEP. 

 

 

Fig. 3.  Electron density in a double-gate nMOSFET with 

TSi = 10 nm and Tox = 1 nm using SP, GEP and our PEP. 

 

Fig. 4.  Electron density in a double-gate nMOSFET with 

TSi = 10 nm and Tox = 0.5 nm using SP, GEP and our PEP. 

 

 

Fig. 5.  Electron density in a double-gate nMOSFET with 

TSi = 10 nm and Tox = 2 nm using SP, GEP and our PEP. 

 

 

Fig. 6.  Poisson Potential resulting from semi-classical Monte-

Carlo, SP, PEP simulations and Effective Potential in a double-

gate device with TSi = 10 nm, Tox = 1 nm. 
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INTRODUCTION 

Pre-amorphizaing implants (PAI) are a 
promising option for forming highly doped B ultra 
shallow junctions [1]. With increasingly stringent 
requirement on source/drain extension junction 
depth scaling in CMOS devices, pre-amorphization 
has also been used prior to low energy implant to 
generate shallower junction depth [2]. 

In this work, we investigated the effect of Ge 
pre-amorphization on low energy B implant and up-
hill diffusion mechanism due to excess interstitials 
at EOR using Kinetic Monte Carlo (KMC) for the 
first time 

RESULTS and DISCUSSTION 
For investigating Ge PAI effect, Ge implantation 

is performed with dosage varying from 5 x 1012 to 5 
x 1015/cm2 and with an implantation energy varying 
from 10 to 50 keV. Further, B implantation is 
performed with dosage of 1 x 1015/cm2 and 
implantation energy 0.5 and 1.5 keV. 

Figure 1 shows the comparison KMC data with 
SIMS data for accounting the Ge PAI effect. In this 
figure, diffusion profiles are in good agreement with 
experimental data. Figure 2 shows the diffusion 
profile with varying Ge implantation energy. We 
can see that implantation energy of Ge does 
negligible influence on the uphill-diffusion of boron. 
In addition, figure 3 shows the diffusion profile with 
varying dose of Ge.  With increasing the dose of Ge 
5 x 1012 to 5 x 1015/cm2, uphill-diffusion effect also 
increases.  

One of the up-hill diffusion mechanisms in PAI 
silicon is the flux of self-interstitials from the EOR 
defect band. During thermal annealing, point defects 
vanish from amorphous region by I-V 

recombination. As a consequence, interstitial flux to 
the surface occurs and this phenomenon is an 
important effect of “up-hill” diffusion which 
reduces boron TED and minimizes the junction 
depth [1]. Figure 4 explains this mechanism. In 
order to confirm this mechanism, we simulate self-
interstitials in terms of very low time scale. Figure 5 
shows the interstitial profile without Ge PAI and 
figure 6 shows the interstitial profile with Ge PAI.  
In figure 6, we can see the difference of surface 
density of interstitials with bulk density of 
interstitials, but not in figure 5. Therefore, the flux 
of interstitials towards surface is observed in the Ge 
PAI. 

In our KMC simulations, the parameters were 
obtained either from ab-initio calculation or from 
experimental data. Figure 7 shows the migration and 
binding energies employed in this study. [3, 4]. 

CONCLUSION 

In this work, the boron diffusion in the Ge pre-
amorphized silicon was simulated in the atomistic 
scale. Our KMC simulation profiles of boron in PAI 
silicon were compared with experimental data and 
excellent agreement was confirmed. Also we can 
see the key mechanism of uphill diffusion through 
simulating interstitials using KMC method. 
Furthermore, we also confirmed that boron TED 
could be reduced from using the Ge PAI.  These 
techniques are useful for reducing boron TED and 
thus seem to be very effective for obtaining the ultra 
shallow junction for PMOS devices. 
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Fig. 1. Comparison with SIMS data and up-hill diffusion effect; 

boron 0.5 keV, 1 ⅹ 1015/cm2, germanium 10 keV, 1ⅹ 

1015/cm2 and 1000 ℃ 10s (RTA). 

 
Fig. 2. Boron profiles are compared with Ge PAI wherein 

energy varies from 5 keV ~ 40 keV ; boron 1.5 keV, 1 ⅹ 

1015/cm2 and 1000 ℃ 10s (RTA). 

 
Fig. 3. Boron profiles are compared with Ge PAI wherein 
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§Synopsys Schweiz GmbH, Affolternstrasse 52, CH-8050 Zürich, Switzerland

MOTIVATION

Impact ionization is an important scattering pro-

cess in semiconductors where a high–energetic par-

ticle creates an electron–hole pair. This concerns

e.g. device reliability where the substrate current in

MOSFETs serves as a monitor for hot electrons,

which are responsible for oxide degradation, or

avalanche breakdown which destroys the device.

More recently, it is also relevant for the opera-

tion of partially–depleted silicon–on–insulator (PD–

SOI) MOSFETs where the generated holes give

rise to the floating–body effect (cf. [1]). On the

other hand, strained silicon has now become indis-

pensable for further performance improvement of

CMOS technology. From a simulation viewpoint,

this requires knowledge of the stress–dependence

of all transport parameters. While impact ionization

has already been studied extensively in unstrained

Si (e.g. [2], [3]), transport parameter calculations

for strained Si have so far been restricted to drift

velocity and mobility (e.g. [4]).

METHODOLOGY AND RESULTS

Our algorithm obtains threshold energies of im-

pact ionization by means of numerical optimization

using full–band structure information and energy–

and momentum conservation. Results for strained

Si are presented in Tab. 1 and are used as a starting

point for the impact ionization rate integration. We

observe that the threshold energy is lowered with

increasing Ge content by a smaller amount than the

band gap is reduced, which can be explained by

the availability of fewer possibilites to fulfill both

momentum and energy conservation simultaneously.

Performing the so–called Random–k (e.g. [3])

approximation yields a nine–dimensional integral

which is also known in terms of the DOS. There-

fore, it can be used as a test case for impact ioniza-

tion rate integration approaches. A modified Lorentz

profile with optimized cutoff and half–width param-

eters serving as a delta distribution approximation

and a Monte–Carlo integration algorithm was found

to show excellent agreement.

Some of the comparisons of different delta

distribution approximations and integration meth-

ods are illustrated in Fig. 2. We have then used

this method to obtain the momentum–conserving

energy–averaged impact ionization rate

R(E) =

∑
v

∫
d3kvδ(E −Ev(kv))SII(v,kv)∑

v

∫
d3kvδ(E −Ev(kv))

.

Fig. 4 – 6 show the results of our fitting to a

generalized Keldysh formula. We observe that steep

steps in the impact ionization rate are due to the

number of allowed processes times the DOS (cf.

Fig. 3). The dimensionless matrix element has

been set to unity and has to be matched to im-

pact ionization coefficient measurements. For ex-

ample, for electrons in unstrained Si, we obtain

|M |2 = 0.14. In conclusion, we have presented a

new comprehensive method for the calculation of

impact ionization scattering rates. The method can

be applied to any semiconductor, especially also to

uniaxially–stressed silicon. Thus a sound basis has

been given for the inclusion of impact ionization in

the simulation especially of strained–Si devices.

We thank A. Erlebach for support of this work.
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Fig. 1. Threshold energies for electron and hole initiated
impact ionization in silicon under biaxial tensile strain with
different substrate germanium content.
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INTRODUCTION

The use of semiconductor systems for broad-
band telecommunication stimulates a more accurate
knowledge of both their low and high frequency
electric response. Recent advances in electronics
pushes the devices to achieve higher output power
and efficiency at very high frequencies around the
THz region. The miniaturization of integrated
circuits implies that even at moderate applied
voltages these systems are typically exposed to very
intense electric fields.

For these reasons, nonlinear processes involving
dynamical effects and high-order harmonic
generation in semiconductor structures exposed to
intense radiation are attracting increasing attention.
Furthemore, the understanding of such processes in
semiconductors exposed to far-infrared radiation
can be fruitfully exploited for implementing
coherent sources in the THz region. Both
experimental and theoretical analysis have shown
high conversion efficiency for the third and fifth
harmonics in low-doped Si, GaAs and InP crystals
in the frequency range 30-500 GHz and temperature
range 80-400 K, due to the nonlinearity of the
velocity-field relation [1-4]. The problem of
nonlinear processes in the sub-terahertz region has
been recently investigated by considering the
nonlinearity of the I-V characteristic, the harmonic
generation and the electronic noise behavior in a
nanometric n+n metal GaAs Schottky-barrier diode
[3]. In the Schottky diode the behavior of high-order
harmonic intensity is similar to that exhibited by
bulk materials. The hysteresis-like behavior of the
curve <I(V)> is accompanied by a rapid increase

with the frequency f of the amplitude of the higher
order harmonics.

The aim of this work is to study and discuss the
dependence of the voltage-current hysteresis cycle
and the high-order harmonic efficiency in GaAs
n+nn+ structures operating under sub-terahertz
signals by the frequency and the intensity of the
excitation signal. These structures have been chosen
because they form the basis for various high-
frequency semiconductor devices.

MODEL AND CALCULATIONS

Using a multiparticles Monte Carlo (MC) code,
self-consistently coupled with a one-dimensional
Poisson solver, we simulate the nonlinear carrier
dynamics in GaAs n+nn+ structures operating under
large-amplitude periodic signals. In order to
compare the results with those obtained in a
previous analysis of GaAs bulk [4], we analyse a
symmetric GaAs n+nn+ structure with doping levels
of n+=1017 cm-³ and n=1015 cm-³. The spatial length
of the n+ region is 0.15 μm and 1 μm for the n
region. All calculations are performed at lattice
temperature T=300 K. We simulate electronic
transport in the structure driven by a periodic
voltage V(t)=V0sin(2πft), with amplitude V0 and
frequency f. To solve the Poisson equation the self-
consistent electric field is updated every 10 fs and
the structure is meshed by cells of 10-8 m length.
The total simulated history duration is greater than
100 periods of the frequency of the applied voltage.
We set 10³ particles in the whole diode.

The algorithm of MC simulation of the electron
motion in the alternating electric field used involves
the nonparabolicity of the band structure and the



intervalley and intravalley scattering of electrons in
multiple energy valleys. We assume field-
independent scattering probabilities; accordingly,
the external fields may alter them only indirectly
through the field-modified electron velocities [2].
Electron scatterings due to ionized impurities,
acoustic and polar optical phonons in each valley as
well as all intervalley transitions between the
equivalent and non-equivalent valleys are taken into
account. The parameters of the band structure and
the modelling for harmonic generation are taken
from Ref. [3]. The adopted impurity concentration
is 10¹³ cm-³.

NUMERICAL RESULTS

At sufficiently low frequencies dynamical
relations recover those of the static case. However,
when the applied signal frequency increases the
inertia of carrier transport and the heating/cooling
processes significantly modify the static J-V
relation. Figure 1 presents the instantaneous total
current density <J> as a function of the
instantaneous periodic voltage V(t) applied to the
diode, with V0=4 V and different frequencies. The
inertia effect into the current response is nearly
absent up to f�20 GHz. Here the <J(V)> diagram
follows practically the static J-V relation. For f>20
GHz, the instantaneous <J(V)> characteristic begins
to be significantly different with respect to the static
case. In figure 2 we show the harmonic spectra of
the current density obtained for some values of
frequency. A strong reduction of harmonic emission
is clearly evident for f=62.5 GHz, which is the
frequency value in which the J-V curve changes its
shape.

CONCLUSION

We have studied the nonlinear behavior of a
n+nn+ junction. Our results show that: (i) for f>100
GHz, the hysteresis-like behaviour of <J(V)>
produces a similar increasing of the amplitude of the
high order harmonics with f observed in bulk
samples. This increasing ends only for very high
values of frequency (f>600 GHz) ; (ii) in the n+nn+
structure some peculiar mechanism is present and
produces a significant reduction in the harmonic
emission rate in a very low frequency range. This is
a very interesting result, not expected in bulk or in
other structures, as the Sckottky diode, and remains
an open problem.
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INTRODUCTION

The process of high order harmonic generation
in semiconductors driven by intense radiation fields
having sub-terahertz frequencies has been widely
investigated in recent years [1-3]. This field of
research represents a useful mean for the general
understanding of several features of the highly non
linear processes of carrier transport in doped
semiconductors. Moreover a possible way to
achieve high-power and high-frequency radiation
sources is given by the efficient frequency
conversion of high-power gyrotron radiation in
nonlinear materials.

Harmonics generation in the presence of an
additional static field has been addressed by several
authors [4-5]. Among others, Bao and Starace have
experimentally found that in H- and in Ar the
addition of a static field, having an amplitude less
than 2% of that of the laser field, produces very
intense even harmonics. Furthermore, they have
shown that the intensities of odd harmonics near the
low-order end of the plateau increase by orders of
magnitude. A static field thus appears to have a very
sensitive role for controlling the emission rates of
both even and odd high harmonics [4].

In this paper we report and discuss the static-
electric-field effects on harmonic generation in a
GaAs bulk driven by an intense alternating field. To
the best of our knowledge this subject in
semiconductors has never been addressed before.

PHYSICAL MODEL AND CALCULATIONS

We assume that our GaAs sample is acted by an
oscillating electric field and a static field having the
components:

where � is the angle between the polarization of the

static field E0 and the oscillating field E1.
The theory of harmonic generation in

semiconductors has been derived in a previous
paper [2] and it is based on the Maxwell equation
for the propagation of an electromagnetic wave in a
medium along a given direction. Our analysis is
referred to a thin sample and for this reason we do
not consider the complex form of the dielectric
function ε(ν) in our calculations and neglect the
field-dependent absorption. Within these
assumptions, the efficiency of the harmonic
generation at frequency ν, normalized to the
fundamental one (ν1), is given by:

(1)

where uν is the Fourier transform of the electron
drift velocity, obtained via a multiparticles Monte
Carlo (MC) simulation of the electron motion in the
semiconductor. The spectra of emitted radiation are
reconstructed by the analysis of the velocity Fourier
components. The algorithm for MC simulation of
the electron motion in the alternating electric field
used in this work follows the standard procedure. It
takes into account the nonparabolicity of the band
structure and the intervalley and intravalley
scattering of electrons in multiple energy valleys.
Since the far-infrared frequencies are below the
absorption threshold, in our model we consider the
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electrons in the conduction band as the only source
of nonlinearity. We assume field-independent
scattering probabilities; accordingly, the influence
of the external fields is only indirect through the
field-modified electron velocities. All the results are
obtained in a stationary regime, just after a transient
time of a few ps.

The conduction bands of GaAs are represented
by the Γ valley, the four equivalent L-valleys and
the three equivalent X-valleys. Our harmonic
spectra have been obtained in GaAs by adopting a
free electrons concentration of n=10¹³cm-³ and a
lattice temperature T=80 K. For a complete set of n-
type GaAs parameters used in our calculations, see
Ref. [4].

NUMERICAL RESULTS

The process of harmonic generation has been
analyzed for different geometries of the linear
polarization of the two incident fields. In all cases
we have assumed E0= 3 kV/cm, E1=30kV/cm and
ν1= 200 GHz.

Also if the intensity of the static field E0 is only
1/10 of the amplitude of the oscillating one, we have
found even harmonics having efficiency comparable
with those of the odd ones. In order to study the
effect of the static field on the spectrum by varying
the angle � between the two electric fields, we have

computed the intensity spectra of the
electromagnetic waves polarized along the x axis
and the y axis. The spectrum along the x axis when
�=0° shows, as expected, odd and even harmonics,

while along the y axis we have only noise. The
situation is very different when the oscillating
electric field has a component also along y, i.e.
when ��0°. In fact in this case we find that the

spectrum along the y axis contains also the even
harmonics due to the static field E0 although along
the y direction is present only the pump field E1 at
frequency ν1. When �=90° only the static field E0

is present along the x axis and the spectrum shows
the even harmonics of an oscillating field direct
along the y-axis, while along the y direction the
spectrum contains only the odd harmonics.

Figure 1 shows the efficiency of the second
harmonic as a function of the angle� between E0

and E1, along the x and y directions. The intensity of
η2 is constant along the x-axis, while it is a function
of the angle �  along the y-axis.

CONCLUSIONS

The most significant results of our
investigation may be summarized as follows:

1) When the only alternating field is applied no
even harmonics are present. The presence of a static
field, lowering the symmetry of the system,
produces the generation of even harmonics, with
amplitudes increasing with the intensity of the static
field.

2) In GaAs bulk the spectra contain also the even
harmonics at angles � different from zero although

the static electric field E0 has no component along
that direction.

3) As compared to the case in which only the
oscillating field is present, (for ν=200 GHz and for
the studied intensities), two-field calculations show
that the addition of the static field does not enhance
the efficiency of the odd harmonic.
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Nanostructures with spatial confinement along 

two directions are termed nanowires. It has been 
experimentally shown [1] that, besides the channel 
thickness, the channel width can also be reduced 
down to nanometer scale. The resulting quasi-one-
dimensional nanostructures are expected to play a 
key role in future nanotechnology, as well as to 
provide model systems to demonstrate quantum size 
effects. Silicon nanowires (SiNWs) in particular are 
potentially very attractive, given the central role of 
Si in the semiconductor industry and the existing set 
of known fabrication technologies. 

In our recent work [2], we investigated the 
mobility of electrons in a rectangular SiNW, by 
taking into account the major scattering 
mechanisms, namely acoustic phonon scattering, 
non-polar optical phonon scattering and surface 
roughness scattering. Surface roughness scattering 
was modeled using Ando’s model [3], and the 
phonons were treated in the bulk mode 
approximation. The effect of impurity scattering 
was not included, since the channel was very lightly 
doped. Fig. 1 shows the schematic of the ultrathin-
body SOI (UTBSOI) device considered in the work,  
and the potential profile along the cutline CC’, 
which was obtained by solving 3D Poisson and 2D 
Schrödinger equations self-consistently. 

The device of width 30 nm [at this width 
electrons in the channel feel very weak spatial 
confinement along the width and hence behave like 
a two-dimensional electron gas (2DEG)] was used 
to compare the mobility results obtained from our 
simulator with the experimental data of Koga et al. 
[4] for a 2DEG of the same thickness. Fig. 2 shows 
the calculated low-field electron mobility. Although 
there is a good agreement with the experimental 
data, we find that the simulator overestimates the 
mobility in moderate effective field region, where 

phonon scattering dominates. This discrepancy is 
due to assuming bulk phonons in the calculation of 
the phonon scattering rates. Fig. 3 shows the field-
dependent mobility for different SiNW thicknesses. 
Phonon-limited mobility is found to decrease with 
decreasing width, because the overlap between the 
phonon and electron wavefunctions is larger in 
narrower wires. In contrast, surface-roughness 
scattering mobility increases with decreasing wire 
width, because electrons in narrow (1D) wires are 
located near the wire center, as opposed to near the 
side interfaces in wide (2D) wires.  

Presently, we are investigating the effect of 
confined phonons on the phonon scattering, and the 
variation of mobility for SOI thickness and width 
below 8 nm, and the results of these computations 
will be presented at the conference. Modification of 
the phonon spectrum due to the spatial confinement 
is expected to enhance the overlap of the electron 
and confined phonon wave function [5], thereby 
increasing the electron-phonon scattering rates. For 
SiNWs narrower than 5 nm, we expect the effect of 
surface roughness to be more detrimental to the 
mobility, because the average distance of the 
carriers from the interfaces would be just 2.5 nm or 
less, even though they are located near the wire 
center.  
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Fig. 1. Left panel: Schematic of the simulated SiNW on ultrathin SOI. The conduction band profile depicted in the right panel is taken 

along the red cutline CC’ from the left panel. 
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Fig. 2.  Low-field mobility of 30 nm wide SiNWs as a 

function of the effective transverse field, as obtained from the 

calculation (solid line) and the experiment by Koga et al. [4] 

(circles). Overestimation  of the mobility at moderate fields is 

due to the assumed bulk phonon scattering, and should be 

remedied by the incorporation of confined phonons.  
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Fig. 3.  Variation of the field-dependent mobility with varying 

SiNW thickness [3].  
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The miniaturisation of device features has been
accompanied by an exponential increase of the
heat generated within the devices. As a result, the
development of electrothermal models is necessary
to study the effect of self-heating on the perfor-
mance of submicron devices. This paper presents
results from the application of an electrothermal
Monte Carlo (MC) simulator to submicron wurtzite
GaN/Al0.15Ga0.85N High Electron Mobility Tran-
sistors (HEMTs). The simulator iteratively couples
a MC electronic trajectory simulation with a fast
Fourier series solution of the Heat Diffusion Equa-
tion (HDE). The simulator models the effect of
acoustic and optical phonons mediating intravalley
electronic transitions, and phonons mediating inter-
valley electronic transitions. Ionised impurities, al-
loy disorder, electron-electron and impact ionisation
scatterings, and the effect of electron degeneracy are
also included in the simulations. The simulator uses
a simple five-valley spherical non-parabolic model
of the bandstructures of GaN and AlGaN, as this
work focuses on the coupling of electronic and
thermal transport. The simulations are performed
self-consistently, by solving Poisson’s equation in
two dimensions every 1.0 fs. Polarisation induced
charge at the GaN/AlGaN interface is modelled as
a sheet of ionised donors placed at the interface.
Polarisation effects also induce a net negative charge
at the top surface of the AlGaN layer, a feature
which is included in the simulations. The simulator
extracts the power density distribution within the
simulated region (see Fig. 1) using the net phonon
emission approach [1]. The generated distribution is
fed to the HDE solver to determine the temperature
distribution. The HDE is solved in two dimensions
using an analytical thermal resistance matrix tech-
nique [2], which solves for the temperature over the

simulated region while considering the conditions at
the boundaries of the semiconductor die (see Fig. 2).
The subsequent MC iteration is performed with the
updated temperature distribution characterising the
lattice temperature in the simulated region.

Preliminary results are shown in Fig. 3, which are
obtained using a SiC substrate. The electrothermal
device Ids-Vds characteristics, shown in Fig. 3(a),
demonstrate the thermal droop effect, which is
known to be caused by device self-heating. Fig. 3(b)
illustrates how the temperature distribution is non-
uniform with a peak value occurring at the top of
the device between the drain end of the gate and the
start of the drain region. Fig. 3(c) demonstrates how
the value of the peak temperature depends on the
applied bias. The substrate material type plays an
important role in the device thermal management,
and thus the effect of using different substrate
materials is investigated. More results have been
generated using Si, GaN and single crystal sapphire
substrates. Under the same biasing conditions, the
use of a SiC substrate is shown to provide the lowest
peak temperature and the lowest current reduction
(upon the inclusion thermal self-consistency). The
use of a sapphire substrate gives the worst thermal
performance, as it is a poor thermal conductor. A
reduction in the device die length is observed to
raise the peak temperature in the simulated region
and increase the extent of the thermal droop. The
effect of introducing a negative polarisation charge
of different concentrations at the top surface of the
device is also examined. The presence of the surface
charge modifies the electric potential distribution in
the simulated region, and thus affects the values of
the source-drain current and the peak temperature.



Fig. 1. The electronically simulated region of the GaN/AlGaN
HEMT.

Fig. 2. The electronic MC and the thermal simulation domains.
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ABSTRACT 

A Quantum Ensemble Monte Carlo (QEMC) 
simulator is used to calculate electrical 
characteristics and transient response of actual 
nanotransistors: both sub-50nm CMOS N-
MOSFETs and ultrathin double gate SOI transistors, 
have been deeply studied. Doping profiles and oxide 
thickness have been selected to cope with the 
available specifications of the ITRS Roadmap and 
have been tuned in order to comply with the 
specification for the maximum leakage drain current 
in OFF state. The Quantum Ensemble Monte Carlo 
simulator QEMC has been used to self-consistently 
solve the Boltzmann Transport and Poisson 
equations in actual devices. Quantum effects are 
included through a multivalley version of the 
Effective Conduction Band Edge (ECBE) model, 
and new approaches for phonon and surface 
roughness scattering have been developed to include 
the effects of carrier quantization. ). 

MULTI-VALLEY EFFECTIVE CONDUCTION BAND 
EDGE METHOD 

It is possible to include quantum effects in nano-
transistors without solving the Schrödinger equation 
by adding a correction term to the electrostatic 
potential [1-2]. Thus, it is possible to reproduce the 
carrier density given by the full quantum solution. 
In drift-diffusion simulations Density Gradient 
(DG) model [1] has been widely used. However, 
this correction cannot be implemented easily in 
Monte Carlo simulations due to the fact that the 
driving force depends on the third derivative of the 
electron concentration which is a very noisy 
magnitude. To avoid this problem, the quantum 
correction should be expressed in terms of the 
electrostatic potential. The Effective Conduction 
Band Edge (ECBE) method explodes this idea[2]. 
Starting from the DG and assuming an exponential 

relation between the electron concentration and the 
potential, the effective potential can be evaluated. 
Independent calculations for each valley are 
included to avoid mass fitting. The developed 
simulator is 2D real-space and 3D k-space where 
time is also considered as an independent variable to 
perform transient simulations. Phonon, surface 
roughness and Coulomb scattering are taken into 
account. Surface roughness scattering has been 
implemented using a three dimensional version of 
the model proposed by Gamiz et al [3], for two-
dimensional electron gases. In addition, to take into 
account the effect of quantization on phonon 
scattering, a new phonon scattering model has been 
developed. Figure 1 compares the electron mobility 
obtained with a one-particle Monte Carlo simulator 
(where quantum effects are taking into account by 
solving Schroedinger equation) and the electron 
mobility obtained with the QEMC simulator, for a 
DGSOI device (TSi=12nm). 

SIMULATION RESULTS 

Different structures have been studied with the 
QEMC simulator developed here. Figure 2 shows 
the results for a 25nm channel length MOSFET with 
HALO implants. Oxide thickness was considered to 
be 8.9 nm, and the doping profiles (shown in Figure 
2-b) were selected to reduce short channel effects. 
Fig.2-c and 2-d show the averaged electron velocity 
along the channel and the averaged drift electric 
field along the channel. Fig.2-a shows the actual 
carrier distribution in the device when quantum 
corrections are taken into account. As can be 
observed, the maximum of the distribution is not 
anymore at the interface and its position 
corresponds to the predicted by the solution of the 
Schrödinger equation. Fig. 3 shows the results for a 
DGSOI transistor. The silicon thickness was 
considered to be 7nm (a-c) and 12nm in Fig.3-b. 
The channel length is 25nm, and the oxide thickness 



Tox=8.9nm for the two gates. Fig.3-a shows the 
electron distribution when the two gates are biased 
at VGS=1V, and VDS=0.5 V. Note once more how 
carriers are push out of the interfaces because of 
quantum effects. Fig.3-c shows that quantization 
breaks down the degeneracy of the Si conduction 
band minima, and as a consequence the population 
of the valleys with longitudinal effective mass 
perpendicular to the interface (Valley 1) is higher 
than the population of the valleys showing the 
transverse effective mass perpendicular to the 
interface. Finally, this simulator allows us to 
calculate the electrical characteristics of these 
nanodevices both in transient and stationary regimes 
(Fig.4). 

CONCLUSIONS 

A quantum corrected QEMC simulator using the 
multi-valley version of the ECBE method has been 
presented. This method can be used in MC studies 
due to the fact that the problems derived from the 
noisy electron distribution are avoided. This 
simulator allows us to study actual devices, and 
evaluate their electrical characteristics (both 
transient and stationary responses). 
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Fig.1: Comparison of the electron mobility in a DGSOI 
MOSFET evaluated using a one-particle Monte Carlo simulator 
and the QEMC simulator. 

 
(a) 

 
(b) 
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Fig.2: QEMC simulation of a 25-nm NMOSFET with HALO 
implants: a) charge distribution with VGS=VDS=1V; b) Net 
doping profile along the channel; c,d) Averaged drift velocity 
and averaged electric field along the channel. 
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Fig.3: QEMC simulation of a 25-nm DGSOI MOSFET:  
Electron distribution (a) and potential distribution (b) with 
VGS=1V, VDS=0.5V; c) Total electron distribution along the 
direction perpendicular at the interfaces, and contribution of 
each valley.   

 
 

Fig.4: (a) Calculated I-V characteristics of a 25nm channel 
length DGSOI MOSFET. (b) Transient simulation. 
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INTRODUCTION

To develop THz-frequency range micro- and
nano-structures the modern strategy widely uses
2D carrier transport in real space, where the third
dimension is quantizied (see, e.g. [1] and referen-
cies therein). From one hand, this allows to avoid
strong impurity scattering since carriers move in
practically undoped 2D channels. From another
hand, the transition from a 3D to a 2D transport
leads to sharper behaviors of the phonon emission
probability at the optical threshold energy and of
carrier transfer to upper valleys. Both these reasons
can lead to a considerable extension of the lattice
temperature and frequency ranges where THz ra-
diation generation related with transit-time effects
in momentum space or intervalley transfer is possi-
ble. To investigate various quantum wells (QW) a
general model of electron transport, which allows
a quick comparison among different materials, QW
widths d, etc. is of great importance.

The aim of this communication is to present
such a model that is based on Monte Carlo (MC)
simulations of 2D electron transport and noise
at low lattice temperatures and to investigate the
so-called optical-phonon-assisted transit-time res-
onance (OPTTR) of electrons favorable for THz
radiation generation [2,3].

MODEL

The model includes the deformation acoustic and
polar optical phonon emission (POPE) scatterings
in deep QW as described in [4]. Fig. 1 shows the
energy dependence of the corresponding scattering
rates for 2D-GaN QW of d = 5nm in comparison
with those of 3D-GaN. By choosing the angle φ

after POPE through a random number r the de-
pendence of φ(P ) on the corresponding probability
P = r is presented in Fig. 2.

RESULTS

The spectral density of velocity fluctuations,
Svv(ν), and the real part of the differential mo-
bility, Re[μ(ν)], calculated by the MC method [2]
for the 2D-GaN QW are shown in Figs. 3 and
4, respectively. In the frequency regions, where
Re[μ(ν)] < 0 the amplification and generation of
the radiation are possible. By comparing Figs. 3
and 4, we conclude that near these regions there
also appear spikes in Svv(ν), which should be
considered as precursors of the generation. The
frequency regions for THz generation in 2D-GaN
and 2D-InP 5 nm QW are displayed in Figs. 5 and
6, respectively, and compared with the 3D case. Re-
sults show a considerable extension of the frequency
region for TASER (Terahertz-Amplification-by-
the-Stimulated-Emission-of-Radiation) when going
from 3D to 2D.
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INTRODUCTION 
The mobility improvement technology using 

strained channel is being actively researched for 
further scaling. Mainly, two methods have being 
discussed. One method is that we use biaxial 
strained Si which is formed on the SiGe buffer layer.  
The other method is that we use uniaxial strained Si. 
For example, SiN Cap film, SiGe-SD and SiC-SD. 
In addition, several surface orientations and channel 
directions have been considered to use best 
performance in strained Si. 

In this paper, we focus uniaxial and biaxial strain 
technologies, and an optimum combination of strain 
method and channel direction is studied. 

  UNIAXIAL STRAIN CHARACTERISTICS 
First of all, uniaxial strain characteristics are 

studied. The states of the strained Si band are 
calculated by using the first principles pseudo-
potential band calculation program PHASE [1]. The 
transport analysis was discussed by Fujitsu Full 
Band Monte Carlo Simulator FALCON.  

In Fig.1, calculated double gate (DG) structure is 
shown. Fig.2 shows the results of uniaxial 
characteristics. We calculated the state of strain 
from -2.0%(compressive) to +2.0%(tensile). We 
considered two channel directions, <100> and 
<110>. As shown in Fig.2, for NMOS, Ion increases 
by tensile strain and decreases by compressive 
strain respectively. It is the almost same tendency 
for both directions, but <100> direction has larger 
merit than <110>.  On the other hand, for PMOS, 
the dependency for strain is small for <100>. <110> 
direction has large dependency for strain. Current 
increases by compressive strain largely. 

 Next, we will discuss the difference of <100> and 
<110> for NMOS. In Fig. 3 and 4, we show the 
valley energy and population for both directions. 
Although for <110> uniaxial, all Δ4fold valleys are 
isotropic, Δ4fold valleys show anisotropic property 
for <100> uniaxial strain. As pointed out in [2], 
additional electron population leads smaller 
conductivity mass. 

BIAXIAL STRAIN CHARACTERISTICS 
Next, we will show the results of biaxial strain. 

In Fig.5, the Ion improvement ratios are shown as a 

function of strain. In biaxial strain condition, for 
NMOS, Ion increases by tensile strain, and decreases 
by compressive strain respectively. For PMOS, Ion 
increases by both tensile and compressive strain. 
Fig.6 shows the dependencies of current direction. 0 
deg is <110> direction and 45 deg is <100> 
direction. For electron, current improvement ratio is 
almost the same for any angle in unstrained state, 
but electron has anisotropic property in strained 
state. <100> direction has maximum merit of strain. 
For hole, <100> direction has maximum merit for 
both unstrained and strained states. Finally we will 
show the relationship between scaling and ballistic 
rate in Fig.7 and 8. Ion improvement ratio decreases 
as gate length scaled down. But, the merit of strain 
will be kept to 5nm gate length especially for <100> 
direction. Ballistic ratio in <100> direction is also 
higher than that of <110> direction. This is because 
of effective mass differences between <100> and 
<110> direction. 

DISCUSSION 

In Table 1, each Ion improvement ratio is 
summarized for both uniaxial and biaxial 
(Lg=30nm). The combination of biaxial tensile 
strain and <100> current for NMOS, and 
compressive uniaxial strain and <110> channel for 
PMOS are optimum methods for current 
enhancement. However, for technological 
difficulties and process cost, the way that we use 
uniaxial tensile strain and <100> channel direction 
for NMOS and uniaxial compressive strain and 
<110> channel direction for PMOS is one of 
candidate method. 

CONCLUSION 

We focused both uniaxial and biaxial strain 
technologies, and an optimum combination of strain 
method and channel direction was studied. The way 
that we use biaxial tensile strain and <100> channel 
direction for NMOS and uniaxial compressive strain 
and <110> channel direction for PMOS is 
considered to be the most realizable combination. 
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Fig. 6.  The dependencies of current direction 

 
Fig. 7.  Ion improvement and ballistic rate with scaling (NMOS) 

 
Fig. 8.  Ion improvement and ballistic rate with scaling (PMOS) 

Table 1.  Summary of Ion improvement ratios for several strain 

and current conditions (Lg=30nm) 

 Channel NMOS PMOS 

<100> 1.47(tens.) 1.16(comp.) 
Uniaxial 

<110> 1.38(tens.) 1.80(comp.) 

<100> 1.72(tens.) 1.34(comp.) 
Biaxial 

<110> 1.65(tens.) 1.20(comp.) 

NMOS PMOS 

NMOS PMOS 

Tox=1.0nm 
TSOI=10nm 
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The Schottky Junction Transistor (SJT) [1] is  a 
novel device suitable for micropower circuits 
applications due to its high mobility values with 
respect to its conventional counterpart - the silicon 
MOSFET.  Since the mobility of the SJT or SOI 
MESFET is higher than that of SOI MOSFET in 
subthreshold and the on state regime, obviously the 
cutoff frequency should be higher as well for SJT 
[2]. Even though the SJT device offers higher fT, 
there is no garuntee that the same device will also 
offer optimum performance in terms of the voltage 
gain. 

To calculate the cutoff frequency and to deter-
mine optmized device dimensions, we have 
developed a transport model, based on the solution 
of the Boltzmann Transport Equation, for modeling 
n-channel silicon-on-insulator (SOI) MESFETs 
using the Ensemble Monte Carlo technique. All 
relevant scattering mechanisms for the silicon 
material system have been included in the model 
[3]. Major modifications in the existing device 
simulator have been made in the description of the 
carrier flow from the gate contact to the conduction 
channel (as shown in Fig. 1) which takes place 
mainly by tunneling through the Schottky barrier at 
the silicon/CoSi2 interface. The tunneling probabili-
ty is calculated using the transfer matrix approach 
for piece-wise linear ptentials[4]. To optimize the 
perfomence of the device structure in terms of 
figures of merit, like cutoff frequency and voltage 
gain, different devices have been simulated for 
different doping densities, varous SOI layer 
thickness and with different gate lengths. Then, a 
mathematical model is employed to identify which 
device shows optimum performance.  

A prototypical transfer character for a device 
with gate length Lg =50nm is shown in Fig. 2 and is 
used in calculating the cut off frequency fT. More 
precisely, the  cut-off frequency fT is extracted by 
using fT=gm/2πCg, where gm is the transconductance 

and Cg is the gate capacitance of the device under 
consideration. A sample extracted value for the cut-
off frequency is 83.6GHz, as shown in Fig. 3 for a 
device with Lg=50nm and tsi = 25nm, which is quite   
high with respect to the cutoff frequency of an 
equivalent MOSFET device. These data are also 
compared with projected experimental values 
derived from experimental results of 0.6µm gate 
length SJT that are shown in Fig. 3. Similarly, the 
voltage gain is found from the transconductance and 
the output conductance for the same device 
dimension which is shown in Fig. 5. Then, the 
mathematical model is employed where the product 
of the cutoff frequency and voltage gain is 
determined for a particular device dimension and 
the device which has maximum product is chosen to 
be the optimum one.  

From this simple model it is found that the 
device with a gate length 90nm, silicon film 
thickness of 20nm and doping density in the channel 
of 5×1017 cm-3 is the optimum one (see Fig. 6) and 
exhibits 33.3GHz cutoff frequency and 25.3 voltage 
gain. Due to this enhanced cutoff frequency and 
voltage gain, we can conclude that the SOI 
MESFET device is a suitable candidate for 
application in r.f. micropower circuit design for 
both digital and analog applications. 
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Fig. 1.  Two dimensional potential profiles where electrons are 

flowing interacting with the top interface of the BOX layer and 

few of them are tunneling through the schottky barrier. 
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Fig. 2.  Transfer characteristics and variation of 

transconductance with gate voltage at Vd = 0.1V.  
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Fig. 3.  Simulated and experimentally obtained cutoff frequency 
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Fig. 4.  Variations of cutoff frequency for different device di-

mensions to find the optimized dimension. 
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ABSTRACT

The band structure (BS) of Si with arbitrary
stress/strain conditions has been calculated using the
empirical non-local pseudopotential method (EPM).
It is shown that the change of the effective masses
cannot be neglected for general stress conditions
and how this effect together with the strain induced
splitting of the conduction bands can be used to
optimize electron mobility enhancement Δμn. The
new findings have been incorporated into an existing
low-field mobility model.

BAND STRUCTURE CALCULATIONS

Strain effects on the electronic BS of Si are
often described using deformation potential theory,
which allows the determination of the strain induced
splitting of the conduction bands. However, exper-
iments [1] have shown that the mobility enhance-
ment Δμn cannot solely be attributed to this effect,
and a recent study has shown that a stress along the
〈110〉 direction leads to a change of the effective
mass Δm∗ [2].

In this work, the effect of general strain con-
ditions on the BS is studied by means of EPM
calculations. The number of symmetry elements
P (Γ) at the center of the Brillouin zone of the
strained lattice determines the volume of the irre-
ducible wedge via Ωirred = ΩBZ/P (Γ). For stress
along 〈100〉, 〈111〉, and 〈110〉, as shown in Fig. 1,
P (Γ) is 16, 12, and 8, respectively, while for stress
along other directions the lattice is invariant only to
inversion, thus P (Γ) = 2.

MOBILITY ENHANCEMENT

Bulk mobility was calculated by means of Monte
Carlo simulations [3]. In Fig. 2 the strain induced
valley splitting is shown for biaxially strained and
uniaxially stressed Si (along 〈110〉 and 〈120〉). It

can be seen that biaxial tension is more effective in
splitting the conduction bands than uniaxial tension
in 〈110〉 and 〈120〉. Note that for 〈120〉 stress the
conduction bands split into three two-fold degener-
ate pairs. The in-plane effective masses of the lowest
valley were extracted from EPM calculations. Fig. 3
shows how uniaxial tensile stress along 〈110〉 yields
a pronounced Δmt, whereas the effect is smaller for
stress along 〈120〉 stress and negligible for biaxial
tensile strain. The direction of stress in turn leads
to a pronounced anisotropy of the mobility in the
transport plane. In Fig. 4 the anisotropy of Δμn

is compared for different stress directions. It can be
clearly seen that Δmt cannot be neglected for 〈110〉
uniaxial stress.

The two beneficial effects on the mobility arising
from Δmt and the valley splitting can be combined
to yield the highest mobility enhancement in a
system with in plane biaxial tension and uniaxial
stress along 〈110〉. In Fig. 5 the in-plane mobilities
parallel and perpendicular to [110] are shown.

The physically based low-field mobility model
in [4] was extended to take into account the stress
induced effective mass change of the lowest Δ2

valley. For 〈110〉 stress the effective mass tensor
becomes non-diagonal, with mc/2(m

−1

t,|| +m−1

t,⊥) in
the diagonal and mc/2(m

−1

t,|| − m−1

t,⊥) in the off-
diagonal. Good agreement between Monte Carlo
simulation and the analytical model is observed
(Fig. 5).
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Fig. 1. Irreducible wedge for stress applied in [100], [111], and [110] direction.
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The progress in CMOS technologies has resulted 

in scaling down devices to nano-scale where 
quantum mechanical (QM) effects in carrier 
transportation become crucial for the device 
performance and simulation in three dimension of  
real space is necessary especially for the non-planar 
MOSFET such as double-gate MOSFET, tri-gate 
MOSFET and omega MOSFET. In this paper , a 
self-consistent full-band Monte Carlo method to 
solve quantum Boltzmann equation (QBE) three-
dimensional both in real space and in K space is 
developed.  The property of a 25nm tri-gate 
MOSFET is investigated by this method to verify 
the 3D MC program.  

The quantum Boltzmann equation (QBE) 
obtained from quantum kinetics equation and 
Wigner distribution function can be used to describe 
the QM effect [1-4]. Comparing to semi-classical 
Boltzmann equation (BTE), quantum potential[2,4] 
and collision broadening [2,5,6] are two key QM 
effects in QBE that describe the quantum effect in 
real space and K space respectively. 

In Monte Carlo method, the quantum potential 
correction gives an additional driving force while 
the carriers are free-flying and is self-consistently 
calculated every time step just like Poisson potential. 
As for collision broadening, the selection of the 
final energy after scattering has to be changed. The 
final energy is not only given by the initial energy 
and phonon energy as in the classical method. An 
additional random number is used to select the final 
state energy according to the joint spectral function. 
The joint spectral function for each scattering 
process is calculated and stored in a table to save 
CPU time. 

The band structure of Si is obtained from 
empirical pseudo potential calculation. Four 
conduction bands and three valence bands are used. 
The acoustic and optical phonon scattering, the 
ionized impurity scattering, and the impact 
ionization scattering are also taken into account. 

PETSC[7] is employed as 3D Poisson equation 
solver.  

The tri-gate MOSFET we used in the simulation 
is shown in Fig.1, with L=25nm, H=25nm, 
W=20nm, and gate-oxide thickness Tox=2nm. The 
channel p-doping is 1016 cm-3 and the source/drain n-
doping is 1020cm-3. Fig.2 plots the output 
characteristics with and without quantum effect 
(QM). The electron density distribution without QM 
along five sections of the channel is plotted in Fig.3 
where the top-gate is on top of each color map, 
front-gate on the right and back gate on the left. To 
compare with classical case, Fig.4 shows the 
electron density distribution with QM along the 
same five sections. The quantum effects on the 
electron drift velocity are shown in Fig.5 and Fig.6. 
Both figures are plotted along the same L-W plane 
which cuts H-axis approximately in the middle. 
Fig.3-6 are all plotted when Vgs=Vds=1.0V. 

Simulation results indicate that the quantum 
effects both in real space and momentum space are 
obvious in nano-scale device. The device I-V 
characters ,distributions of carrier density, and the 
drift velocity are all strongly affected by the 
quantum confinment in 3D. 
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Fig. 1.  Device Structure 

 

 
Fig. 3.  Charge distribution without QM along five sections of 

the channel.  The Source is on the left while Drain on the right. 

 

 
Fig. 5.  Electron drift velocity without QM along L-W plane 

which cuts H-axis approximately in the middle 
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Fig. 4.  Charge distribution with QM along the same five 

sections of the channel as in Fig.3 

 

 
Fig. 6.  Electron drift velocity with QM along the same L-W 

plane as in Fig.5. 
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INTRODUCTION 
Self-switching Diode (SSD) is a new type of 

planar nano-diode, which is based on a nano-
channel with a broken geometric symmetry [1].  It 
has been shown to operate in the Terahertz regime 
at room temperature. In this work, Monte Carlo 
(MC) simulations were performed and the 
mechanism of the diode-like characteristics and the 
existence of threshold voltages were explained. 

MONTE CARLO MODEL 

An SSD with the geometry shown in Fig. 1 is 
considered here and a semi-classical ensemble MC 
method, self-consistently coupled with Poisson 
equation, is used [2]. For simplicity, not all layers in 
the InGaAs/InAlAs heterostructure are included in 
the simulation. The 2D MC simulation is carried out 
only on the InGaAs layer which contains the two-
dimensional electron gas and hence determines the 
characteristic of the device. In order to take into 
account the effect of carriers injection from the δ-
doped layer, a virtual doping (without impurity 
scattering), Nv=1017cm-3, is assigned to the InGaAs 
layer. For comparison, the effect of the surface 
states at the semiconductor-air interfaces originated 
by the etching process is ignored initially and then 
added in the simulations. 

RESULT AND DISCUSSION 

Figs. 2&3 show the electron distributions inside 
the SSD at applied voltages V=-2.0V and +2.0V, 
respectively. As expected, the electron density 
inside the channel increases for V=+2.0V and 
decreases for V=-2.0V. In these two cases, the 
average velocities of the electrons in the channel are 
similar because of the same voltage drop, yet the 
currents are very different, resulting in the diode-
like characteristic in Fig. 5(a). The different electron 
densities in the channel come from the different 
electron distributions outside the channel. As shown 

in Figs. 2&3, the asymmetric boundary induces 
electron accumulation and depletion on the left and 
right sides, respectively, for V=+2.0V and inversely 
for V=-2.0V. The different distributions cause a 
different transverse electric potential (see Fig. 4) 
which eventually yields different electron densities. 
At low biases, the above difference can be ignored, 
so the device works like an ohmic resistance with 
no threshold voltage (see Fig. 5(a)). In a more 
realistic case, a negative surface charge density, σ, 
is assigned to the semiconductor-air interfaces to 
simulate the effect of surface states. Fig. 6 shows 
the distributions of electric potential inside the SSD 
with σ=0.3×1012cm-2 for V=+2.0V, 0.0V and -2.0V, 
which are similar to those in the references [3, 4]. 
Comparing Figs. 4&6, one can find that the electric 
potential in the vicinity of the channel is reduced by 
the surface states and a barrier of a height of about 
1V arises. Such a barrier yields a threshold voltage 
of about 1.2V (see Fig. 5(b)). 

CONCLUSION 

The diode-like characteristics of SSD are 
simulated based on the different electron 
distributions caused by asymmetric boundary. The 
existence of the threshold voltage is found to be a 
result of the lateral depletion by the surface states at 
the semiconductor-air interfaces. 
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Fig.1.Top view of the simulated SSD (a) and lateral view of a 

real structure (b). 

 
Fig.2. Spatial distribution of the electron density inside the SSD 

assuming no surface states for  V= -2 V. 

 
Fig.3. Spatial distribution of the electron density inside the SSD 

at V=+2 V assuming no surface states. 

 
Fig.4. Distribution of electric potential inside the SSD assuming 

no surface states for V=+2.0 V, 0.0 V and -2.0 V 

 
Fig.5. I-V characteristics of the SSD assuming no surface states 

(a) and with surface states density σ=0.3×10-12cm-2 (b) 

 
Fig.6. Distribution of electric potential inside the SSD with 

σ=0.3×10-12 cm-2 for V=+2.0 V, 0.0 V and -2.0 V. 
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INTRODUCTION 
Boron cluster ion implantation is a potential 

technology for shallow junction formation in 
integrated circuits manufacture [1]. By cluster 
implantation, space-charge blow up of the beam can 
be minimized and more B atoms are implanted at 
the same beam current. Another advantage of using 
clusters is that it generates more defects to reduce 
channeling effect [2]. With the technology 
becoming more practicable, capability of simulating 
it for shallow junction formation becomes necessary, 
which is still difficult for full MD method. A 
localized molecular dynamic method [3] for 
simulating cluster implantation at normal dose, e.g. 
1015 cm-2, aimed at microelectronics application, is 
presented in this paper. 

MODEL 
In our MD simulation, a moving simulation box 

[3], composing of 3x3x3 unit cells (about 200 
atoms), is applied to save computing time. Accurate 
geometry structures of boron clusters [4] are 
considered in the model by described accurate 
position of both B and H atoms as is illustrated in 
Fig. 1. In order to describe interactions between 
atoms in boron clusters, potential function in which 
the repulsive action term is ZBL potential function 
and attractive term has the form of SW [5] potential 
function is applied.  

RESULTS 
Simulation examples of B10H14 and B18H22 are 

performed. The snapshot of cluster implantation is 
shown in Fig. 2. Simulation results are shown in Fig. 
3~6. It can be seen that range profiles from 
simulation agree well with the SIMS data. Specially, 
agreement of H profile is also shown for B18H22 

implantation, where obvious deviation at near 
surface region exists maybe due to uncertainty of 
SIMS measurements at such shallow region. 
Simulation and SIMS data of B monomer 
implantation at equivalent energy and dose is also 
shown in Fig. 3 and 5 as comparison. It shows 
cluster implantation tends to generate shallower 
distribution profile. It is notable that with cluster 
model presented, the simulation can reproduce that 
difference well.  

Fig.4, 6 also show that cluster implantation 
induces more Si interstitial defects than B monomer. 
These results agree with reference [2].  
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Fig. 1. The schematic representation of boron clusters (B12H12, 
B10H14 and B18H22). Structure of B10H14 and B18H22 is described 
based on that of B12H12. 
 

 
Fig. 2. Snapshots of B10H14 implantation at 1keV/molecular 
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Fig.3 Concentration profiles of B atoms and H atoms for B18H22 
implantation at 10keV/molecular and B monomer atom 
implantation at 0.5keV/atom. (Dose 3e14B/cm2)The SIMS data 
is from Ref. [6]  

0 1 2 3 4 5
0

2

4

6

8

10

C
on

ce
nt

ra
tio

n(
10

21
cm

-3
)

Depth(nm)

 B18H22
 B

 
Fig.4 Concentration profiles of Si interstitials for B18H22 
implantation at 10keV/molecular and B monomer atom 
implantation at 0.5keV/atom. (Dose 3e14B/cm2) 
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Fig.5 Concentration profiles of B atoms for B10H14 implantation 
(Dose 8.3e14B/cm2) at 5keV/molecular and B monomer atom 
implantation at 0.5keV/atom (Dose 8.1e14B/cm2). The SIMS 
data is from Ref. [7] 
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Fig.6 Concentration profiles of Si interstitials for B10H14 
implantation (Dose 8.3e14B/cm2) at 5keV/molecular and B 
monomer atom implantation at 0.5keV/atom (Dose 
8.1e14B/cm2).  
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ABSTRACT 

   A physical model for hole mobility under both 
biaxial and uniaxial stress has been developed. The 
six-band k p  theory is used to obtain the 
bandstructure with stress-dependent Hamiltonian. 
The hole mobility in the silicon inversion layer is 
studied in details using Monte Carlo method. A 
numerically robust method has been applied to 
achieve self-consistent solution of Possion’s and 
Schrödinger equations. 

INTRODUCTION 

   The unaixal compressive stress has been used as 
an important technology for enhancing hole mobility. 
The theoretical models of hole mobility under 
biaxial stress have been studied [1,2]. Wang [3] has 
also discussed hole transport in inversion layers 
under arbitrary stress. This work is focused on hole 
mobility modeling under uniaxial stress of different 
orientation.

BANDSTRUCTURE AND MOBILITY 
CALCULATIONS 

   We applied the six-band stress dependent k p
theory to assemble the Hamiltonian in 
one-dimensional (1D) Schrödinger equation. We 
used self-consistent solution of Possion’s and 
Schrödinger equations to achieve the electronic 
structure in strained Si inversion layers. The 
self-consistency is achieved by applying a 
numerically efficient Newton-Broyden’s method. 
The Monte Carlo procedure is used to evaluate the 
carrier transport under constant electric field and 
considering the scattering mechanisms of 
hole-phonon interaction, interface roughness, and 
Coulomb scattering. 

RESULTS AND DISCUSSION 

   First, we compare the convergence behavior of 
several different numerical, iterative methods in Fig. 
1. It can be seen that the improved Newton-Broyden 
method has the best performance compared to the 

standard Newton and standard Newton-Broyden 
methods. The calculated hole mobility vs. the 
effective electric field under unstrained Si, biaxial 
stress, and uniaxial stress are shown in Fig. 2 
together with the experimental data for unstrained 
channel. Fig. 3 gives the first subband energy 
contours under unstrained and uniaxial compressive 
stress along the [110] direction with an effective 
field of 0.8MV/cm. Due to the effect of uniaxial 
stress the energy of regions K and L is lifted relative 
to the other regions M and N. More holes 
redistribute to the regions M and N with a low 
effective mass along the [110] direction. So, under 
uniaxial stress the mobility enhancement originates 
from an effective mass change and scattering 
suppression due to the splitting of band. The biaxial 
tensile stress, on the other hand, enhances mobility 
only through scattering suppression [3]. Fig. 4 
shows the hole mobility under [110] and [100] 
uniaxial stress, respectively, and it is apparent that 
the hole mobility is larger in [110] than in [100] 
direction. Figs. 5-6 show the effective mass for the 
above two orientations and the mobility gain with 
the change in composition of Ge in SiGe. 

CONCULSIONS 

The effective mass and scattering suppression 
play the important roles in mobility enhancement. 
Uniaxial compressive stress along [110] direction 
enhances the hole mobility much more than in any 
other crystalline orientation. The physical model 
shows good agreement with experiment data. 
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INTRODUCTION
The integration of carbon nanotubes (CNTs) in
electronic devices such as field-effect transistors
(CNFETs) [1] has generated much experimental and
theoretical work to understand the basic phenomena
controlling the device performances. As a crucial
ingredient, the doping of the semiconducting canal
has been achieved following different strategies.
While substitutional doping certainly increases
the carrier density in the CNTs, it also induces
significant backscattering that can reduce the charge
transmission capability of a given conduction chan-
nel [2], [3]. We study the conductance of metallic
and semiconducting tubes doped either by K in
adsorption or N in substitution.

TEORETICAL FRAMZWORK
A O(N) ab initio method is used to precisely
compute the effect of isolated defects on the Lan-
dauer transmission. Our ab initio results are further
used to construct an accurate π−π∗ effective model
which allows to access, within the Kubo formalism,
the conductance and elastic mean free path of tubes
randomly doped over micron scales.

DISCUSSION
The case of a metallic C(6,6) and semiconducting
C(7,0) nanotubes are considered (Fig. 1). In the case
of K-doping, an important outcome of the present
study is the complete disappearance of the broad
structure associated with the low energy (more
bound) resonance state. This is a clear indication
that K-doped tubes, as compared to the N-doped

systems, will display a ballistic-like behavior on
a much larger gate-voltage range and for longer
propagation length of charge carriers.
We also investigate more realistic cases of mi-

crometers long nanotubes doped by a random dis-
tribution of scatterers. Such calculations have been
carried on doped (10,10) CNTS ((Fig. 2). The MFP
of the K-doped nanotube (�e ∼ 24μm) is found
to be four times larger than the N-doped tube at
EF ∼ 0.5eV (energy of the deeper N quasibound
state), and at the same impurity density.

CONCLUSION
On the basis of ab initio conductance calcu-
lations, K-impurities have been shown to induce
much less backscattering as compared to nitrogen
substitutions. By mapping the ab initio Hamiltonian
onto a reduced π − π∗ model, the conductance
and mean-free path of randomly doped microme-
ters long tubes was investigated within the Kubo
formalism, confirming that K-doping leads to much
longer mean free paths.
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Fig. 1. Transmission for (a) a C(6,6) and (b) a C(7,0) nanotube.
Undoped (black), nitrogen-doped (blue) and potassium-doped
(red) tubes are considered.
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Dip. di Chimica e Chimica Industriale, Università di Pisa, via Risorgimento 35, I-56126 Pisa, Italy

Istituto per i Processi Chimico-Fisici del CNR, via G. Moruzzi 1, I-56010 Pisa, Italy
Dipartimento di Ingegneria dell’Informazione, Università di Pisa, via Caruso 2, I-56122 Pisa,Italy
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INTRODUCTION

We study the single molecule conduction prop-
erties of a class of molecular torsional switches
whose conformation is sensitive to the electric field
perpendicular to the molecular plane and affects
the possibility of charge transport from one end of
the molecule to the other. In particular, we present
a calculation of the current as a function of the
internal configuration of the molecule.

MOLECULAR DEVICE AND COMPUTATIONAL

METHOD

The molecular switch we are analyzing is made
up of two benzene rings (each with two electron
withdrawing chemical groups) connected by an
acetylene bridge. A terminal thiol group is placed
at each molecular end to act as a clip between the
molecule and the gold electrodes (see Fig. 1). The
switching functionality in such a class of molecules
has already been extensively investigated [1], [2].
The principle of operation is that, under the action
of an electric field of appropriate intensity and
perpendicular to the ring-ring axis, the two rings
counter-rotate: this leads to a disappearance of the
conjugation of the molecular orbitals, resulting
in charge localization. Thus the conductance of the
molecule is expected to drop significantly when the
rings reach the mutually perpendicular position.

The characteristics of the molecular struc-
ture, with the rings coplanar or perpendicular, have
been computed using a method developed from
the approach recently proposed by Gonzalez et
al. [3]. Within the framework of the combined Den-
sity Functional Theory and Green’s function for-
malisms, the molecule-electrode coupling contribut-
ing to the self-energy is taken to be proportional to

the projection of the molecular orbitals onto the ter-
minal thiol fragment. The proportionality constant
determines the strength of the molecule-electrode
coupling and reflects the physical evidence that
strongly coupled molecule and lead result, in the
contact region, into spatially extended orbitals. With
respect to the method of Ref. [3], we consider only
the thiol as a terminal fragment and evaluate the
true projection of the molecular orbitals onto the
thiol orbitals, thus taking into account the effects of
a non-diagonal overlap matrix.

In Fig. 2 we report the transmission function
and the molecular projections obtained with our
approximate computational method. The transmis-
sion function, if determined with the assumption of
a diagonal Green’s function, is non-zero for both
coplanar and perpendicular rings, but in the latter
case interference effects that are introduced by the
off-diagonal terms do cancel the diagonal contribu-
tion, thereby resulting in current suppression. Such
a cancellation does not occur for coplanar rings,
which leads to a net current flowing through the
molecule. The on-off ratio and the char-
acteristic for the molecular switch are reported in
Fig. 3, as computed from the results of Fig. 2 via
the Landauer-Büttiker formula.
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Fig. 1. Sketch of the molecular switch
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Fig. 2. Molecular orbital projections and transmission function
for the confi gurations with perpendicular and parallel rings.

Fig. 3. Computed on-off ratio vs. applied longitudinal bias
and characteristic.
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INTRODUCTION

Measurement and theoretical prediction of
current-voltage (IV) characteristics for molecular-
scale electronic devices remains a challenge. A
physical scheme for transport at the many-body
level and its implementation leading to calcula-
tion of IV curves for molecular scale systems is
presented. Open boundary conditions are applied
to a many-body wavefunction calculated by the
configuration interaction (CI) technique. Our aim is
to remove as many approximations from the calcula-
tion of the current carrying many-body wavefuncion
as possible, and to allow for a systematic treatment
of electron correlation.

METHOD

A constraint Ansatz is made to incorporate open-
system boundary conditions for the calculation of
the subsystem reduced density matrix that describes
the device region (typically the molecule plus part
of the electrodes) at each value of applied voltage.
The -body reduced density matrix operator for
the device region is written ,
where is the best approximation to an -body
wavefunction of the subsystem with constraints.

However, application of scattering boundary con-
ditions is not conceptually tractable. For example,
what is meant by incoming electrons on the left
(or right)? All electrons are indistinguishable, and
there is no localization of a single electron beyond
the one-body density yielding the probability
of finding any electron at position . To this end,
our approach relies on the use of the first order
Wigner function , which is the Wigner-Weyl
transform of , in order to fix the incoming
electron momentum distributions.

Finally, is represented by a CI expansion
written as a sum of spin-projected Slater deter-
minants. This enables us to adjust the electronic
correlations between the HF exact-exchange level
and improve to approach the in principle exact
treatment of full CI limit.

DISCUSSION

We review the method and discuss our most
recent results for correlated electron transport in
nanoscale systems (see Fig. 1 and 2). Application
of our many-body formalism to the study of trans-
port across single aromatic molecules like benzene
dithiol( Fig. 3), short oligomer chains of alkanes
and point contacts all lead to results that compare
well to the best experimental data available. In
particular, we discuss the influence of electron-
electron interactions on tunneling through molecular
junctions and determine the validity of independent
particle models for tunneling quantifying respective
deviations of tunneling currents magnitudes. To this
end, we thoroughly examine the properties of the
one-particle reduced density matrix and its corre-
sponding eigenvalues and eigenvectors.
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Fig. 1. Resistance-increase exponential law at different levels
of theory. Inset: Typical geometry of the studied Au -S-
(C H ) -S-Au molecular junctions ( ).
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INTRODUCTION 
Organic field effect transistors (OFET’s) have 

been gaining attention over the past years for 
different applications including organic displays and 
all-polymer integrated circuits. To understand the 
basic device operation and to optimize the device 
structure, analytical models [3] or numerical simu-
lations [1], [2], [4], [5] will be used increasingly. In 
this paper we have been evaluated physical and 
numerical models regarding the simulation of 
OFET’s. Our simulation results will be compared 
with other simulations and with measurements. 

NUMERICAL MODEL 
For the simulations of organic field effect 

transistors we have used our 2D/3D simulation 
program SIMBA whereas only the conventional 
drift-diffusion-model was taken into consideration. 
The basic equations Poisson equation, continuity 
equations and the transport equations are solved 
numerically by using a box method for the 
discretization [6]. Beneath these equations, some 
special models for organic semiconductors must be 
used. The carrier mobility is either assumed to be 
constant or modeled by the following equation 
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where σ  means the width of the density of states 
(DOS) and c is a fitting parameter [4].  

SIMULATION RESULTS 

Several simulations have been carried out to 
calculate the behaviour of OFET’s. As an example 
we present some results for a pentacene OFET from 
[5]. For our simulations we have used constant 
mobilities. In Figure 1 the schematic view of the 

device is illustrated. In Figure 2 the simulated 
output characteristics are shown. They agree very 
well with the simulation results from the program 
ATLAS and with measurements from [5]. The 
calculated hole densitiy at 100VVDS −=  and 

40VVGS −=  is shown in Figure 3. 
Many other simulations have been carried out to 

test several mobility models and to calculate the 
influence of material and device  parameters. Output 
characteristics and drain current as a function of 
doping are shown in Figures 4 and 5.  

Simulation results for different Wide/Length 
ratios (w/L) in comparison with measurements are 
shown in Figure 6. 

CONCLUSION 

The simulations have demonstrated that a drift-
diffusion model can be used as a first step to 
describe the behaviour of organic field effect 
transistors with numerical simulations.  

Further investigations must be done, especially 
to include trap models to get a better accordance 
with measurements. 
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Fig. 1.  Schematic view of the device, used for simulations [5],  
            channel wide: 220 µm, doping: 317

A cm102.09N −⋅= . 

 

 
Fig. 2.  Measured and simulated output characteristics (with    
             (constant mobility) for the example from [5] 
 

 
 
Fig. 3.  Simulated hole density  
            at 100VVDS −=  and 40VVGS −=    

 
Fig. 4.  Simulated output characteristics for different doping 

density for a P3DDT-OFET  
 

 
Fig. 5.  Simulated drain current as a function of doping  

density (Na) for a P3DDT-OFET  
 

 
Fig. 6.  Simulated output characteristics for diffenrent w/L-ratio 

and measurements from [1] for a P3HT-OFET 
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INTRODUCTION

After the discovery of electroluminescence in the
conjugated polymer PPV [1] and its derivatives,
much effort has been devoted to the study of the
(opto)electronic and electrical transport properties.
Understanding the carrier transport properties in
these organic materials is of crucial importance
to design and synthesize better materials and to
improve device performances. The electrical trans-
port in organic semiconductors has been widely
investigated for several decades in theoretical as
well as experimental studies [2], [3], [4], [5]. For the
important concept of variable range hopping (VRH)
[6] it is difficult to account for the electric field
characteristics observed by experiments.
In this work, we extend VRH theory for organic
semiconductors to include percolation theory [7].
The developed model shows good agreement with
Mott’s formalism at high electric field.

MODEL

For a disordered organic semiconductor system,
when an electric fieldF exists, the transition rate
of a carrier hopping from sitei with energyEi to
site j with energyEj is described as [8]

ωij = γ exp
[
− (2α + β cos θ)Rij −

Ej − Ei

kBT

]

(Ej ≥ Ei + β cos θRij)

and

ωij = γ exp (−2αRij) (Ej ≤ Ei + β cos θRij)

whereγ is dependent on the phonons spectrum,α−1

is the Bohr radius of the localized wave function,
kB is the Boltzmann constant,β = eF/(kBT ), e is
the electrons charge,Rij is the distance between the
two sitesi andj, andθ is the angle betweenF and
Rij. Assuming no correlation between occupation

probability of different localized states, the current
between the two sites is given by

Iij = γ exp
[
−(2α + β cos θ)Rij −

| Ej − Ei |

2kBT

]
ζ

(1)
where

ζ = sinh
(

µj − µi

2kBT

)

×

[
cosh

(
Ei − µi

2kBT

)
cosh

(
Ej − µj

2kBT

)]
−1

In this model, it is assumed that both the backbone
of the percolation cluster and the threshold current
do not alter upon rearranging the site potentials. At
the same time, the redistribution of the charge seems
negligible due to the large spread inIij at the high
electric field.
We consider a network of sites connected with
impedances proportional toI−1

ij
. According to gen-

eral percolation theory, the critical percolation clus-
ter of sites would comprise a current carrying back-
bone with at least one site-to-site current equal to
the threshold value. As shown in [9], optimization
of the current is obtained when the site potentials
are altered in such a way that the single hopping
event with smallest tunneling probability is opti-
mized. With these assumptions, we can get the
equation

Bc ≈ Nt

2πkBTξ

3qFδ
S3

c η (2)

with

ξ = 1 −

δ

Γ (1 − T/T0) Γ (1 + T/T0)

η =
(

2α −

eF

2kBT

)
−2

−

(
2α +

eF

2kBT

)
−2

Bc is the critical number of bonds per site,Γ
is gamma function,δ is carrier occupation [10],
Nt is the number of states per unit volume,Sc is



the exponent of the critical percolation currentI =
I0 exp (−Sc), andT0 is the width of the exponential
density of states. This yields an expression for the
current in organic semiconductors as a function of
the electric field

I = I0It = I0 exp

[
−

(
3eFBc

NtπkBTξη

)1/3
]

(3)

whereI0 is a prefactor andIt is the critical current.

RESULTS AND DISCUSSION

We use the present model to calculate the electric
field characteristic of the percolation current in
organic semiconductors, as shown in Fig.1. Clearly,
the expected dependence thatlog I ∼ F−1/4 is
observed at high electric field, the comparison with
Mott formalism

It ∼ exp
(
−

(
CF α4/eNtF

)1/4
)

is also provided, Mott formalism can be seen as
the asymptote of our model. The input parameters
areNt = 1019cm−3 andT0 = 380 K. In Fig.2 we
provide the temperature dependence of the percola-
tion current. It can be seen that temperature plays
a minor role in hight electric field current.

CONCLUSION

We developed an analytic model of high electric
field current applicable for organic semiconductors.
This model is shown to agree with Mott’s formal-
ism. We also discussed the temperature characteris-
tics of this model.
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INTRODUCTION

Recently Kusakabe et al. [1] proposed magnetic
zinc-blende CaAs as a possible material for spin-
tronics application. Their proposal was motivated
by the need for half metallic ferromagnets (HMF)
in spintronic devices [2], which are seen as key
ingredients. However, apart from the technological
application the magnetic I/II-V compounds repre-
sent a new class of ferromagnetic materials where
magnetic order is carried by the anion p-electrons
without any direct involvement of d-electrons as in
the magnetic transition metals and their compounds.
The p-electron magnetism in CaAs and the other
I/II-V systems appears in the fully ordered stoi-
chiometric compounds and their magnetic order is
intrinsic and not triggered by the presence of crystal
defects of various kinds.

TOTAL ENERGY

By applying density functional theory (DFT)
within the generalized gradient approximation of
Perdew, Burke and Ernzerhof [3] using the FLAIR
[4] code, an implementation of the full po-
tential linearized augmented plane wave method
(FLAPW) [5], we  rst investigated the stability of
CaAs, the prototype of the so-called half-metallic-
ferromagnets (HMF) of this type. In Fig. 1 the total
energy is plotted over the volume per formula unit
for various crystal structures including zinc-blende
(ZB), wurtzite (WZ), sodium chloride (NaCl) and
the experimentally found structure NaO (P62m).
Our calculated lattice constants for the true ground
state (NaO) with a=15.03 bohr and a/c=1.326 ( xed)
are in good agreement with the experimental values
of a=14.84(2) and c=11.19 [6]. Furthermore we

found out that the ground state of CaAs found
experimentally is energetically rather far away from
the structures which are expected to exhibit HMF
(≈ 1.4 eV/f.u.). However, since e.g. CrAs and CrSb
have already been prepared successfully in the ZB
structure even though it is not their equilibrium
crystal structure, also for CaAs a preparation as a
thin  lm on a substrate may be possible.

ELECTRONIC PROPERTIES

All ZB compounds composed of group I/II ele-
ments as cations and group V elements as anions
investigated combine two key features, namely a
relatively wide band-gap of approximately 2 eV
present in both spin channels (in an LSDA approx-
imation), and a ferromagnetic ground state with an
integer magnetic moment obeying a simple |8 − n|
rule, n being the total number of valence electrons.
The large difference in electronegativity between
the constituent elements leeds to a charge trans-
fer causing a gap between occupied bands having
predominantly p-character and empty bands with s
and/or d character. The band structure for CaAs as
one representative is plotted in Fig. 2, most inter-
esting is the uppermost occupied band being almost
dispersionless. This  at ness is caused - amongst
others - by the relatively large lattice constant of
these compounds (between 9.15 bohr for MgN
and 15.37 bohr for BaSb). For the representatives
having cations with empty d-bands in the energetic
proximity of the Fermi energy (e.g. Ca, Sr, Ba), ad-
ditionally a curious anion-p – cation-d hybridization
occurs, which further reduces the dispersion of the
so-called  at band.
All compounds investigated exhibit a well localized

Ab Initio



magnetic moment proportional to the number of
holes in the almost atomiclike anion p-band. A
systematic study of these compounds showed that
the origin of this p-electron magnetism can be
understood in terms of the Stoner-criterion, which
predicts instabilities towards magnetism due to the
high density of states at the Fermi energy in the
hypothetical nonmagnetic state caused by the  at
band.
Comparisons of the total energy between a fer-
romagnetic (FM) and an antiferromagnetic (AFM)
ground state - including augmented spherical wave
(ASW) [7] calculations that allow for the set up of
so-called spin-spirals - in all cases showed relatively
large energy gains (between 50 meV and 220 meV)
for the system to adopt the FM ground state (see
Fig. 3). In a mean  el d approximation also the
paramagnetic Curie temperature has been estimated,
resulting in a value of 680 K for CaAs, which would
be well suited for technological application.

CONCLUSION

We  nd that half metalicity is very common
among ionic compounds composed of alkaline
earth/alkali metals and group V elements if a tetra-
hedrally coordinated crystal structure like the ZB or
WZ structure is assumed. Despite the fact that CaAs
exists as bulk phase at best in metastable form,
however, its highly interesting magnetic properties
including p-electron magnetism, the occurrance of
an extremely  at band being of interest in the con-
text of the Hubbard model, and a reasonably high
Curie temperature will warrant also experimental
efforts to stabilize these materials in a fourfold
coordinated structure such as ZB or WZ (e.g. via
vacuum laser deposition) on suitable substrates.
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Fig. 1. Total energy for CaAs in different crystal structures.
Energies and volumes are given per formula unit.
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INTRODUCTION 

Recently, indium has been employed in the 
fabrication of retrograde p-tub and halo region for 
n-channel in CMOS. Since its heavier mass, indium 
is utilized as an alternative to boron in silicon 
substrate, in order to achieve shallower and steeper 
profiles required by ultra-large-scale integration 
technology. It is known that indium diffuses mainly 
through the interstitial-mediated mechanism during 
the thermal annealing process. Recently, Kinetic 
Monte Carlo (KMC) method has been widely 
employed for the modeling of thermal annealing 
process for nano-CMOS devices [1]. The input 
parameters of a migration event, one of the main 
events in thermal annealing, are given either from 
experiments or from ab-initio calculations. 

In this work, we investigated the atom-scale 
characterizations and MEP of indium diffusion in 
silicon by ab-initio calculations and transition state 
theory tools. 

NUMERICAL CALCULATIONS 

First of all, we performed a defect structure 
calculation in a cubic super-cell, comprising 216 
silicon atoms with a single neutral indium atom. In 
Fig. 1 is shown a schematic diagram illustrating the 
atomic structures comprising an indium atom in the 
silicon lattice. The ab-initio calculations were 
implemented within density functional theory 
(DFT) with VASP (Vienna Ab-initio Simulation 
Package) [2] which combines ultrasoft 
pseudopotentials and generalized gradient 
approximation (GGA) in the Perdew and Wang 
formulation. 

Relative energy values of each defect 
configuration are shown in Table 1. The energy 
landscape, calculated by VASP for Si:In, indicates 

that the lowest-energy structure (Ins + Sii
Td) consists 

of indium sitting on a substitutional site stabilizing a 
silicon self-interstitial in a nearby tetrahedral 
position [Fig. 2(a)]. The second lowest-energy 
structure is Ini

Td, the interstitial indium in the 
tetrahedral position [Fig. 2(b)]. The energy 
difference between the two defect configurations is 
0.43 eV. 

In the prior investigation, we found that the 
initial state is Ins + Sii

Td while the final state is Ini
Td. 

Repeating the transitions between those two states, 
the neutral indium diffuses in silicon.  Consequently, 
we can now obtain the energy barrier for indium 
migration if we investigate the MEP from the initial 
state to the final state. 

In order to search for the MEP, we performed the 
climbing image nudged elastic band (CINEB) [3] 
calculation which is a kind of TST. Figure 3 is a 
diagram illustrating the calculated minimum energy 
path for indium via the CINEB method with four 
intermediate images. The initial intermediate images, 
denoted with triangles, are linearly interpolated 
between the initial and final images. The Migration 
energy is estimated as an energy difference to move 
from a local energy minimum state to another local 
minimum along the diffusion path. We find that the 
migration energy of In-interstitial defect is 0.79 eV 
in Fig. 3, which is in agreement with previous 
estimation [4]. 

CONCLUSION 

In order to decide the migration energy for the 
diffusion of indium, it is essential to find out the 
migration path of the interstitial-mediated 
mechanism. Ab-initio study in this work comprises 
steps of performing the electronic structure 
relaxation and obtaining its total energy at the local 



minimum. We could come up with the atomistic 
configurations and migration energy during indium 
diffusion in silicon, wherein we tried to find out 
saddle points from a minimum and reaction 
pathway between those two stable states by using 
TST. After we found the transition state, we tried to 
get the energy barrier for diffusing the particle 
through the calculation of the exact total energy at 
the transition state. These ab-initio results of indium 
diffusion in silicon are essential in obtaining an 
exact modeling of the experimental profiles. 
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      (a) InSi-X                        (b) InSi-S 

       
(c) Ins + Sii

Td                  (d) Ini
Td                       (e) Ini

Hx

Fig. 1. Atomic structures illustrating the configurations of 
indium in silicon: Indium atom is depicted as dark-colored and 
silicon atoms are depicted as light colored for each 
configuration. The InSi-X consists of silicon self-interstitial 
with an indium atom sharing the same lattice site, with the Si-

indium dimer lying in the <110> direction. If the direction is 
<100> with the same configuration, the structure is referred to 
as InSi-S. The Ins + Sii

Td configuration means the case when 
indium atom sits on a substitutional site and stabilizes a silicon 
self-interstitial in a nearby tetrahedral position. The Ini

Td and 
Ini

Hx structures are the interstitial indium atom respectively in 
the tetrahedral position and in the hexagonal position. 
 

Table 1. A table showing the calculated energies of the Si:In 
defect configuration: the listed energies are relative energies 
with reference to the ground-state configuration. 

Configuration (In) Relative energy [eV] 
InSi-X 46.11 
InSi-S 58.09 
Ini

Td 0.43 
Ins + Sii

Td 0.00 
Ini

Hx 1.63 
 

            

                  (a) Ins+Sii
Td                                  (b) Ini

Td

Fig. 2. Plots illustrating defect configurations: In atom (dark-
colored), Si self-interstitial (light-colored) are shown over the 
underlying diamond lattice. The Ins + Sii

Td
 (a) and the 

interstitial In at the tetrahedral position, Ini
Td (b) are also shown. 

 

 

Fig. 3. The relative energy along the MEP of Si:In from Ins + 
Sii

Td
 to Ini

Td
 by the climbing image nudged elastic band method. 

The triangles indicate the simulation images and the squares are 
the interpolation by using the force parallel to the band. 
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INTRODUCTION

An ongoing convergence of bio and nano engineering has
focused interest on ion transport through trans-membrane
proteins. Ion transport takes place either through passive (ion
channels) or active (ion pumps) proteins, which have innate
properties such as selectivity and gating that allow them to be
classified as bioelectric devices. Contrary to ion channels that
have attracted attention from the device community recently
[1,2] ion-motive pumps are still largely unexplored [3].

The Na+/K+-ATPase, or sodium pump, is a voltage-gated
membrane transport protein found in most higher order
eukaryotic cells and is essential for life. The sodium pump is
vital to maintaining a transmembrane voltage and regulating
cellular volume. Electrophysiological studies have yielded a
wealth of information on the sodium pump’s function in recent
years [4,5]. Yet, many aspects regarding the structure-function
nature of the pump such as ion binding, permeation and gating
remain elusive.

The sodium pump functions by using the Gibbs free energy
from the hydrolysis of adenosine triphosphate (ATP) to
exchange three intracellular sodium ions for two extracellular
potassium ions (Fig.1). Sodium ions are moved against a
strong electrochemical gradient and the pump can also be
operated in the reverse mode. This functionality is believed to
incorporate a dual-gating action that allows ions to bind to the
protein on only one side of the membrane, followed by an
occluded state where both gates are closed, and continuing
with a gated release of the ions to the opposite side of the
membrane. Movement of ions against a strong electro-
chemical gradient, the hallmark of ion pumps, is thought to
accompany large changes in protein structure, allowing this
ping-pong exchange to occur. We seek to use a variety of
modeling and simulation tools to investigate the effects of
electrostatic and steric changes on the properties of ion
binding sites as well as ion and water pathways [3].

HOMOLOGY MODELING

Recent successes in crystallography by Toyoshima and
others have given structures [6] of different conformations of
the calcium pump, SERCA, which has a relatively degree of
similarity with the sodium pump. Due to this similarity
between the genomic sequences of these proteins, aligning the
genomic sequence of Na+/K+-ATPase with SERCA gives
reliable homology models. The software Modeller [7]
improves this alignment with the secondary and tertiary
structure of SERCA to determine reliable models of the
sodium pump (Fig.2). After inclusion of the model in an lipid

bilayer, calculated electropotential maps and pathways
determined from the molecular surface can be combined with
molecular dynamics simulations to investigate regions in which
ion binding and permeation is believed to occur.

ELECTROSTATICS

The electropotential maps generated by APBS [8] can be
augmented with protein surface/cavity calculations to show
possible binding locations as well ion/water permeation
pathways between these sites and the exterior of the protein
(Fig.3&4). Traditionally, protein electrostatic investigations have
mostly considered surface-mapped potentials. However,
isopotential profiles in the protein’s cavities yield information
about the ions’ environment, and allows the calculation of ion
binding affinities. In the present work, we explore how
electrostatic analysis can be coupled with molecular cavity data
to refine ion and water pathways. We also show how the
deployment of efficient 3D solvers originally developed for
electrical devices may facilitate modeling and analysis of
biomolecules and biodevices not yet explored.

WATER ACCESSIBILITY

The molecular dynamics (MD) packages, such as
GROMACS [9], can be used to explore water and ion
accessibility and permeation pathways through simulations of
the >500,000 atom protein-lipid-water-ions system. This is the
first attempt to perform molecular dynamics simulations of a
sodium pump and bilayer system, a task which has been
considered only for H+-K+ ATPase previously [10]. MD
trajectories can be evaluated to test water permeation pathways,
and to test the relationship between the binding sites and water
accessibility.

The present work establishes a unique framework for the
simulation study of ion-motive pumps in general and Na+/K+

pump in particular. We shall discuss the implications of
electrostatic analysis and MD simulations for the structure-
function relationship of Na+/K+ ATPase.
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Fig.1: The Post-Albers cycle above indicates the main stages
of conformational changes (E1-E2), ion binding, release and
occlusion, and ATP hydrolysis. Potassium is released and
sodium bound on the intracellular side and this process is
reversed on the extracellular side. The arrows indicate the
forward pump cycle.

Fig.2: An overview of the homology process. From the seven
available SERCA structures (top left), an alignment of the
genomic sequences is made with the human �-1 isoform (ha1)
of the sodium pump. The alignment and coordinates of the
structure file are combined to provide the homology model
(lower left). At the lower right is a frame from a MD simulation
that shows the model embedded in a lipid bilayer.

Fig.3: Transmembrane regions of the E2 state of a SERCA
(PDB: 1WPG) structure (left) and homology based model,
each with a negative isopotential surface (green) indicating a
high-affinity region for cations. Two bound Ca2+ ions can be
seen inside the isopotential surface in the SERCA structure.
Electrostatic investigations based on homologues can yield
information on putative binding sites in the Na/K pump.

Fig.4: At smaller negative potentials, the isosurface expands
towards the extracellular side (at left) of the model. The orange
ovals indicate regions of negative potential that may provide a
pathway conducive to ion movement between the lumen and the
binding sites. Created with Chimera and electrostatic data from
APBS.
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INTRODUCTION AND MOTIVATION

In recent months experimental silicon-nanowire
field-effect biosensors were built and their function-
ing was verified [1], [2]. These devices consist of a
silicon-nanowire core, an enveloping silicon-oxide,
and a surface receptor molecule (cf. Fig. 1). When a
biomolecule attaches to the surface receptor and this
attachment results in a sufficiently different charge
distribution, the change in current flow through the
nanowire enables detection.

These sensors provide perfect selectivity since the
possibility of a binding being established between
two biomolecules (a protein and an antibody, for ex-
ample) is equivalent to having a biological function.
Furthermore extremely high detection sensitivity in
the pg/ml regime has been reported [1]. It seems
feasible that these devices can sense a huge array of
biomolecules, and notable application areas are the
detection of cancer markers and DNA fragments.

SIMULATION METHOD

In this work we investigate the numerical as-
pects and challenges of three-dimensional feature-
scale simulations at the example of three states
of a nanoscale DNA sensor in aqueous solution.
In the first state nothing is attached, in the sec-
ond state one chain of the DNA fragment (5’-
D(CGTGAATTCACG)-3’) is attached, and in the
third state the whole dodecamer is attached (see
Fig. 1, Fig. 2, Fig. 3).

After determining the partial charges on the DNA
fragment, their distribution was used to obtain the
electrostatic potential by solving the 3D Poisson
equation. Charge transport was simulated using a
3D self-consistent NEGF simulator [3].

RESULTS AND CONCLUSIONS

Simulator timings are shown in Fig. 4, the
current-voltage characteristics in Fig. 5, and the
potential in Fig. 6. The characteristics imply that
the differences in current between the three states
allow to discern if a functional device was produced
(i.e., a single-stranded fragment is attached) and if
a second strand is attached to the first.

The simulations show that the length of the linker
is a critical device parameter. The detection of larger
and only moderately charged molecules will be
correspondingly more difficult.

The calculation of the electrostatic potential
around the molecules and in the nanowire neces-
sitates the use of sparse-matrix representations and
algorithms to achieve good resolution within modest
memory requirements. Transport simulations using
the NEGF formalism benefit from parallelization.

(Readers will be able to run simulations on vari-
ous structures online at http://www.nanohub.org.)
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Fig. 1. The structure of a silicon nanowire biosensor. In the
simulations the length of the wire is 10nm with a doped region
of 4nm in the middle. The diameters of the silicon core and
the outer oxide cylinder are 3nm and 5nm, respectively.

Fig. 2. The double-stranded dodecamer (5’-
D(CGTGAATTCACG)-3’). It carries a total of −41.74
positron charges. Its size is approximately 2nm×2nm×4nm.

Fig. 3. Chain A of the structure shown in Fig. 2 only. It carries
half as many charges, namely −20.87 positron charges.

Schrödinger equation 2.5s
Charge transport (NEGF) 40s
Poisson equation 4.0s

Fig. 4. This table shows the duration of the three parts of the
self-consistent loop of the charge transport simulations. A grid
spacing of 0.2nm was used in the transport direction which
gives 51 slices for the device length of 10nm. The Schrödinger
equation was solved for each slice in parallel on 51 processors.
In the directions normal to charge transport a grid with 562
nodes, 1611 edges, and 1050 elements was used. In total 28 100
nodes were used for the 3D Poisson solution.
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Fig. 5. The current-voltage characteristics for source-drain
voltages from 0.0V to 1.0V. The upper most curve corresponds
to no molecule attached, the middle curve to single-stranded
DNA, and the lower most curve to double-stranded DNA. The
addition of each set of charged molecules reduces the current
by ≈ 25%.
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Fig. 6. The potential in a plane normal to the nanowire through
the middle of the double-stranded DNA fragment. The shape of
the nanowire can be recognized in the left part of the picture.
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SOURCES OF NOISE IN ION CHANNELS  

Ion channels are nanometric macromolecular 
pores in the cell membranes which exibit ion 
selectivity and gating properties. The transport of 
ions through a channel protein has been traditionally 
described as a sequence of discrete transitions over 
various energy barriers. In the last years X-ray  
crystallographic structures obtained with atomic 
resolution [1] confirmed this picture, but suggested 
that ion motion is highly correlated in the narrow 
segments of the pore, so that a realistic model for 
the permeation process is obtained considering 
transitions between different ion occupancy 
configurations along given paths on the free-energy 
landscape as a function of a number of specified 
process coordinates. Current fluctuations are 
expected to arise from the discrete nature of the 
current flow, producing a shot noise, as it is 
observed in electronic devices.  An additional 
source of noise is associated with fluctuations of the 
energy barriers due to thermal structural fluctuations 
of the protein [2].  Another major source of noise is 
associated with the gating process of the channel. 
The characteristic time scales of the three 
fluctuations discussed above are different:  ns for 
shot noise, ps to ns  for thermal structural 
fluctuations, ms for gating. Noise spectra in the 
frequency domain of the last two processes above 
have been experimentally obtained and studied  in 
the past [2,3]. The noise spectrum in the frequency 
domain of the shot noise is still difficult to be 
measured and has not been studied yet. A 
theoretical analysis of the time-dependent ion 
current fluctuations in these nanometric biological 
conductors is feasable through the implementation 

of advanced atomistic approaches. This is actually 
the subject of the present paper. 

ATOMISTIC MODELS FOR ION CHANNELS 
The tremendous advancement in the atomistic 

knowledge of some prototype channel proteins 
produced a number of computational approaches 
which range from the solution of coupled 
macroscopic equations to molecular-dynamics 
(MD) [4].  Even though MD provides a simulation 
of the dynamical motion of all atoms of the protein 
as a function of time, given the microscopic forces 
that enter the Newton’s equation,  the method is 
limited in its capability to quantitatively 
characterize the electrical properties of ionic flux 
through selective channels due to the long time 
scale involved in the physiological process (ms).  
Computational approaches able to calculate ion 
fluxes and including as much as possible the 
molecular information inside the protein in the input 
parameters and in the model are today one of the 
main challenges in computational studies of ion 
channels.  A combined Monte Carlo-Molecular 
Dynamic approach [5] has been used in the present 
paper in order to calculate ion conduction 
properties. 

 

COMBINED MONTE CARLO MOLECULAR 
DYNAMICS APPROACH 

In selective ion channels the permeation process 
along the selectivity filter of the protein takes place 
as a single-file concerted motion of ions. Both 
current and its noise have been obtained from a 
Monte Carlo simulation of a single channel under 
open-gate conditions. A multi-ion model is used, 
where the ion binding sites around and inside the 



protein, the allowed transitions between different 
occupancy states and the associated rate constants 
are obtained from the atomic structure and  
atomistic  MD simulations.   We focused our 
attention on the KcsA+ channel.  For such a protein 
recent results from MD simulations have been 
consistent with what is suggested from the atomic 
structure at high resolution of this system and 
provide the necessary microscopic physical input 
for the statistical model [6]. Six binding sites have 
been included in the model  and the transition rates 
are evaluated by means of free-energy profiles for 
the possible ion-occupancy configurations of the 
channel [5].  

 

RESULTS 

In order to identify what is the frequency domain 
of current fluctuations produced by the discreteness 
of the charge carrried by the permeating ions  we 
evaluated from the simulation the distribution of 
time intervals between two successive ion exits. An 
example for a bias of 100 mV and an ion 
concentration of 100mM is shown in Fig. 1.  The 
average  time 

exit
T  between two successive ion 

exits is estimated to be approximately 9
9 10x

! s, 
while the most frequent time between two 
consecutive exits is 9

5 10x
!  s. An example of 

calculated noise power spectrum as a function of 
frequency is shown in Fig.2.  White noise is found 
until about 7

2 10x  Hz with a Fano factor of about 
0.75, clearly indicating that a correlation between 
consecutive ion exits from the channel exists, 
reducing  the noise spectrum with respect to the 
Poissonian shot-noise value.  At frequencies larger 
than  1/

exit
T  (corresponding to times much 

shorter than the current collection time) an increase 
of the spectrum  is observed towards a  plateaux  
which corresponds to the spectrum structure of the 
delta-like ion current spikes . How this correlation is 
sensitive to the physiological operating conditions 
of the channel will be discussed in the paper.  
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Fig. 1.  Number of ion exits as a function of the time interval 
between two successive ion exits  as obtained from the 

simulation (see text). A current collection time of 6
10

! s has 
been used 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Power spectrum of the current fluctuations as a 
function of frequency (see text) Several curves, simulated 
with different current collection times, have been 
combined together to explore a wide frequency range. 
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INTRODUCTION 
nextnano³ is a versatile software for the simu-

lation of nanometer-scale quantum structures and 
devices. With this simulator, we can calculate the 
strain and the associated piezoelectric and 
pyroelectric charges, the electronic structure in 
external electric and magnetic fields, optical 
properties such as excitonic energies and transition 
matrix elements, or also carrier densities and 
currents. Almost arbitrary device geometries and 
material compositions consisting of the zincblende 
or wurtzite crystal systems are supported [1]. 

In this paper, we will outline some of the basic 
physical concepts and numerical methods that have 
been developed for nextnano3 or are being 
developed for the ongoing nextnano++ project, an 
international collaborative effort involving many 
physicists, mathematicians, and programmers. In 
addition, we will present a few application 
examples. 

 
ELECTRONIC STRUCTURE AND DISCRETIZATION 

The electronic structure is calculated in terms of 
envelope function in the oneband or multiband k⋅p 
equations. For the latter it is well  established that 
discretization on a grid may result in spurious 
energy solutions and  discontinuities in the wave 
functions. For this reason, we have developed a new 
dimension independent box discretization scheme of 
the multi-band k⋅p Hamiltonian that virtually 
eliminates these problems. Within this method, an 
artificial diffusion term similar to upwinding 
schemes [2] is added to the Hamiltonian in order to 
stabilize the discretization. In addition, the operator 
ordering employed here avoids singularities in the 
wave functions. 

Another barely recognized problem is that it is 
numerically extremely difficult to find the correct 

solution of Schrödinger’s equation in the presence 
of an external magnetic field. Since the magnetic 
vector potential is spatially unbounded, every naive 
discretization of the standard minimal coupling 
Hamiltonian violate the inherent gauge invariance 
and consequently leads to huge errors in the 
numerically obtained solutions. We have developed 
a gauge invariant discretization scheme of the 
multiband k⋅p Hamiltonian that is based on 
Wilson’s formulation of lattice gauge theories. This 
allows us to calculate the electronic structure and 
the carrier transport even in the quantum Hall 
regime. 

 
NUMERICAL CONCEPTS 

We have developed and implemented various 
numerical algorithms to improve the performance 
and stability of the coupled Poisson-Schrödinger 
system. For example, the extremal eigenvalues of 
the k⋅p Hamiltonian are calculated using ARPACK 
in conjunction with a spectral transformation based 
on Chebyshev polynomials in order to emphasize all 
relevant eigenstates and to suppress all others. 

For 8-band calculations, the interior eigenvalues 
and wave functions are needed. In this case we 
employ a block variation of the Rayleigh quotient 
iteration. An efficient and stable block 
preconditioner, which approximately decouples the 
electronic components from the spatial variations, is 
then used to invert the resultant indefinite linear 
system of equations. 

Finally, in order to solve the coupled Poisson-
Schrödinger system, we employ an approximate 
quantum charge density inside of Poisson's equation 
in order to estimate the dependence of the density 
on the potential through Schrödinger's equation. 
Using this estimator the coupling between both 
equations is much decreased and rapid convergence 
is achieved. Recently, we have refined this 



technique further by projecting the Hamiltonian into 
the subspace spanned by all already known 
eigenvectors, and then diagonalizing this small 
subspace matrix. With this method only half as 
much work is needed to obtain the correct solution.  

 
CARRIER TRANSPORT 

Carrier transport is currently calculated either as 
ballistic current using the contact block reduction 
(CBR) method [3] or in terms of an empirical 
quantum drift-diffusion method. We are currently 
working on a generalized CBR method that includes 
scattering within a Büttiker probe model. 

 
SOFTWARE DESIGN AND SPEED 

In order to achieve a high degree of code reuse 
we heavily rely on object-orientated programming 
techniques. An inheritance based class hierarchy 
combined with the widespread use of C++ templates 
results into a very efficient and compact 
implementation without code duplication. 

All input files use a powerful hierarchical syntax 
that can easily describe even complicated device 
geometries. These input files are then parsed using a 
BISON generated parser module and validated for 
errors using an approach similar to the one used for 
validating XML files. 

A self-consistent and fully quantum mechanical 
3D electronic structure calculation of a HEMT-type 
AlGaAs/GaAs device with a total of 4 × 105 grid 
points requires about an hour on a standard PC with 
2 GB RAM. 

 
APPLICATIONS 

We are using nextnano³ extensively to model 
devices and quantum structures in the Si-SiGe and 
III-V material systems. Examples for such 
applications are for instance strained p-channel 
inversion layers, double gate and wrap-gate 
MOSFETs, or also strain-induced T-shaped InAlAs 
quantum wires, InGaAs/GaAs quantum dot 
molecules, and GaN based ISFETs for biosensing 
applications. 

Worldwide, nextnano³ is downloaded about 5-10 
times per day. In addition to the already extensive 
documentation tutorials on our website; consulting 
services are available through Stefan Birner's 
company nextnano [1]. 
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Figure 1: Isosurface of bonding and antibonding electron 
wave functions in two adjacent InGaAs/GaAs quantum dots 
6 nm apart from each other. 

Figure 2: Currents in a 9 nm gate DGFET device as depicted 
in the inset. Results from a pure Hartree calculation (dashed 
line) and one including exchange and correlation within the 
local density framework (full line) are shown.  
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INTRODUCTION

In the past years a strong attention has been
focused on the optical and transport properties of
semiconductor heterostructures due to the possibil-
ity of tailoring material parameters such as the elec-
tron effective mass, and the band gap, by changing
the structure parameters.

Recent experimental results on InxGa1−xAs
structures [1], [2] can not be explined in the
framework of standard theoretical and simulative
approach for the description of carrier transport in
quantum wells. While the values of the experimental
mobility can be fitted using existing theories [3], [4],
[5] in terms of background impurities scattering and
alloy disorder scattering, a variation with respect
to the transport direction seems to be explained
only by the different sourface roughness (SR) ex-
perimentally observed along two orthogonal lattice
directions. However, according to the theory, its
effect should be negligible.

Since the effect of the SR on the conductance
may depend upon resonances and localized states,
the traditional approach, based on the scattering
perturbation theory, is questionable.

In order to get a better insight on the effect of the
SR on the conductance, we have considered winding
quantum wires (QWRs) and have computed the
coherent transport characteristics by means of the
Landauer approach and a numerical solution of
the open-boundary two dimensional Schrödinger
equation.

THE METHOD

The profile of the QWRs analyzed in the present
work are shown in figures 1 and 2. The distance
between the boundary walls of the simulated wires

is constant since the roughness profile of the con-
sidered structures is mainly due to the profile of
the substrate. The numerical approach we adopted
is based on the Landauer formula and the needed
transmission coefficient T (E) is obtained from the
solution of the two-dimensional Schrödinger equa-
tion for the winding wire 20 nm wide. The open-
boundary Schrödinger equation is solved making
use of the Quantum Transmitting Boundary Method
[6]. In particular we are able to introduce in the
model a realistic potential profile taken directly
from the experiments [1], [2].

In this way we are able to calculate the trans-
mission coefficient, the coherent component of the
current flowing through the device and the ohmic
conductance, without any free parameter.

RESULTS

From preliminary results, it turns out that for
scpecific values of the carrier energy the winding
profile of the wire can generate resonances as
shown in fig.s 3 and 4. This explains the behavior
transmission coefficient T(E) curve of fig. 5: for
smooter winding the T(E) reaches the unity at lower
energy. We belive that this effect can explain the
different values of the mobilty mesured along two
orthogonal lattice directions characterized by two
different periodicities of the substrate SR.
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Fig. 1. This potential profile is characterized by a root mean
square height of 2-3 nm and a periodicity of about 0.9±0.3
µm.

Fig. 2. This potential profile is characterized by a root mean
square height of 2-3 nm and a periodicity of about 0.28±0.09
µm.

Fig. 3. Example of a scattering state of the system of fig.
1. The longitudinal energy of the incoming electrons is about
0.41 meV.

Fig. 4. Example of a scattering state of the system of fig.
2. The longitudinal energy of the incoming electrons is about
0.13 meV.
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Fig. 5. Transmission coefficients as a fuction of the logni-
tudinal energy of the injected electron in the case of the two
QWRs shown in figures 1 and 2.
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Abstract
New simulation tools are required to correctly

capture the physics of strongly interacting systems.
Here, we present results of a new technique for
extracting the many-body conductance for
interacting systems in two or three dimensions.  Our
approach is to extend many-body path integral
Monte Carlo  (PIMC) simulations, which we have
used for small quantum dots [1], to much larger,
two-dimensional, simulations of several different
quantum point contact (QPC).  In each QPC, we
simulate up to two hundred fully interacting
electrons in a fully quantum many-body framework.
This technique allows the seamless simulation of
both the dense 2DEG in the contacts and a low-
density, quasi-1D correlated electron distribution in
the device, as illustrated in Fig. 1.

Estimating the Conductance
To estimate the DC conductance, we collect the

current-current correlation function, which we
measure in imaginary time (illustrated in Fig. 2),
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the bosonic Matsubara frequencies,
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The conductivity is then given by the Kubo formula,
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To obtain ( )w;', xxP  requires analytic continuation
from the Matsubara frequencies, formally denoted
as dww ini +® .  The di part of the notation

dictates that for the retarded Green s functions, the
real frequency axis must be approached in the
upper-half plane.  Therefore, we must use the
collected data for the Matsubara frequencies in the
upper-half plane and analytically continue them to
small real-valued frequencies.  Once the
conductivity is then fit to a Drude formula based
model and the DC conductance is extracted.

QPC with Several Hundred Electrons
 Here we take a simple analytic expression [2]

for a split-gate QPC that is 200 nm in length and 50
nm in width containing 200 total electrons (100 spin
up and 100 spin down).  We obtain the current-
current correlation functions, as described in the
previous section, as well as the electron density and
correlation functions.  In Fig. 3, we plot the
conductivity at the first Matsubara frequency for Vg

= -0.3 V.  We find that it is essentially diagonal and
that the conductivity is suppressed within the
channel and that the transport is purely local in
nature.  In Fig. 4, we plot the DC conductance for
Vg = -0.3 V.  We solve for the conductance in the
steady-state limit using an N-point Padé
approximation.  Here we see that the conductance is
also suppressed in the channel corresponding to the
high negative gate bias.  While the conductance is
low, the conductance is still higher than in the case
of the non-interacting electrons as the interactions
force the electrons to higher energies.

Further, we will show that our new method
yields the same conductance values as that of
Green s functions in the non-interacting system and
analyze the resultant Kondo behavior near pinch-
off.
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Fig. 1. Example of charge density in and around a model QPC,

as calculated with our new many-body PIMC technique. The

method seamlessly includes both the dense 2DEG outside the

channel and the highly-correlated, quasi-1D electron ordering

within the device.

Fig. 2.  A schematic illustration of collecting charge current

density information from the PIMC.  We set up discrete real-

space bins, then histogram the location and velocities of

discretized beads.  We then use an FFT to convolve the data for

the relative time separations and collect the current-current

correlation functions over many path configurations.

Fig. 3.  The conductivity at the first Matsubara frequency, as

calculated by sampling the current-current correlation function

for 200 interacting electrons at Vg = -0.3 V. The device is in the

range -100 nm < x < 100 nm and is coupled to wide leads,

which display much higher conductivity.
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Fig. 4.  DC conductivity as extrapolated using an N-point Padé

approximation at Vg = -0.3 V.  While the conductance is quite

clear, the off-diagonal values represent statistical noise in our

simulation which may be reduced with longer Monte Carlo

runs.
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In order to investigate quantum transport properties 
in open 3D systems in sub-nanometer regime, a 
highly efficient numerical approach is essential. We 
have utilized the Contact Block Reduction (CBR) 
method [1-3] to simulate a variety of nano-scale 
FinFET devices self-consistently. 

In this work the band-structure has been 
modeled by a single parabolic band with anisotropic 
effective mass for silicon and a spherical mass for 
the oxide. The exchange-correlation potential has 
been taken into account via the local density 
approximation. Real-space treatment of surface 
roughness and the effect of scattering (via a simple 
phenomenological model) have also been included. 
The self-consistent potential and current are 
obtained as converged solutions of the open-system 
Schrödinger equation coupled with the Poisson 
equation. This is achieved by employing the CBR 
method based on the Green’s functions formalism, 
and a predictor-corrector approach, which has been 
modified for a superior convergence rate for open 
quantum systems. In the latest version of our CBR 
code, the appropriate number of eigenstates and lead 
modes used in the calculation is determined 
dynamically for each iteration, which helps to 
further reduce the computational time and makes it 
easier to simulate devices of arbitrary structure and 
with any number of leads. 

Several FinFET devices shown in Fig. 1 
with varying fin width have been simulated. Gate 
lengths of 10 nm and oxide thickness of 1.75 nm 
have been used in all the simulations. The fin is 
assumed to be lightly doped with a thickness 
varying from 6 nm to 12 nm. For the 12 nm fin 
width our simulation shows the formation of a 
distinct channel on each side of the fin (Fig. 2, left 
panel). As fin width decreases gradually from 12 
nm towards 8 nm, inversion layer formed adjacent 
to both gates merge into a single channel as shown 
in Fig. 2 (middle and right panel).  

The transfer characteristics for different fin 
widths are shown in Fig. 3, left panel. The data for 
12nm fin width near subthreshold regime is in good 
correspondence to the experimental data [4]. We 
found that the effect of the fin width variation is 
more important for the subthreshold device behavior 
than for higher gate voltages (the linear scale is not 
shown here). 

The device turn-off behavior has been 
examined by extracting sub-threshold slope for 
different fin widths. The corresponding data are 
shown on Fig. 3, right panel. It has been found that 
as the fin width decreases, the gate control improves 
linearly up to the fin width of 8 nm and then 
saturates with the further decreasing of the fin 
width. For 12 nm fin width the calculated value of 
the subthreshold slope is 126 mV/dec, as compared 
to 125mV/dec experimental value in Ref. [4].  

The fully quantum mechanical approach 
utilized in the CBR method enables one to calculate 
the gate leakage with no additional computational 
costs, which might be impossible or difficult using 
other approaches. While the precise values of the 
gate currents are naturally very sensitive to the 
oxide thickness and the quality of Si/SiO2 interface 
(simulated using an adjustable surface roughness 
parameter in the code), the trend of the simulated 
gate current matches closely the experimental data. 
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Figure 1.  Left panel – 3D schematic view. Right panel – top view along A-A’ cross section. 
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Figure 2. Electron density along A-A’ cross section. Left panel: fin width=12nm,  
middle panel: fin width=10nm, right panel: fin width=8nm. 

-0.6 -0.4 -0.2 0.0 0.2 0.4
1E-10

1E-9

1E-8

1E-7

1E-6

1E-5

1E-4

1E-3

D
ra

in
 C

ur
re

nt
 [A

/u
m

]

Gate Voltage [V]

 Fin width = 6nm
 Fin width = 8nm
 Fin width = 10nm
 Fin width = 12nm

6 7 8 9 10 11 12
90

95

100

105

110

115

120

125

130

Su
bt

hr
es

ho
ld

 s
lo

pe
 [m

V/
de

c]

Fin width [nm]
Figure 3. Left panel - transfer characteristics, VD = 0.1V. Right panel – subthreshold slope vs. fin width.



Electron Mobility in Silicon and Germanium
Inversion Layers

T. P. O’Regan, and M. V. Fischetti
Department of Electrical and Computer Engineering

University of Massachusetts
Amherst MA 01003, USA

e-mail: toregan@ecs.umass.edu

The perception that conventional scaling of Si
MOSFETs is approaching its limits is forcing us
to look at alternative ways to increase device per-
formance, such as alternative crystal orientations,
channel materials, and high-κ insulators. In this
work we focus on calculating electron mobility in
Si and Ge inversion layers on various crystal and
channel orientations, and with high-κ insulators.

The calculation utilizes a self-consistent 1-
D Schr̈oedinger-Poisson solver with non-parabolic
corrections. The mobility is then computed using
the Kubo-Greenwood formula accounting for in-
travalley phonon scattering (described in the elas-
tic approximation by an anisotropic model using
the deformation potential obtained by Herring and
Vogt [1]), intervalley phonon scattering [2], and
scattering with surface roughness, accounted for
following Ando’s approach and by computing the
screening matrix with the appropriate Green’s func-
tion [3]. Scattering with gate plasmons and with
interface optical phonons associated with several
high-κ dielectrics are also included by solving for
the dispersion of the interface modes. This is given
by the solution of the secular equation associated
with the dielectric function [1].

In the figures we show the electron mobility in
Si and Ge inversion layers on the (100) and (111)
surfaces with the channel along the [011] and [11̄0]
directions, respectively with an equivalent oxide
thickness of 1.5 nm. As expected, Ge has a higher
mobility than Si for both the phonon limited case
in Fig. 1 and when surface roughness is included
in Fig. 4. For Ge, the (111) surface is best at
lower densities, while the (001) is better at higher
densities due to surface roughness scattering. For
Si, the (001) surface exhibits a higher mobility than

the (111) surface, primarily due to the effect of
bulk phonons. Figures 2. and 5. show the mobilities
for Si and Ge including scattering with high-κ
phonons. The dielectrics included are silicon diox-
ide and hafnium oxide. The mobility is degraded
significantly by the presence of HfO2 for both Si
and Ge. Unfortunately, this is the result of the
“soft phonons” responsible for the high dielectric
constant itself [1]. Note that the electron mobility
in Ge is depressed significantly more by scattering
with the insulator phonons (also SiO2) than Si in
general. This is simply because the bulk-phonon-
limited mobility in Ge is quite large and so is very
sensitive to the presence of any additional scattering
process. Figures 3. and 6. show the contributions of
each scattering process for the (001) surface in Si
and Ge respectively. Surface roughness is most im-
portant at high densities because the wavefunctions
are “squeezed” tightly to the dielectric/substrate
interface. Scattering with high-κ phonons has a
decreasing effect at high densities, thanks to the
increasing dielectric screening by the electrons in
the channel.

We shall also present results related to additional
surface and channel orientations, semiconductors,
and high-κ dielectrics.
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Methods for modeling mobilities in MOS-
FETs rely on empirical models for various scat-
tering mechanisms and generally treat the Si-
SiO2 interface as an infinite potential barrier, 
confining electrons in the Si channel. The un-
derlying atomic structure in the channel is su-
pressed and its effects are captured either in 
effective masses or via the energy bands of the 
bulk crystal. Despite their success in modeling 
the “universal mobility curve” and other cases, 
the models are reaching their limits as new ma-
terials are being introduced (e.g., strained Si, 
alternate dielectrics) and devices have nanosca-
le dimensions (ultrathin double-gate devices 
have been fabricated with channels only ~2 nm 
thick[1]).

We recently published a first-principles, 
quantum-mechanical) method for calculating 
mobilities in double-gate devices using atomic-
scale models with no empirical parameters. 
Scattering potentials are extracted from the cal-
culations and include all atomic relaxations and 
self-consistent electrostatic screening. Wave 
function penetration into the gate dielectric is 
automatically included (Fig. 1). The initial ap-
plications examined the effect of atomic-scale 
interface roughness[2] in the form of suboxide 
bonds (Si-Si bonds on the SiO2 side of the inter-
face) and O protrusion (Si-O-Si bonds on the Si 
side of the interface). Here we will present our 
latest applications, including the following: 

Calculations of mobilities in ultrathin dou-
ble-gate devices with a strained-Si channel: 
Experiments using strained-Si channels in con-
ventional MOSFETs found significantly enhan-
ced mobilities.[3] Fischetti et al.[4] were able to 

reproduce the data only by introducing an ad 
hoc large reduction of interface roughness. Here 
we show that enhanced mobility arises from the 
fact that, in strained Si, the strain fields produ-
ced by atomic-scale roughness are reduced sig-
nificantly (Fig. 2). 

 Atomically-resolved images of Si-SiO2-
HfO2 alternate-dielectric structures recently 
obtained by van Benthem and Pennycook (Fig. 
3) revealed the presence of “stray” individual 
Hf atoms in the thin SiO2 interlayer. Density-
functional calculations were used to obtain re-
laxed strcutures of such Hf atoms near the inter-
face. Mobility calculations find a significant 
reduction caused by scattering from neutral Hf 
atoms, in agreement with measured mobilities 
in such structures.

Applications to other scattering mecha-
nisms are in progress and available results will 
be reported at the conference. 

Finally, we compare our first-principles met-
hod with the Density-Gradient (DG) method,[5] 
which includes quantum mechanical effects in 
an approximate way in device modeling (Fig. 
4). The DG method reproduces the overall sha-
pe of the electron-density spatial distribution, 
but underestimates carrier penetration into the 
oxide.  The results of first-principles calcula-
tions can be used to optimize the range of ap-
plicability and accuracy of the DG method for 
device modeling. 

This work was supported in part by the National 
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MURI program. We would like to thank K. van 
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Fig. 1 Scattering potentials and carrier electron density (bot-
tom) for oxygen protrusion (top) and suboxide bond (middle) 
defects.  Black dots indicate defect centers. Penetration of the 
cannel electron density is evident.  

Fig. 2 Calculated mobilities for oxygen protrusions and sub-
oxide bonds in 10Å-20Å channels.  Defect density is 5.6x1011

cm-2.  No other scattering mechanisms are included.

Fig. 5 Calculated mobility due to a neutral Hf defect as  
shown in Fig. 4.  Hf sheet density is 1012 cm-2.  No other 
scattering mechanisms are included. 

Fig. 3 Calculated mobilities for oxygen protrusions 
in unstrained and 5% biaxially-strained (001) chan-
nels in double-gate channels.  Defect density is 
5.6x1011 cm-2.  No other scattering mechanisms are 
included.

Fig. 6 Conduction electron densities in a 20Å-thick UTSOI 
channel, calculated from first-principles and the Density Gra-
dient model (DG).  Densities are scaled to common, arbitrary 
units.  As carrier density increases (black to red), charge shifts 
from the center of the channel to the interfaces. 
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SOLID STATE FLYING QUBITS 

The quest for quantum-computing capable 
architectures has recently focused on solid-state 
implementations, since they seem more prone to 
meet the required criteria [1] of scalability and 
integrability than alternative approaches like the 
ones based on nuclear magnetic resonance, ion traps 
or quantum electrodynamics techniques [2]. 

In many proposals different components of a 
quantum-computing system are dedicated to 
different quantum transformations. As a 
consequence at each stage the outputs of these 
transformations, i.e. the state of a qubit register, 
must be moved to the inputs of other quantum gates. 
This process, overlooked in the early times of 
quantum information processing research, results to 
be critical in viable practical realizations [3], so that 
the celebrated Di Vincenzo checklist has been 
recently extended with two extra issues [4], namely 
(a) the ability to interconvert stationary and flying 
qubits, and (b) the ability to faithfully transmit 
flying qubits between specific locations. However 
these new requirements are redundant for proposals 
in which the logical operation is performed on the 
flying qubit itself. The present contribution will 
review the recent efforts towards the numerical 
modeling (and eventually the experimental 
realization) of prototypes of one- and two-qubit 
quantum gates (Fig. 1) based on electron transport 
in single and coupled quantum wires (QWRs) [5]. 

ELECTRON STATES IN QUANTUM WIRES 

Two alternative possibilities for the qubit definition 
have been considered in literature: the charge 
localization of electrons transmitted through a 
couple of QWRs [6] (or, equivalently, the current 
states in an electron interferometer [7]), and the spin 
orientation of the carriers [8]. In both cases the 
theoretical feasibility of a universal set of quantum 
gates has been demonstrated. Furthermore it has 

been proposed to use surface acoustic waves as a 
highly controllable mean to inject and drive 
electrons in the QWRs [8,9]. We showed by 
numerical simulations that the introduction of the 
new time-dependent potential, while altering the 
dynamics of the quantum gates, preserves the 
logical transformation on the qubit [10] (Fig. 2). 

ENTANGLEMENT AND DECOHERENCE 

Quantum entanglement is the key-resource for 
quantum information processing but it represents a 
detriment when it couples the qubit state with some 
“external” degree of freedom (environment), 
leading to the well-known phenomenon of 
decoherence. If the modeling of the qubit system 
includes the quantum state of the environment, the 
quantitative evaluation of entanglement dynamics 
(and consequently of decoherence) can be obtained 
(Fig. 3), together with the few-particle effects 
originating from quantum correlation. A numerical 
approach will be presented to include few-particle 
dynamics in the calculation of scattering states in 
the framework of coherent transport through a 
QWR with localized states. 
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Fig. 1.  Schematic representation of a universal set of quantum 

gates. [6] 

Fig. 2.  One-dimensional time-dependent simulation of an 

electron wave function (red) trapped inside a minimum a 

surface acoustic wave (green) propagating (from the left to the 

right) along a coupled-wire device with two single-qubit 

rotations Rx(ρ/2) (represented by dashed-dotted lines). In the 

lower graph a phase shifter (blue) is inserted in the wire 0 

between the rotations, leading to a different final state of the 

qubit. [10] 

Fig. 3.  Entanglement, as a function of time, of two electrons 

propagating in opposite directions along two parallel single-

mode quantum wires. D represents the distance between the 

wires. The entanglement is computed from the von Neumann 

entropy 1 2 2 2( ) (( ) log ( ))S Tr Tr Trρ ρ ρ= − , where ρ is the 

two-particle densisty matrix and Trn is the trace operation on 

the position variable of particle n. The inset show that the 

dependence on D of the final value of S is non monotonic. 
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We study, by means of a time-dependent numer-
ical analysis, the entanglement between an electron
freely propagating in a 2D system and another
electron bound to a specific site by a harmonic
potential. This physical system can be used as
guideline to analyze the entanglement formation in
the case of a carrier-impurity scattering event in
bulk semiconductors. The dynamics of the bound
particle in the harmonic potential is coupled to
the incoming particle through a screneed Coulumb
potential.

The above model has been already studied for
a system of two distinguishable particles[2]. The
aim of this work is to overcome this restriction
taking into account the issues arising fro the in-
distinguishability of the particles. Some theoretical
questions about the notion and the evaluation of
the entanglement between indistinguishable parti-
cles are adressed. In the present work we use a cri-
terion, given by Schliemann, based on the Schmidt
decomposition theorem for the state |ΨF 〉 of two
fermionic particles [3], [4]. Through an unitary
transformation the antisymmetric wavefunction is
expressed into a basis of N Slater determinants with
a minimum number of non vanishing coefficients
zi. This number, the Slater rank, gives the measure
of the entanglement that can still be equivalently
expressed as the von Neumann entropy of the one
particle reduced density operator ρf as:

ε = −Tr[ρf ln ρf ] = ln 2 − 2
N∑

i=1

|zi|
2 ln 2|zi|

2 (1)

with

ρf
µν =

Tr[ρF f †
νfµ]

Tr[ρF

∑
µf

†
µfµ]

(2)

where ρF is two particles density matrix ρF =
|ΨF 〉〈ΨF | and 2N is the dimension of the sin-
gle particle Hilbert space and corresponds, in the
present case, to 2 times the number of discretization
points in the space degree of freedom.

In our approach we solve numerically the time-
dependent Schroedinger equation for the wavefunc-
tion of the system by means of a Crank-Nicholson
finite difference scheme. From such wavefunction
we calculate the one-particle reduced density ma-
trix, related to each initial state, at different time
steps. In order to calculate at any time, the en-
tanglement by means of the von Neumann entropy
from (1), we need to diagonalize the one-particle
reduced density matrix ρf . This procedure turns
out to be extremely demanding from the point of
view of the numerical calculation. In fact these
matrices are dense and tipically of the order of 1010

complex elements. Such a numerical problem has
been faced by resorting to a parallel algorithms for
matrices diagonalization. As a reference, a typical a
simulation runs for 8 hours on 128 CPUs on a IBM-
SP5 machine. As an example in Fig. 1 we show the
evolution of the entanglement for the state with two
electrons having same spin at three different values
of the incoming electron initial energy, namely 10,
20, 30 meV, when the harmonic trap energy is
h̄ω = 2meV . As the particles get closer their
quantum correlation builds up and entanglement
reaches a stationary value once scattering event is
completed. From the square modulus of the two-
particle space wavefunction before and after the
scattering event (Fig. 2), we can evaluate the role
played in entanglement creation by the correlations
between the spatial degrees of freedom.
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when the harmonic oscillator energy is h̄ω = 2meV
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In order to apply quantum dots as electronic devices in 
the near future, a quantitative understanding of the details 
of electron transport in the dots is required. Open 
quantum dots [1], considered here, consist of small 
cavities connected to two-dimensional regions of electron 
gas (2DEG) by narrow constrictions which allow several 
modes to propagate. An interesting aspect of open 
quantum dots is the interplay of regular, quasi-regular 
and chaotic behavior of the electron transport, where one 
is concerned with the correspondence of classical and 
quantum mechanical behavior [2].  
In this work we focus on the transport in open quantum-
dot arrays regarding the correspondence of classical and 
quantum-mechanical treatments. We analyze, in 
particular, a prominent peak that was recently reported in 
the low-field magneto-resistance, MR, of a single dot and 
arrays with different numbers of dots [3,4]. Certain 
details of the behavior of this MR peak can be interpreted 
in the classical treatment only by additionally assuming 
phase-space tunneling. In the quantum-mechanical 
interpretation an important result is the opening of gaps 
in the (complex) band structure and the decay of the 
wave function along the dot array and its dependence on 
the energetic position in the gap. 
The quantum-mechanical calculation is performed by 
discretizing the Schrödinger equation onto a finite-
difference mesh and using it in its discrete form to set up 
a numerically stabilized variant of the transfer matrix 
[5,6] approach. By imposing an electron flux from the 
left, one obtains the transmission coefficient that enters 
the Landauer-Buttiker formular to give the conductance. 
For obtaining the band structure periodic boundary 
conditions are assumed at the ends of a single dot. The 
confinement is modeled by a smooth potential. 
In the classical treatment this is approximated by a 
parabolic potential. It allows us solving the equation of 
motion analytically. Choosing certain initial conditions 
(position and velocity) the further path of the electron can 
be calculated in closed form; reflected (backscattered to 
the entrance constriction) and transmitted trajectories can 
be distinguished. The weighting of the direction of the 
initial velocity v0 is chosen to be Lambert like, i.e. it 

depends as cos α on the entrance angle.  
Electrons are counted as transmitted if they hit the part of 
the boundary corresponding to the exit constriction. They 
are counted as backscattered if they hit the entrance 
constriction. 
Finally, the conductance is obtained as  
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In order to visualize the electron dynamics in the phase 
space of the array we also compute Poincaré sections. 
The Poincaré sections provide a useful numerical tool for 
testing the phase space for different magnetic fields.  We 
get a mixed phase space for the open dot array. At the 
MR peak the phase space consists of periodic and chaotic 
orbits whereas by moving the magnetic field away from 
the peak position the phase space shows quasi-periodic 
and chaotic orbits. Quasi periodic and periodic orbits 
emerge due certain initial conditions within the dot and 
are classically inaccessible. In the literature these closed 
orbits are referred to as Kalmogorov-Arnol’d-Moser 
(KAM) islands [2].  
The quantum-mechanically computed band structure 
shows, in contrast to the zero field case, band gaps at the 
MR peak. For an energy situated within the gap the 
probability density, |ψ(x,y)|2, (Fig.1), shows a fast 
exponential decay which indicates tunneling through the 
array. The |ψ(x,y)|2 in the first dot corresponds in shape 
to the backscattered trajectory of the classical calculation. 
When positioning the considered energy near the bottom 
of the gap we reveal a probability density which is 
peaked in the 3rd dot (Fig.2). The decay of |ψ(x,y)|2 is 
now weaker than in Fig.1. Again the |ψ(x,y)|2 in the 3rd 
dot can be described by a combination of two classically 
calculated trajectory with starting angle α1=227° (red) 
and α2=47° (green). Identifying the orbits as closed we 
argue that the transmission through the array is based on 
tunneling between these closed orbits. In order to 



describe the transmission through the dot the classically 
inaccessible regions existing in the mixed phased space 
have to be taken into account. This is only possible by 
assuming phase space tunneling introduced above. 
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Fig. 1.  (a) The calculated conductance as a function of energy 
at the magnetic field position of the MR peak. The Green point 
indicates the energy position for the calculated |ψ(x,y)|2. (b) 
|ψ(x,y)|2 looks like an open, backscattered trajectory of the 
classical calculation (superimposed in red in the 1st dot).  
 

 
Fig. 2 (a) The calculated conductance as a function of energy at 
the magnetic field position above the MR peak. The green point 
indicates the energy position for the calculated |ψ(x,y)|2. (b)  
The |ψ(x,y)|2 in the 3rd resembles two closed trajectories (red 
and green) that are classically inaccessible from the outside, 
indicating that conductance is only possible by assuming phase-
space tunnelling. 

 

 
Fig. 3.  (a) Poincaré section at the MR peak. (b) A periodic 
orbit (blue open symbols), (c) backscattered trajectory (red open 
symbols) (d) chaotic trajectory (green points). The arrows mark 
points representing vx and x at y=0 on the trajectories shown. 
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INTRODUCTION

We study quantum-ballistic transport processes
in nanoswitches realized by the use of modula-
tion doped heterostructures such as GaAs/AlGaAs
layers. These structures have been modelled on
the basis of a direct Schrödinger-Poisson approach
taking into account also their non-linear behavior.

MODELLING

The electric current through a two-port structure
is represented as quantum-ballistic current density

J = 2

∑

t∈T

∫
jε,t(r) (f(ε, μ1) − f(ε, μ2)) dε (1)

This formula is actually the non-linear version of
the well-known Landauer-Büttiker formula. Here,
it is assumed that the ports are connected - via
ideal electron waveguides - with charge reservoirs
which are kept in thermodynamic equilibrium. This
means that f(ε, μ) can be modelled as Fermi-Dirac
distribution with μ as the electrochemical potential
of the respective contact (Fig. 1).

The wavefunctions in the active area of the de-
vice are determined as solutions of the Schrödinger
equation in effective-mass formulation
[
−
h̄2

2
∇

1

m∗
∇+Vh−eϕ+Vxc[n]−ε

]
ψj,ε = 0 (2)

with the electrostatic potential ϕ, the exchange-
correlation potential Vxc and the step potential of
the heterostructure Vh. At the contacts, scattering
boundary conditions are assumed. This yields an
energy-dependent transmission probability for the
scattering states. The resulting wavefunctions are
self-consistently coupled to the Poisson equation by
the temperature-dependent electron density

ρ(r) =

∫ ∑

j

g(ε)fj(ε) |ψj,ε(r)|
2 dε (3)

The electrostatic potential is calculated using the
Green’s function method. Practically this approach

is equivalent to adding the convolution G � ρ to
the electronic potential without the electrostatic
Coulomb potential according to

V (r) = Vh(r) + Vxc[n](r) − eG(r) � ρ(r) (4)

The assumption that the top surface is metallized
leads to the following Green’s function:

G(r) =
1

4πε

(
1

|r|
−

1

|r − d|

)
(5)

Another modification of the electronic potential
originates from the gate-voltages. These will change
the number of occupied states of the 2D electron gas
at the heterojunction.

RESULTS

The simulations were performed using the 3D
simulator SIMNAD [1] and a new non-linear ver-
sion of the simulator HIGHBIAS [2]. As a first test
problem we considered a quantum-wire fabricated
and characterized at the University of Würzburg [3].
This structure is built from 40 nm deep and 80 nm
wide trenches forming a 100 nm quantum-wire. At a
depth of 40 nm underneath the surface a 2D electron
gas is easily recognized (Figs. 2, 3).

The influence of the gate voltage is demonstrated
by the output characteristics displayed in Fig. 5. We
obtain a fairly good agreement betweeen simulation
and measurement (Fig. 6) proving the quality of our
approach.
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Fig. 2. Conduction band energy and electron density along a
vertical cut at different gate voltages (see cut-line in Fig.4)
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Fig. 3. Electron density and electrostatic potential along a
lateral cut at different gate voltages (see cut-line in Fig.4)
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Fig. 4. Schematic view of the trench-controlled 2D quantum-
wire structure (lateral cross section)

Fig. 5. Measured output characteristics of a quantum-wire
structure (obtained from the University of Würzburg) [3]

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8
gate-voltage [V]

0

0,5

1

ou
tp

ut
-v

ol
ta

ge
 [V

]

Vbias = 1.1 V
Vbias = 1.0 V
Vbias = 0.9 V
Vbias = 0.8 V

Fig. 6. Simulated output characteristics of a quantum-wire as
calculated by SIMNAD



The Rashba Effect and Non-Abelian Phase in 
Quantum Wire Devices 

 
A. Cummings, R. Akis, and D. K. Ferry 

Center for Solid State Electronics Research and Department of Electrical Engineering 
Arizona State University, Tempe, AZ 85287-5706 USA 

e-mail: aron.cummings@asu.edu 
 
 

The study of the phase acquired by propagation 
in a mesoscopic device can be important for 
determining the presence/absence of phase 
interference in re-entrant geometries.  While the 
study of the Aharonov-Bohm phase, due to a 
magnetic flux, has been studied for some time, it 
only recently has been realized that an additional 
geometric (topological) phase can be introduced 
through the presence of the Rashba spin-orbit 
interaction in a heterostructure [1,2].  In the 
presence of both fields, a more complicated 
behavior can be present [3].  It is still somewhat 
controversial as to whether the spin dynamics 
follows the orbital motion adiabatically or even 
whether the geometrical phase can be detected in 
interference experiments.  Nevertheless, the phase 
shifts introduced by the spin-orbit interactions 
produce non-Abelian phases in the network, and the 
general use of non-Abelian statistics has become of 
interest for quantum computation [4,5]. 

In this paper, we report the results of simulations 
of quantum wire networks present at the interface of 
a GaAs/AlGaAs heterostructure.  The spin-orbit 
interaction appears through the interfacial electric 
field (normal to the interface) and is assumed to be 
modulated through the use of surface gates.  This 
leads to an additional term in the Hamiltonian.  We 
solve the transport problem through the use of a 
recursive scattering matrix formulation for the total 
wave function [6].  The quantum wire network is 
assumed to be defined by a set of surface gates, as 
shown in Fig. 1.  Illustration of the spin precession 
in a straight quantum wire is shown in Fig. 2.  The 
z-field couples via the y-component of momentum 
to the sx spin matrix, giving spin precession around 
the sx axis.  This rotation of the spin vector around 
the Bloch sphere is illustrated in Fig. 3 for this 
configuration.  Here, an applied electric field has 

been used to introduce the spin-orbit phase shifts 
necessary for the spin precession. 

We consider a ring of radius 100 nm, with wires 
that have width of 100 nm, as shown in Fig. 1.  The 
magneto-conductance of this ring is shown in Fig. 4, 
with no Rashba term present.  Here, we see normal 
Aharonov-Bohm interference for transport around 
the ring.  The Rashba term is characterized by the 
factor α ≅ ehEz/4πm*2 (in appropriate units).  In 
Fig. 5, we plot the variation of the conductance 
through the ring as the electric field is varied, with 
no magnetic field. Now, we see resonances in the 
transmission due to the geometrical phase 
introduced by the Rashba effect. In Fig. 6, we plot 
how the magneto-conductance changes for a Rashba 
field giving α = 6.25 µeV-µm.  The conductance is 
now more complicated due to the contributions 
from both phase factors.  The two sharp drops in 
conductance near |B| = 0.3 T are due to localization 
resonances where the ring connects to the wires. 

 
 

REFERENCES 

[1]  Y. Aharonov and A. Casher, Topological quantum effects 
for neutral particles, Phys. Rev. Lett. 53, 319 (1984). 

[2] D. Bercioux, M. Governale, V. Cataudella, and V. M. 
Ragaglia, Rashba effect in quantum networks, Phys. Rev. B 
72, 075305 (2005). 

[3] R. Capozza, D. Giulianno, P. Lucignano, and A. 
Tagliacozzo, Quantum interference of electrons in a ring: 
Tuning of the geometrical phase, Phys. Rev. Lett. 95, 
226803 (2005). 

[4] M. H. Freedman, M. Larsen, and Z. Wang, A Modular 
Functor Which is Universal for Quantum Computation, 
Commun. Math. Phys. 227, 605 (2002). 

[5] S. Das Sarma, M. Freedman, and C. Nayak, Topologically 
protected qubits from a possible non-Abelian fractional 
Quantum Hall state, Phys. Rev. Lett. 94, 166802 (2005). 

[6] R. Akis, D. K. Ferry, and J. P. Bird, Magnetotransport 
fluctuations in regular semiconductor ballistic quantum 
dots, Phys. Rev. B 54, 17705 (1996). 



E,BE,B

 
Fig. 1.  Structure of the quantum wire network, which is 
assumed to exist at the interface of a GaAs/AlGaAs 
heterostructures.  The ring radius and wire width are both 100 
nm. 
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Fig. 2.  Propagation in a single quantum wire. The color coding 
gives the spin orientation, which is in the z-direction. 
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Fig. 3.  Rotation of the spin vector around the Bloch sphere for 
the case shown in Fig. 2. 
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MOTIVATION

Superconducting quantum circuits emerged as a 
promising candidate for quantum computer ‘hardware’, 
mainly because their quantum behavior can be 
engineered by the appropriate choice of their circuit 
parameters. In the implementation outlined in [1], the 
interrogation of the qubit is obtained via coupling to a 
one-dimensional cavity. Since such electromagnetic 
environment has a decisive role in the quantum dynamics 
of the qubit, it is crucial to simulate a qubit together with 
the write-in and read-out circuitry. This is a complex 
task, which requires different levels of modeling: 
quantum-mechanical simulations for the qubit itself, 
classical and quantum electrodynamics for the cavity 
around the qubit and extensive microwave simulations of 
the read-out apparatus.  

DESCRIPTION OF WORK

Equivalent circuit construction is a promising 
approach to simulate different physical phenomena in a 
unified environment. As earlier work [2][3] has 
demonstrated, simple few state quantum systems  can be 
numerically simulated in a standard circuit simulator 
such as SPICE, using an equivalent circuit shown in Fig 
1. A ‘modes-to-nodes’ conversion is used to construct 
equivalent lumped circuits of microwave components and 
state of the art electromagnetic simulators (such as the 
HFSS code by Ansoft [4]) perform this conversion 
automatically. To understand the electromagnetic 
behavior of superconducting components, we employ the 
Comsol Multiphysics software suite [5] which allows us 
to couple Maxwell’s equations to London’s equations 
that describe superconducting materials. Lumped 
superconducting circuits (with Josephson junctions) 
could also be simulated by their equivalent circuits (see 
Fig, 2). 

Once all circuit models are built and verified 
separately, they are interconnected in SPICE, which 
simulates the mixed quantum-classical dynamics of the 
entire measurement apparatus. The results are directly 
comparable with experiments.  

RESULTS

We concentrate on the structure proposed by [6], and 
sketched in Fig 3. We investigate the dynamic behavior 
of this circuit, optimize its circuit parameters and 
geometry and investigate how the noise of the 
electromagnetic environment influences decoherence of 
the qubit. Detailed results will be presented at the 
conference. 

Modeling of the interaction between quantum systems 
and their (classical) electromagnetic environment is a 
fundamental point of nanoelectronics and quantum 
technology – we hope this work brings us closer to the 
understanding of such structures. 
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Carbon nanotubes (CNTs) have properties that
strongly recommend them for applications in both
nano- and opto-electronics. [1] Although a variety
of different electronic devices based on CNTs have
been demonstrated, most of the emphasis has been
placed on CNT field-effect transistors (CNTFETs).
These devices have in many respects characteristics
superior to conventional devices. However, they also
pose a set of new challenges. These include under-
standing the new 1D transport physics, the increased
electrical noise [2], the Schottky barriers at CNT-
metal contacts [3], their ambipolar character [4], the
new scaling laws [5], and finding technical solutions
[6] to these problems. Both single nanotube devices
and multi-component single nanotube circuits [7]
will be discussed. Our initial efforts to self-assemble
CNTFET devices will also be discussed [8]. We
are also evaluating CNTFETs as electro-optical de-
vices. We have used ambipolar (a-) CNTFETs to
simultaneously inject electrons and holes from the
opposite terminal of the FET. A fraction of these
recombines radiatively to produce an electrically-
excited, single nanotube molecule light source [9].
Unlike conventional p-n diodes, a-CNTFETs are not
doped and there is no fixed p-n interface. Thus,
the emitting region can be translated at will along
a CNT channel by varying the FET gate voltage
[10]. We have found that much stronger localized
electroluminescence can be generated at defects
or inhomogeneities that introduce potential drops
[11]. The emission is the result of intra-molecular
impact excitation of electron-hole pairs by the hot
carriers. Localized electroluminescence provides a
high brightness IR source and a novel probe of
defects, charging, and inhomogeneities which are
otherwise difficult to observe. The reverse process

of recombination, i.e. the photogeneration of carri-
ers in a single nanotube CNTFET channel [12], will
also be discussed.
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INTRODUCTION

In this work, the simulation of the single-mode
stability in vertical-cavity surface-emitting lasers
(VCSELs) is presented using a microscopic electro-
opto-thermal model [1]. Experimental data for
oxide-confined VCSELs emitting at 850 nm with
different contact metal designs are also available.
It is shown that detailed models for the optical
losses in the cavity consisting of out-coupling and
absorption are required in order to explain the ex-
periments. The role of cavity losses in the nonlinear
electro-opto-thermal simulation framework will be
discussed in a quantitative manner.

The fundamentals of the electro-opto-thermal
simulation models are described in [1], [2] and
only a summary and update with respect to new
models is given. The optical modes of a VCSEL are
modeled by solving Maxwell’s vectorial wave equa-
tion using a finite element method and absorbing
boundary conditions. Cavity losses consist of optical
out-coupling, scattering, metallic absorption, and
free-carrier absorption. The electro-thermal descrip-
tion comprises a Poisson equation, a drift-diffusion
model for carrier transport and a continuity equation
for the heat flux. Gain is modelled by the micro-
scopic polarization based on Heisenberg’s equation
of motion in the second Born approximation [3].
The quantum well bandstructure is calculated by
an 8-band k·p method. In general, the simulator
can be used to calculate the stationary, transient,
small-signal, large-signal and noise characteristics
of VCSEL devices in a 2-D and 3-D [4] setup.

RESULTS

Besides reliability properties, the maximum
single-mode power is one of the most important
performance criteria in industrial VCSEL design.
A straight forward approach is the use of a narrow
(<3µm) oxide aperture diameter in order to feed the

carriers to the center of theHE11 mode, however
this results in a higher differential resistance and
tends to degrade the reliability. Other approaches
introduce mode selective losses, either by surface
reliefs or by narrowing the aperture of the contact
metallization.

Here, the impact of the contact metallization
aperture on the single-mode behavior of an 850 nm
AlGaAs/GaAs VCSEL is analyzed. The basics of a
similar structure are discussed in [2]. Figs. 1(a) and
1(b) show the first two optical modes of a design
with a top metal radius Rm<3.5µm. The losses are
obtained by the dissipation rates of the optical field
vectors. Simulation shows that the losses increase
with decreasing metal radius. Concurrently, the net
out-coupling losses also decrease, which results in
a reduced slope efficiency. On the other hand, the
threshold for the onset of the higher order mode
is decreased with larger metal radius. Therefore,
a trade-off between partition of the contact metal-
lization and the current confinement to the active
region has to be found for high single-mode power.
Fig. 2 shows the power-current characteristics from
simulation and measurement, which are in excellent
agreement. A detailed interpretation will be given in
the presentation.

In conclusion, this contribution aims to simulate
850 nm oxide-confined VCSELs with the aid of
microscopic simulation. In particular, the single-
mode behaviour is determined by a complicated
interplay of electrical (current confinement), thermal
(self-heating) and optical (losses) processes.
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(a) HE11 mode (b) HE21 mode

Fig. 1. Normalized optical intensity for a VCSEL with metal aperture radius Rm<3.5µm. Due to absorption in the metal, the total
losses for theHE21 mode are significantly higher than for the fundamentalHE11 mode. This results in an improved single-mode
behaviour.

Fig. 2. Simulated (solid lines) and measured power-current characteristics of VCSEL designs with different metal aperture radii
at T = 303 K. With decreasing metal aperture, the threshold currents for the fundamental and higher order modes increase due the
higher absorption in the metal. Concurrently, the slope efficiency decreases since the power generated in the device is absorbed in
the metal, too.
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INTRODUCTION  

In the following, we show simulation results for 
two types of THz quantum cascade lasers (QCLs), 
GaAs-based QCLs and Si/SiGe QCLs, which have 
enormous potential as compact and efficient THz 
sources.  

Our simulator includes the following feature: 
Solution of the coupled Schrödinger-Poisson 
equation to determine the band diagram and the 
subband energies and wavefunctions; simulation of 
electron dynamics including all essential scattering 
mechanisms (electron-electron, electron-LO 
phonon, electron-acoustic phonon); coupling of the 
Schrödinger-Poisson solver to the MC simulation; 
calculation of gain spectra; determination of the 
subband electronic temperature. 

GAAS/ALGAAS THZ QCL  

We report on Monte Carlo (MC) simulations 
aimed at the design and optimization of GaAs-based 
THz quantum cascade lasers operating between 2 
and 4 THz, and at the modeling of their operation. 
We have focused our analysis on a series of QCL 
structures operating in the range of 3.2 – 3.8 THz 
reported in Refs. [1]-[3]. The results have been 
positively compared with experimental results [4]. 
Positive gain has been demonstrated in the 
simulation, and indeed lasing has been achieved on 
these reported fabricated structures. The electron 
temperatures agree well with the experimental ones 
[4]. 

The MC simulation allows the identification of 
the processes responsible for the non ideal laser 
performance (high threshold currents and low 
operation temperatures). Figure 1 shows the band 
diagram and subband wavefunctions for the laser 
structure operating at 3.2 THz, the calculated gain 
spectrum at two different temperatures is shown in 
Figure 2. 

 
  
 

SI/SIGE THZ QCL 

THz QCLs based on Si/SiGe have the potential 
to operate at room temperature due to the absence of 
polar phonon scattering. However, no lasing in such 
structures has been observed up to date. Simulations 
are necessary to identify the reasons and help 
develop a working design. In order to simulate the 
hole-based Si/SiGe QCLs, we have modified the 
MC program described above to account for both 
light and heavy hole bands and for the proper 
phonon scattering active in silicon-based materials. 
We still use an envelope function description of the 
subbands, fitting the effective mass to those 
obtained from a k.p calculation. Improvements of 
the method will be presented at the conference. We 
have simulated a QCL structure which is also based 
on the phonon depopulation principle of the GaAs 
laser discussed above. Figure 3 shows the band 
diagram and subband wavefunctions of a Si/SiGe 
QCL, and Figure 4 displays the corresponding hole 
distribution functions for a lattice temperature of 
150 K. The corresponding effective temperatures 
range from 185 K to 220 K. 

CONCLUSION 

In conclusion, we have shown that the Monte 
Carlo simulation allows an effective design of 
QCLs for THz applications. Improvement of the 
model to include a k.p description of the hole 
subbands for the p-type structures will be presented 
at the conference. 
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Fig. 1: Band diagram and subband wavefunctions of GaAs-
based QCL. 

 

 

 
Fig. 2: Calculated gain spectrum for a lattice temperature of 20 
K (red) and 77 K (black). 
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Fig. 3: Band diagram and subband wavefunctions of Si/SiGe 
QCL for light hole (dashed lines) and heavy holes (solid lines) 
band. 
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Fig. 4: Heavy hole distribution functions for a lattice 
temperature of 150 K for the levels shown in Fig. 4 (same color 
coding). 
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The Driven Two–Level System as an Inverse
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��

Institut für Physik, Fachbereich Thoerie, Karl-Franzens-Universität Graz, Universitätsplatz 5, 8010 Graz, Austria
e-mail: markus.wenin@uni-graz.at

We use direct approximate inversion of the time
evolution of a dissipative two–level system to iden-
tify optimal control fields. The equations of motion
are formulated within the density matrix formalism,
assuming weak coupling to a phonon bath. We
show that the problem can be solved exactly for the
isolated driven two–level system. The solution is not
unique. This strategy serves to identify approximate
solutions for the coupled case which may subse-
quently be optimized by conventional techniques.

INTRODUCTION

In semiconductor physics recent research has
concentrated on nanostructures like quantum dots
(QD) or quantum wells. Electrons confined in such
QD can be manipulated by external fields, as pro-
vided by lasers, but they also interact with their
environment, in particular with phonons, leading to
dissipation. This interaction is one of the crucial
problems which prevent complete controllability of
electronic quantum states and their temporal evolu-
tion in QD’s [1].

In this paper we present an (approximate) solu-
tion to the inverse problem of finding an optimum
control field to coherently steer a dissipative quan-
tum system.

THE ISOLATED TWO–LEVEL SYSTEM

As a starting point for our investigations we
consider an isolated 2-level quantum system, de-
scribed by the von Neumann equation

�������	��
������ ��
������	��
�� . We assume a given ����
�� and
�����
��

and seek a time dependent Hamiltonian
� ��
� , that

produce this �	��
�� . Setting����
����� ��������
�  !��
�	" �$# ��
� !��
��% �$# ��
� &'%(�)���*��
��,+ � (1)

and using --�.�/1032 ����
���4�56� 7 , the Hamiltonian
achieving this quantum evolution is� ��
����98 ��;:<�= .?>@ = .?> % ��A:BDC�CE= .?>4 @ = .�>% �� :B C�C = .?>4 @ = .?> 7 FHG (2)

Here
# ��
���JI �����*��
�K%L�����*��
� 4 %� !��
�� 4 %LM , where7ONPMQNR&*SUT is a constant. In particular, MV�7 corresponds to pure states.  !��
�� and

# ��
� are
real. Clearly the solution is not unique, as follows
immediately from inspection of the homogeneous
equation

��� ��
������	��
��$�W�X7 , which gives
� �XYZ���[� ,

for arbitrary function Y . We note that to completely
control an isolated 2-level system two independent
fields are needed.

DISSIPATIVE TWO–LEVEL SYSTEM

In this case where the situation is more compli-
cated, we derive a non–Markovian density matrix
equation. Our calculations are based on a perturba-
tion theory in the electron–phonon–interaction up to
second order [2]. We take the continuum limit for
the phonon modes to obtain a realistic dissipative
model. The density matrix equation has the structure�������!��
�\� ��� ��
������	��
��]"_^ .`ba ������
Ecd����e;��
Ec����f
Ecd�fg3
$c��

(3)
where the evolution operator e;��
�� is obeys���� �e;��
���X% � ��
��De;��
�� G (4)

The dissipation part (the integral term in (3)) not
only depends on the phonon spectral density and
the temperature of the phonon bath [3], but also
on the time dependent system Hamiltonian

� ��
��
containing the electric field in a dipole- interaction
(DI).



Fig. 1. Numerical results for state trapping for a simple phonon system, which contains only one resonant frequency � . a) The
optimal field founded by inversion of the density matrix equation, b) shows

�������	��
��������������
versus time, c) and d) the real-

and imaginary part of the off–diagonal element of the system density operator. The red lines show the free evolution, the evolution
with field is shown by the green lines, the target (trap) state is indicated by the blue lines. The occupation number of the phonons
is � ����� , and the electron–phonon coupling strength is ������ � � � �"! � .

Since the inversion is performed analytically,
we can identify more stable regions and less sta-
ble regions in the Hilbert space or, in this case
equivalently, the Bloch sphere. For example, for an
electron–phonon coupling which is proportional to#%$ , we find an optimal solution for a DI to trap the
state in #%$ direction. This is done by an ”inversion”
of the density matrix equations. We set� ��
��� � ` "'& ��
��# $ � (5)

where
� ` is the (diagonalised) system Hamiltonian,&*��
�� is the control field, and ”solve” (3) with

&*�)(*� � % &T / 0 � 2 M+* � �",�5U� G (6)

Here M denotes the matrix
� # $ ��� � , which we will

assume as invertible. , contains all the remaining
terms contained in (3). 2 G � G 5 denotes the anti–
commutator. This expression is put into (4), which
we solve numerically.

A simple example is shown in Fig. 1 where we
seek to trap the two–level system coupled resonantly
to a single phonon mode in an excited state. It

is seen that the control field can largely suppress
the oscillation in the density matrix elements and
stabilize them in the vicinity of the constant target
state.

Further optimization of the control field ob-
tained by direct inversion is performed by standard
techniques, such as a conjugate gradient method
(see [4]) and/or a genetic algorithm.
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DEPFET sensors, a test case to study 3d effects
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DEPFET sensors (comp. [1]) are a well suited example
to study algorithms for solving the 3d drift-diffusion
equations and to improve the understanding of critical
design issues.

Properties of the classical drift-diffusion equations

−∇ · ε∇ψ = f − n+ p, (1)

∂n

∂t
+∇ · µnn∇φn = R, (2)

∂p

∂t
−∇ · µpp∇φp = R, (3)

discretized on boundary conforming Delaunay simplex
grids are discussed. The discretization allows the intro-
duction of ’test functions’, related adjoint equations for
functionals describing quantities of interest, for instance
the contact currents. With some assumptions one can get
properties like weak discrete maximum principle for the
quasi Fermi potentials and the dissipativity of the discrete
equations (see [2]). Using the related discrete adjoint
solutions for computing contact currents (J = J(ψ, n, p),
with ψ = ψ∗ + δψ, n = n∗ + δn, p = p∗ + δp, u∗i ,
δui denote the solution components, sufficiently small
errors fulfilling homogeneous boundary conditions, re-
spectively) yields J(ψ, n, p) = J(ψ∗, n∗, p∗) +O(δ2ui)
due to the orthogonality properties of the test functions.
The analog of partial integration avoids the use of second
differences and replaces these expressions by products
of first differences. This reduces rounding, hence it is
of interest in case of small other errors. The technique
adds almost no effort and should be applied. It is of
special value in the study of small effects, differences,
and large problems, where minimal numerical noise is
crucial (typical relative current balance errors are 10−12

or better).
In the DEPFET case one follows typically 1600 elec-

trons generated by some X-ray of specific energy in the
depleted sensor bulk. One is interested in a sensor design
with low power, large amplification, low noise (goal:
max. 2 electrons are lost from the cloud for different
starting positions), reasonable readout frequency, and
stable operation over years in a astro-physics satellite.

A DEPFET (see Figure 5) collects the generated
electrons in an internal gate. The internal potential dis-
tribution resulting from applied potentials and the dopant
distribution has to guarantee: electrons starting from any
point below the upper 2µm of the device arrive in
the internal gate. After a collection time the MOSFET
(SOURCE, GATE, DRAIN) above the internal gate is
used to compare the present current with the reference
current defined by an empty internal gate (computation
of a current difference). After this ’read out’ process the
internal gate is cleared by moving the electrons to the
CLEAR contact applying a voltage pulse at CLEAR.

The time scales are given by: a) the creation of the
electron-hole cloud (maximum generation rate at 25ps
in the computations), b) the drift time from bottom to
top (roughly 1ns), c) the drift and diffusion time below
the surface (it is strongly influenced by small electric
fields, compare Figure 3) and d) the time defined by
thermal recombination processes for adding the typical
noise level of 2 electrons in the internal gate. Depending
on the carrier life times a steady state after the clear
process is reached after 1 to 100s. Hence computing the
influence of the electron cloud (with the MOSFET in the
on state to check the time evolution of the SOURCE-
current), starts at 1fs and ends at around 100µs (the
typical measurement time), if the time for reaching the
steady state is not checked (Figure 6).

The simulations added more and more features of the
device, the grids grew from 120 000 to 150 000 nodes.
A 4 CPU SMP allowed the evaluation of a new design
within 4 days.

The author has to thank R. Richter (HLL of the MPI
in Munich) for the fruitful collaboration regarding this
problem of next generation X-ray astronomy sensors.
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Fig. 1. Electrons start at the lower south west (SW) corner
(shown is the position of the n = 7.6ni iso-surface), time 78ps

Fig. 2. The first electrons reached the top layer (0.75ns)

Fig. 3. Slow horizontal movement follows (7ns)

Fig. 4. Finally most electrons arrived in the internal gate
(100µs)

Fig. 5. Essential contacts on top of a 50×22×18µm3 sensor,
the internal gate stores electrons (yellow spot)
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Fig. 6. Typical computed time dependent drain current
differences (the reference current is 241.4µA)
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The noise induced by the discreteness of the
electron charge (“shot noise”) has become one
of the central issues in the field of mesoscopic
transport [1]. The correlations of electrons in quan-
tum transport experiments lead to a suppression
of shot noise, S, relative to the Poissonian value
of uncorrelated electrons, SP . This suppression is
customarily expressed in terms of the Fano factor,
F = S/SP < 1.

For phase-coherent quantum transport through
fully chaotic or stochastic cavities, random matrix
theory predicts a universal value for the Fano factor,
F = 1/4. However, in the quantum-to-classical
crossover of high Fermi energies (EF → ∞) or
short dwell times in the cavity (τD → 0) the Fano
factor is reduced to the classical value of fully
deterministic transport, F = 0.

Motivated by recent experiments [2], we nu-
merically investigate shot noise in cavities with
tunable openings that allow to vary the dwell time
τD [3]. Employing the modular recursive Green’s
functions method [4], we reach the regime of short
electron wavelengths where many open lead modes
contribute to transport. We include a random bulk
disorder potential inside the cavity. Varying the
strength of this disorder potential we investigate
the regular-to-disordered crossover of shot noise
explicitly. We find the Fano factor to be very close
to the RMT-result (F = 1/4), even in regular
systems without disorder, for which RMT is not
expected to hold (for an independent verification of
this assessment see [5]). We argue that in the case
of regular dynamics in the cavity, diffraction at the
lead openings is the dominant source of shot noise.
To quantify this conjecture, we develop a quasi-
classical transport model for shot noise suppression
which agrees with the numerical data. Furthermore

our model accurately predicts the amount of shot
noise suppression for stadium-shaped, rectangular,
and circular billiards which are prototypical for
chaotic and regular classical motion, respectively.
These examples demonstrate that the chaotic-to-
regular crossover in F can be correctly described,
provided that diffractive scattering in the cavity is
properly accounted for.

We also investigate the presence of the previously
predicted “noiseless scattering states” [6] and their
influence on the transport characteristics [7]. Our
numerical data indeed display clear signatures of
these classical (i.e. fully deterministic) states which
contribute to transmission but not to the noise. We
confirm previous studies [8] predicting a strong sup-
pression of such noiseless states due to stochastic
scattering resulting from a bulk disorder.
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Fig. 1. Rectangular quantum billiard with shutters and disorder
potential (gray shaded area). Tuning the opening of the shutters
and the strength of the disorder potential the onset of the
crossover from quantum-to-classical and disorderd-to-regular
scattering can be investigated.
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Fig. 2. Fano factor F as a function of the shutter opening
ratio w/d. Curves for different disorder amplitudes: V0/EF =
0.1 (�), 0.07 (�), 0.05 (•), 0.03 (◦), 0.015 (�), 0 (�).
Inset: The fit parameter free prediction (quasi-classical model)
with diffractive corrections.
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INTRODUCTION

Scaling of silicon devices is approaching a limit
where a single gate may fail to retain effective
control over the channel region. Silicon nanowire
transistors (SNWT) show great promise, in terms of
scalability, performance, and ease of fabrication.
Here we present results of self-consistent, fully 3D
quantum mechanical simulations of SNWTs using
recursive scattering matrices [1].   We find that the
addition of surface roughness (SR), in conjunction
with the presence of impurity scattering, causes
additional quantum interference which forces the
SNWT operational parameters to increase their
variation.  However, we find that the quantum
interference and elastic processes can be overcome
to obtain nearly ballistic behavior in devices with
preferential dopant configurations.

DEVICE SIMULATION

In Fig. 1, we show a schematic of the device
geometry we consider. The p-type channel is
undoped.  Its dimensions are 9.8 nm in length, and
8.1 nm in width. The source and drain regions,
18.47 nm wide, 10.47 nm long. The silicon film
thickness is a uniform 6.51 nm high.  The source
and drain regions are n-type and doped 1020 cm-3.
Fig. 2 shows a typical interface for the devices
studied.  SR scattering is included by using a non-
uniform mesh, with mesh spacing down to 0.36 nm
at the interface. In this study, we model the Si-SiO2

interface roughness using an exponential auto-
correlation function, with r.m.s. roughness 0.3 nm
and correlation length 1.3 nm which is consistent
with experimental values [2].

RESULTS AND DISCUSSION

Fig. 3 shows ID-VG results for the quantum wire
transistor for four different SR patterns, keeping the
same dopant distribution. The SR causes a reduction
of  ID while threshold voltage (VT) increases. We
also find that the subthreshold slope (SS) remains

nearly constant, while the Ion/Ioff ratio increases.
This is due to the fact that SR scattering is more
effective for carriers in the low field regime. These
findings are summarized in Tab. 1. At high VG,
higher ID in rough devices indicates that SR causes
interference with the carriers in the channel. This
not only shifts the longitudinal states in the channel,
but, under constructive situations, can increase ID.

Fig. 4. shows ID-VG results for the SNWT for
four random dopant distributions, neglecting SR.
Wide variations in ID result from different location
of the dopants. Stronger reflections are caused by
shallow dopants located near the source-channel
interface. Such a device turns on later than others
(circles in Fig.4). On the other hand, a device that
has few dopants close to the source-channel
interface shows nearly ballistic behaviour (square
markers). In the remaining devices, there are
dopants close to the source-channel interface, but
buried deeper in the device, causing ID-VG
characteristics to lie between the extremes.

In Fig. 5, we show the same set of devices with a
fixed SR included. The increased spread in the
SNWT parameters due to SR is evident from Tab. 1.
The deviation of ID from that of the smooth device
is particularly large for one particular device (
markers in Fig. 5), where the shallow dopant ions
are also happen to be in close proximity to a rough
section of the top gate-oxide-channel interface. The
carriers scattered from the interface get trapped in
the potential field of the dopants. As gate bias
increases, ID approaches the smooth device values
since the carrier energies is now enough to
overcome the quantum interference.
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Table 1. Mean parameter values for various simulations.

Fig. 1.  Schematic of the simulated device, showing  in left,
the device from top, and in right, a vertical cross-section
through the middle of the device. All dimensions are in nm.

Fig. 2. A typical cross-section of the simulated nanowire,
showing irregularities at the Si-SiO2 interface due to SR.

Fig. 3.  ID -VG for four different SR patterns, keeping the dopant
distribution same at VD = 0.6 V. Square markers ( ) denote ID
including SR, circles ( ) imply without SR. Inset: linear scale.

Fig. 4.  ID  VG for four different random dopant distributions,
without roughness at the Si-SiO2 interface at VD = 0.6 V.

Fig. 5. ID VG for same four discrete dopant distributions of Fig.
4. SR is considered and an identical pattern is used for all the
simulations. The drain voltage is held constant at 0.6 V.

Parameters VT  VT SS SS Ion/Ioff Ion/Ioff

Units (mV) (mV/decade)
No SR.
Fixed dop. dist. 99  67.71  897 

Diff. SR.
Fixed dop. dist. 144.9 2.5 68.79 0.39 1119 43.66

No SR.
Diff. dop dist. 95.1 8.4 68.66 1.98 735.96 72.15

Fixed SR.
Diff. dop dist. 127.5 19.1 70.33 2.43 741.38 145.24
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INTRODUCTION

As the channel of semiconductor devices ap-
proaches the 10 nm length-scale, quantum effects
like confinement, tunneling and interference effects
must be taken into account when simulating such
small devices. Fully quantum models provide an ac-
curate description in these cases, but at the expense
of high computational effort [1]. An alternative ap-
proach is to treat only certain regions in the device
in a quantum mechanical manner, while the rest is
dealt with by classical models [2]. The advantages
of these hybrid methods are low computational
effort in zones where less sophisticated models are
applied and high accuracy in the quantum regions.

THE SUBBAND DECOMPOSITION METHOD (SDM)

We consider the splitting-up of the device into
confinement and transport directions by applying
the subband decomposition approach [3]. The elec-
tron evolution in the confinement direction z is
governed by the 1D Schrödinger equation

−

�
2

2
∂

∂z

(
1
mz

∂χp

∂z

)
− qΦχp = εpχp ,

where χp are the transversal wave functions and εp

the eigenvalues (energy subbands). The total energy
reads Ep = εp +εkin

p . The electron evolution in the
transport direction x is described by the following
hierarchy of quantum, kinetic or fluid models:
• In the stationary completely quantum case, the

2D wave functions are decomposed into the
transversal wave functions χp and the longitu-
dinal functions ϕp, which are given by a coupled
system of 1D Schrödinger equations in the trans-
port direction x. The electron density reads then

n(x, z) =
∑

p

∫
fFD(Ep)

∣∣∣ ∑
j

ϕ
j

E
(x)χj(x, z)

∣∣∣2 dk
2π

.

An efficient method combining the SDM method
with the WKB approximation permits to obtain
accurate results with reduced simulation costs [4].

• A kinetic description for the electron distribution
function is given by the Boltzmann equation

∂fp

∂t
+

1
�

[∇x(fp∇kEp) −∇k(fp∇xEp)] = Q ,

where Q accounts for electron-phonon collisions.
The electron density is written as

n(x, z, t) =
∑

p

ρp(x, t)|χp(z;x, t)|2 ,

where ρp(x, t) = (2π2)−1
∫
fp(x, k, t) dk. The

numerical treatment is realized similar as in [5]
by applying shock capturing algorithms.

• In a fluid description [6], the density of electrons
remains the same, but for the Boltzmann statistics
the occupation factor is

ρp(x, t) =
ns(x, t)∑
p
e−εp(x,t)

e−εp(x,t) .

The surface density ns satisfies the Drift-
Diffusion equation

∂ns

∂t
−∇x · (D(∇xns + ns∇xUs)) = 0 ,

where the effective energy Us generated by the
electrons itselves is given by

Us(x, t) = − log(
∑

p

e−εp(x,t)) ,

These models are self-consistently coupled with
the Poisson equation for the electrostatic potential.
Numerical results and comparisons of the different
models will be presented. Each model accounts
for other specific physical phenomena, where the
interest of such a comparison.



Fig. 1. Electron density for a trapezoidal MOSFET device in
the quantum case for VDS = 0.2 V and VGS = 0.1 V.

Fig. 2. Potential energy for a trapezoidal MOSFET device in
the quantum case for VDS = 0.2 V and VGS = 0.1 V.
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I. INTRODUCTION

Unlike conventional MOSFETs, the gated
p-i-n diode [1] tunnel FETs [2]–[6] have
tunneling currents for both the subthreshold
as well as on-region of operation. The I − V
characteristics show a weak positive tempera-
ture coefficient over a wide temperature range
[7]. Thus, the subthreshold swing S, can be
scaled to below the kT/q diffusion limit of
conventional MOSFETs [8], [9]. In principle,
S can be vanishingly small within a small
range of gate bias VGS [10], [11]. However,
even with a 40mV/dec swing extremely low
on-currents were observed in tunneling car-
bon nanotube MOSFETs [12]. Using a band-
diagram approach we show that the subthresh-
old swing for tunnel FETs is not a constant
but is strongly dependent on the tunneling
barrier width, ω, and hence VGS .

II. BAND DIAGRAM APPROACH

Fig. 1, shows the simulated band-diagrams
for a tunnel FET (L =100 nm, tox =2 nm)
as a function of VGS for constant VDS . The
energy contours between source and drain
are depicted close to the Si-SiO2 interface.
To a first approximation we assume constant
tunneling barrier height (bandgap Wg) and
effective mass mo (it does not vary with ap-
plied bias). In this case the drain current IDS

depends exponentially on the barrier width,
ω. From the band-diagrams in the saturation
region [6] ω nearly independent of VDS [10].
We then can write:

IDS(ω) ∼ e−ω and 1/ω ∼ VGS (1)

Thus, taking a derivative of ω with respect to
ln(IDS) and VGS , we get

dln(IDS(ω)) ∼ −dω, and (2)

dω ∼ −ω2 · dVGS (3)

This implies that the smaller ω gets, the more
difficult it becomes to further lower it for a
constant dVGS . Thus, from (2) and (3)

S(ω) =
dVGS · ln10

dln(IDS)
∼

dVGS

−dω
∼

1

ω2
(4)

which is a strong non-linear function of ω,
and hence VGS . It is degrading with increas-
ing VGS , and hence limits Ion. This is con-
firmed by experimental results as shown in
Fig. 2, where we have plotted ‘spot’ swing as
function of VGS (data from [7]). Furthermore
(4) also implies that IDS is decaying faster
than exponentially and ideally, for ω → ∞,
S → 0, consistent with simulation predictions
[10]. Thus, in principle, with a proper choice
of device geometry parameters, for exam-
ple with pseudomorphically strained δp+SiGe
layer [8], [10], IDS can increase several or-
ders of magnitude within a small range of
VGS .

III. RESULTS AND DISCUSSION

We now look at the impact of channel
length L scaling on S. For a fully depleted
channel and heavily doped source and drain
regions, ωo at VGS = 0 V (assuming flat-
band and constant VDS) is limited by L.
As L is scaled, ωo is lowered. Thus, from
(4), S is expected to degrade with L scaling
into the ultra short channel length regime.
However, as Ion is determined by the channel
in inversion (ω <5 nm), L scaling is not
expected to affect Ion. This is confirmed by
both experimental (Fig. 3) as well as 2-D
device simulations (Fig. 4) where we show
the transfer characteristics as a function of L.
As L is scaled, S is clearly seen to degrade
at turn-off voltages while Ion remains almost
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independent of L scaling. Thus, while the
characteristics of the tunnel FETs is nearly
independent of channel length, L [13], [14],
even for sharp and abrupt tunnel junctions,
S starts to degrade with L scaling into the
ultra short-channel regime. This is confirmed
by both experimental as well as simulation
results.
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I. BACKGROUND

The simulation of nanoscale devices requires,

at least rudimentarily, the inclusion of quantum

effects. Quite a lot of attention has been paid to the

quantum mechanical modelling of free (collision-

less) transport. Efforts here include the direct solu-

tion of the Schrödinger equation [2], [11], macro-

scopic moment equations (quantum hydrodynamic

models) [9], [10], and extensions of semiclassical

Monte Carlo methods, either directly [13], [8] or via

effective potential approaches [6], [1], [12]. Compa-

rably little work has been done on the inclusion of

quantum effects into collision operators. Collisions

can be treated quite rigorously using Green’s func-

tions or by Wigner function methods for the phonon

system [7]. Using classical collision operators in

collusion with quantum corrected transport models

has the disadvantage that equilibrium solutions of

the resulting system do not correspond to admissible

quantum mechanical states, since the semiclassical

phonon collision operator increases the classical

entropy and not the correct quantum mechanical

entropy, given by S = Tr[ρ(ln ρ − 1)], where ρ
denotes the density matrix of the mixed state.

II. QUANTUM ENTROPY PRINCIPLES

In recent work [3], [4], [5] we have developed the

framework to extend semiclassical transport equa-

tions, like the Boltzmann equation, to a quantum

mechanical setting via the local maximization of

the quantum entropy. This results in a modification

of the semiclassical phonon collision operator. The

resulting operator dissipates the quantum entropy,

while maintaining the local conservation proper-

ties of the semiclassical collision operator. In the

Wigner picture, i.e. in terms of the Wigner function

fw(r,k), for a given potential V (r) it is of the form

Q[fw](r,k) = (1)

∫
K(r, V,k,k′

)φ(r,k′
) dk′ − κ(r,k, V )φ(r,k) ,

where φ(r,k) is the quantum mechanical entropy

variable, i.e. a generalization of the quasi- Fermi

function. The relation between the Wigner function

fw and the entropy variable φ is given by a nonlocal,
potential dependent, integral relation of the form

fw(r,k) =

∫
A(V, r,k, r′,k′

)φ(r′,k′
) dr′dk′ .

(2)

The quantum corrected collision operator acts like a

classical collision operator on the entropy variable

φ, but is nonlocal in space because of the nonlo-
cal relation (2) between fw and φ. The resulting
collision operator dissipates the quantum entropy

and drives the system to a quantum mechanically

correct equilibrium. It maintains the local conser-

vation properties, i.e. a collision event results in

the exchange of an amount h̄ω of energy with the
lattice. The operator Q in (1) is amenable to Monte
Carlo discretizations as well as series expansion

methods. We will present preliminary results for a

tunneling diode using a spherical harmonics expan-

sion method of the resulting Wigner - Boltzmann

equation. Figures 1-4 show the relation between

the Wigner function fw and the entropy variable φ,
which would classically be given by fw = e−Hφ,
for a potential barrier. Figure 1 shows the potential

and Figure 2 shows the Wigner function fw for a

constant entropy variable φ. Figures 3 and 4 show
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MOTIVATION

In the recent years ideas of ‘magnetic computing’ 
emerged such magnetic field-coupling [1] or computing 
with domain walls [2]. Proposed spintronic devices also 
use the magnetic degree of freedom for information 
processing. 

Any implementation of magnetic information 
processing is plagued by the difficulty of creating 
localized and strong magnetic fields which can be 
switched rapidly as well. Magnetic fields created by 
current-carrying wires are relatively weak and dispersed; 
coils are bulky, slow and dissipate a large amount of 
power.  

Direct control of magnetic domain structures by 
electricity could eliminate the need for externally applied 
magnetic fields and bring magnetic computing  close to 
real-world, practical applications. That is why the subject 
of current-driven domain wall propagation received 
considerable attention recently [3].

DESCRIPTION OF WORK

We introduce an effective-field approach to simulate 
the interaction of currents with a localized domain wall. 
This current-induced effective field is superposed over 
the other effective field terms (such as the external and 
dipole magnetic fields, anisotropy fields, etc.) and can 
move the domain wall. The physics of the interaction 
between domain walls and currents is complex and not 
yet completely understood.  For thick walls in metallic 
nanowires the spin (angular momentum) transfer is 
dominant [4] and we focus on its modeling. The current-
induced effective field distribution (resulting from the 
spin transfer effect) is illustrated in Fig. 1 for a particular 
wall structure. 

Our effective-field approach can be extended to 
include momentum transfer and parasitic effects, such as 
the magnetic field generated by the current. We will 
demonstrate how these new field components can be 
implemented in the OOMMF program, which is a 
widely-used micromagnetic simulator [5].  

While this effective-field approach does not contain 
new physics compared to already used methods (such as 
adding a diffusive term to the Landau-Lifshitz equation 
[6], it fits better into the framework of micromagnetics 
and easier to implement in existing codes.  

RESULTS

We will simulate current-induced domain wall 
propagation in nanowires with different shape, surface 
roughness and notches. We examine how domain walls 
can be pinned at and released from artificially created 
notches, as it is illustrated in Fig. 2.  Our model gives 
relatively low spin transfer efficiencies, in accordance 
with experimental results [3]. Most of the recent studies 
are dealing with idealized domain structures – we will 
point out the importance to treat the micromagnetic 
problem accurately. We will also discuss the prospects of 
using current-driven domain walls in field-coupled 
computing devices. 
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Figure 1. Part a) shows the magnetization distribution for a particular domain wall in a permalloy wire. Arrows indicate magnetization
direction and the coloring indicates the strength of magnetization component parallel to the current direction. Transport currents 
interact with the fixed spins of the wire and generate an effective field, as it is shown in part b). If the current is sufficiently strong, 
it can displace the wall. 
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Figure 2. Domain walls can be pinned and released in a controlled way in a nanomagnet wire with notches of different depth. The
figure shows snapshots of a time-dependent simulation. A domain wall, propagating from right is pinned at the right notch. When
the current density exceeds 13 20.5 10  A/mi , the wall leaves the right notch and quickly (with a speed of few hundred meters per 
seconds) propagates to the left. The notch at the left side is deeper and represents a stronger pinning potential. A current density 
exceeding 13 21.5 10  A/mi  is required to de-pin the wall from this position. 
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INTRODUCTION

The non-equilibrium Green’s function (NEGF)
method has been applied to simulate the elec-
tronic transport in nano-hetero semiconductor de-
vices such as the resonant tunneling structures
(RTS). Any quantity characterizing the transport
are calculated once a self-consistent solution of
the Poisson and transport equations is achieved.
Particularly, the characteristics of shot noise have
been extracted using two different formulas, one
derived from the scattering method[1] and another
one from the master equation[2]. The result has
confirmed the experimental data and shown the
complicated behavior of charges in such structure.

BASICS OF METHOD

To simulate transport in nano-hetero semiconduc-
tor devices it is convenient to use the NEGF method.
The heart of the formalism is a system of four
Green’s functions which completely describe the
system including both the electronic structure and
the statistical properties.

The equations to be solved for calculating the
transport in devices are formally

ρ(r) = −i
e

π

∫
dEG<(r, r, E) (1)

∇[ε∇U ] = (ρ + ρ0), (2)

where ρ, ρ0 are the charge densities of carriers
and the bath, respectively; G< is one of the four
functions, refered to as the lesser-Green function;
and U is the electrostatic energy. Of course one
needs more equations for the other Green’s func-
tions to compute G<. To solve these equations our
technique is to consider them as a single one and

to use the Newton-Raphson method to reduce the
computation time.

NUMERICAL RESULTS

Once the self-consistent solution is achieved, any
desired quantity is computed (all concerned formu-
las are given Ref.[3]). We present four figures pro-
viding the transport information for a specific RTS,
denoted as S[3/5/3] meaning that the thicknesses of
both barriers and the well are 3 nm and 5 nm, re-
spectively. Fig.1 is the conduction band at different
values of bias. Fig.2 shows the I-V characteristics
at two temperatures. The evolution of the resonant
level is shown in that of the transmission coefficient
plotted in Fig.3. The last figure presents the sub-
poisonian (the inset) and super-poissonian noise ex-
tracted from our calculation according to the noise
expressions used. The super-poissonian noise in the
negative differential conductance (NDC) regime is
in agrement with experimental data. The results
suggest that the transport is essentially controlled by
coherent tunneling under low bias and by sequential
tunneling near and beyond resonance.
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Fig. 1. Conduction band plotted at 0V(solid line), 0.31V (close
to the resonance, dashed line), and 0.46V (above the resonance,
dot-dashed line). Temperature: 300K.

Fig. 2. The temperature effect on the current: 300K (circle)
and 77K (square).

Fig. 3. The transmission evolution versus energy at different
bias: 0V (solid line), 0.31V (dashed line), and 0.46V (dot-
dashed line) (in the logarithmic scale).

Fig. 4. The dominance of Fano factor in the NDC regime
of current is reproduced at T=300K (square) and 77K (circle)
using the Iannaconne’s formula. The inset shows the Fano
factor calculated from the Buttiker’s formalism for the structure
S[3/5/3] at 77K.
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In recent years, there has been great interest in
investigation of electronic transport through semi-
conductor nanoscale devices. It is well known that
tunneling through a quantum dot (QD) includes two
distinct mechanisms: sequential (first-order) tunnel-
ing if the QD level is in resonance with the Fermi
levels of the electrodes, and higher-order coherence
tunneling (cotunneling)[1] when the QD level is far
removed from resonance, with sequential tunneling
exponentially suppressed. This kind of higher-order
processes involves the simultaneous tunneling of
two or more electrons through the device, which
defines a primary limitation to the accuracy of
quantum manipulation of single-electron devices.
Therefore, it is desirable to develop a unified and
effective theoretical approach for thorough exami-
nation nonequilibrium inelastic cotunneling through
a single-level QD subject to a finite magnetic field
in the strong Coulomb blockade regime, in the weak
tunneling limit.

For this purpose, we have recently proposed a
generic quantum Langevin equation approach[2] to
establish a set of quantum Bloch-type dynamical
equations describing inelastic cotunneling phenom-
enology modeled by the Kondo Hamiltonian[3] at
arbitrary bias-voltage and temperature. In our for-
mulation, the operators of the QD spin and the reser-
voirs were first expressed formally by integration
of their Heisenberg equations of motion, exactly to
all orders in the tunnel coupling constants. Next,
under the assumption that the time scale of the
decay processes is much slower than that of free
evolution, we replaced the time-dependent opera-
tors involved in the integrands of these equations

of motion approximately in terms of their free
evolution. Thirdly, these equations of motion were
expanded in powers of the tunnel-coupling constants
to second order (linear response theory). On the
basis of these consideration, jointly with normal
ordering, we developed the Bloch-type equations
describing the time evolution of the spin variables
of the QD explicitly and compactly in terms of
the response and the correlation functions of the
free reservoir variables, which not only provides
explicit analytic expressions for the relaxation and
decoherence in the QD spin induced by cotunneling,
but also facilitates the derivation of the nonequi-
librium magnetization of the QD. Employing this
resulting QD magnetization and performing linear
response calculation, we can also derive closed-
form expressions for the spin-resolved currents and
their fluctuation, which facilitated our calculation
of both the charge current [Fig. 1(a)] and the
spin current (Fig. 2), as well as their frequency-
independent auto- and cross-shot noises [Fig. 1(b)
and Fig. 3].
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INTRODUCTION

In this contribution quantum transmission prop-
erties will be calculated using a parallel implemen-
tation of the recursive Green’s function method.

COMPUTATIONAL METHOD

The computational method is based on an imple-
mentation of the recursive Green’s function (RGF)
method [1] on a parallel architecture of processors.
The algorithm goes beyond the (straightforward)
parallelization with respect to the external param-
eters of the scattering problem, such as e.g. Fermi
energy or magnetic field, and proceeds with the
scatterer’s domain decomposition in internal inde-
pendent domains which are linked via interface
blocks. The latter are reordered and collected in
a virtual block AΓΓ. Fig. 1 shows the reordered
matrix A = EI − HS − ΣR(E) − ΣL(E) due
to processor subdivision after row and column
permutations.HS is the tight-binding Hamiltonian
matrix and ΣK(E) = V†

KGK(E)VK the self-
energy matrices due to the left (K = L) and
right (K = R) reservoir. Then a parallel block
Gaussian elimination is performed to calculate the
Schur’s complementS = AΓΓ

− AΓI(AII)−1AIΓ

and the final required Green’s function is evaluated
by using a cyclic reduction algorithm. In ref. [2] we
formulate the parallel RGF algorithm.

PERFORMANCE ANALYSIS

In this section a performance analysis of our algo-
rithm will be presented with respect to a rectangular
billiard, as the one shown in Fig. 2. The efficiency
F of the parallel algorithm will be the ratio of the

cost of simulating the parallel algorithm on a single
processor over the cost of the sequential algorithm,
i.e.,

F =
7NM3

p
(
7N

p
M3 + 5 log2(p)M3

) (1)

The cost of the parallel algorithm is defined by
the dominant numerical operations of matrix mul-
tiplications and inversions and is attributed to the
algorithms of the parallel block Gaussian elimina-
tion and cyclic reduction. Fig. 3 shows the efficiency
for the rectangular billiard of Fig. 2 discretized on a
400× 250 lattice. To do the measurements we have
kept the size of the lattice fixed and increase the
number of processors. We observe that the measure-
ments agree very well with the model of equation
(1). At this point we would like to remark that the
setup addressed here corresponds to a perfectly load
balanced problem since the total numerical cost is
distributed equally to each processor.
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PRESENTATION OF THE MODEL

We present a new quantum diffusive model de-
rived in [1], [2] and studied in [3]: the entropic
Quantum Drift-Diffusion model (eQDD) is a quan-
tum fluid model describing the evolution of the
electron density n(t, x) subject to the electrical
potential V (t, x) and interacting with a thermal bath
of fixed temperature T . The first equation is the
equation of mass conservation and reads:

e∂tn− divj = 0, (1)

where e is the positive electron charge and j is the
current defined as follows:

j = eμn∇(A− V ). (2)

In this equation, μ is the electron mobility. We call
A(t, x) the quantum chemical potential which is
linked to the density of electrons by a relation which
is non local in space and which is the key of this
quantum model:

n[A] =
∑
p≥1

exp
(
−

λp[A]
kBT

)
|ψp[A]|2. (3)

Here kB is the Boltzmann constant and (λp, ψp)p≥1

are the eigenvalues and the normalized eigenfunc-
tions of the following modified Hamiltonian:

H[A] = −

h̄2

2
div

(
1

m(x)
∇

)
− eA, (4)

where h̄ is the Planck constant and m is the effective
mass of an electron.

We show in the presentation some formal links
between the eQDD model and several other models.
Indeed, the limit of the eQDD model as the dimen-
sionless Planck constant goes to zero is the Classical
Drift-Diffusion model, while the leading order cor-
rection term is the Bohm potential appearing in the
Density-Gradient model.

NUMERICAL RESULTS

The 1D transient eQDD model coupled to the
Poisson equation is discretized in time using a
semi-implicit Euler scheme and we discretize the
space variable using finite-differences. This scheme
is solved with the Newton algorithm and we check
that we can capture some well known features of
the resonant tunneling diode: fig.1 shows the time
evolution of the density from the peak to the valley.
To obtain this figure, we apply a voltage of 0.25V
and wait for the electrons to achieve the stationary
state. Then we suddenly change the value of the
applied bias to 0.29V and we record the evolution
of the density. As expected, the density inside the
well grows significantly. Fig.2 shows the evolution
of the current density at the left contact and we can
observe one oscillation before the stationary state is
achieved.

Fig.3 shows the influence of the effective mass
on the current voltage characteristics. As noted for
the Density-Gradient model, this parameter must be
artificially increased to obtain resonance but this
figure shows also the importance of the effective
mass inside the barriers, where the notion of effec-
tive mass is questionable.

We also show in the presentation some qualita-
tive and quantitative comparisons with the Density-
Gradient model and some interesting and unex-
pected differences are pointed out.
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Disordered media and their transport properties
are a central issue in solid state physics, as they
are the root of numerous applications in electronics
and optics [1], [2]. New experimental possibilities
to investigate this field in the ’mesoscopic’ regime
have led to an increased interest in the classical-
to-quantum crossover regime of transport where
a whole new class of interesting phenomena has
meanwhile been discussed [3].

In most investigations a static disorder is assumed
to be present in the bulk of a material. The theo-
retical analysis of bulk disordered systems typically
employs random matrix theory (RMT) [4], which
has proven to be a very successful description.
The formation of ballistic, diffusive, and localized
transport regimes, as well as any dependence on the
density of scatterers and the wire length can be stud-
ied. Reduction of system sizes leads, however, to an
increased surface-to-volume ratio in nano-devices,
such that surface roughness can be the dominant
source of disorder scattering. The application of
RMT to systems with surface disorder is, however,
not straightforward, as different transport regimes
can coexist with each other, depending on the angle
(mode number) of the injected particle (wave) [5].

Using the modular recursive Green’s function
method [6], we numerically study electronic quan-
tum transport through extremely long nano-wires
in the presence of a one-sided surface roughness
and a magnetic field. We demonstrate how these
two effects conspire to keep the conductance at
a high value throughout vast length scales of the
wire. In the quantum-to-classical crossover of high
Fermi energies (EF → ∞) this effect leads to
exponentially diverging localization lengths.

Complementing previous investigations [7] we

argue that the giant localization length found nu-
merically falls clearly outside the scope of RMT
predictions, but can be well understood in terms
of the underlying mixed regular-chaotic classical
motion which electrons are subject to in such a
system. As we demonstrate by an analytical cal-
culation, this effect can quantitatively be accounted
for by dynamical tunneling between the transporting
regular and chaotic parts of the underlying mixed
classical phase space [9], [10]. We thereby estab-
lish a direct link between experimentally accessible
transport quantities like the conductance and “dy-
namical tunneling”.

ACKNOWLEDGMENTS

Support by the Austrian Science Foundation
(Grants No. FWF-SFB016 and No. FWF-P17359)
is gratefully acknowledged.

REFERENCES

[1] P. Sheng, Introduction to Wave Scattering, Localization and
Mesoscopic Phenomena (Academic, New York, 1995).

[2] P. A. Lee and T. V. Ramakrishnan, Rev. Mod. Phys. 57,
287 (1985).

[3] D. K. Ferry and S. M. Goodnick, Transport in Nanostruc-
tures (Cambridge University Press, Cambridge, 1997).

[4] C. Beenakker, Rev. Mod. Phys. 69, 731 (1997).
[5] J. A. Sanchez-Gil, V. Freilikher, I. Yurkevich, and A. A.

Maradudin, Phys. Rev. Lett. 80, 948 (1998).
[6] S. Rotter, B. Weingartner, N. Rohringer, and J. Burgd örfer,
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B 66, 233307 (2002).
[8] H. Schanz, M. F. Otto, R. Ketzmerick, and T. Dittrich,

Phys. Rev. Lett. 87, 070601 (2001).
[9] L. Hufnagel, R. Ketzmerick, M.-F. Otto, and H. Schanz,

Phys. Rev. Lett. 89, 154101 (2002).
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magnetic field B. The strength of the disorder is governed by
δ/W . Two typical (classical) electron trajectories are shown:
A trajectory injected at a low angle (solid line) skips along the
lower boundary and, avoiding contact with the disorder, gets
transmitted. Injection at a steeper angle (dashed line) leads to
disorder scattering and reflection.
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Carbon Nanotube Field Effect Transistors (CNT-

FETs) are considered a promising alternative to

CMOS technology at end of the ITRS Roadmap [1].

Fabrication technology still poses serious chal-

lenges, such as the selection of semiconducting

CNTs, the poor control of the contacts and the large

CNT diameter dispersion. As with silicon tech-

nology, device simulation tools capable to address

very general structures with limited computational

resources, can represent a precious tool to explore

device architectures, and provide fabrication guide-

lines. In this work, we present a three-dimensional

code that can deal with general architectures, based

on the self-consistent solution of the Poisson and

Schrödinger equations, within the NEGF formalism,

using a tight-binding Hamiltonian with an atomistic

(pz-orbitals) basis set both in the real [2] and in

the mode space, by means of the Recursive Green’s

Functions method. In particular, the mode space

approach is based on the reduction of the order

of the real space Hamiltonian matrix, by means of

a simple basis transformation. Compared to other

mode space approaches, the one we propose in-

trinsically includes intersubband scattering, which is

present when the coaxial symmetry of the potential

is broken.

The simulated device has the structure depicted

in Fig. 1 : the CNT is embedded in SiO2, and

n-doped CNT extensions at the source and drain

ends are considered. In Fig. 2 we show the transfer

characteristics of a (10,0) CNT with oxide thickness

tox =1 nm and channel length L = 10 nm, com-

puted with the real (solid line) and the mode space

approach considering only 2 modes (circles). As can

be noticed, for this kind of structure, the results

obtained with the two different approaches give

the same results, since only the first two subbands

contribute to electron transport. In Fig. 3 the time

required to solve the Schrödinger equation with

NEGF for 1684 values of energy on a 1.8 GHz

AMD Athlon 64 bit processor is shown. The mode

space approach with an analytical expression for the

self-energy [3] is 5 times faster than the real space

approach (analytical self-energy) when 2 modes are

considered, whereas it is slower when 10 modes are

considered, due to the additional operation required

by the basis transformation. As can be seen, when

iterative methods [4] are used for the calculation of

the self-energy, the computing time is much larger.

For the real space we have for example encountered

a speed enhancement of almost a factor of 4. In

Fig 4, the transfer characteristics of a (25,0) L =

7 nm CNT computed with the real space and mode

space (4 modes) approach are compared. Here,

the advance in terms of computing time is more

significant, as shown in Fig. 5 since the number

of atoms in the carbon ring (which determines the

complexity of the problem) is much larger than the

number of modes.

In conclusion, the coupled mode space approach

results to be an efficient and accurate approach for

the investigation of CNT device architectures with

reduced computational cost. The authors gratefully

acknowledge Prof. Mark Lundstrom for his support

during this work. We also gratefully acknowledge

support from the EU through the Network of Excel-

lence SINANO (EC Contract n. 506844), and NSF

grant # EEC-0228390.
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Fig. 1. Simulated device architecture: double gate CNT FET

with SiO2 dielectric and metal gates, n-doped source and drain

extensions.
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Fig. 2. Transfer characteristics for a (10,0) CNT with

tox =1 nm and L = 10 nm computed with the real space

and mode space approach (two modes).
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It has been predicted on the basis of 
ballistic quantum transport theory and 
simulation that the Curie temperature (TC) of 
a ferromagnetic resonant tunneling diode 
(FRTD) – i.e. an RTD with a dilute 
ferromagnetic semiconductor (DFS) well – 
will switch with increasing bias voltage (V) 
from its equilibrium value to nearly zero in 
two steps [1]. Here we study the effect of 
scattering on the magnetization switching in 
this system. Quantum transport in the 
Keldysh formalism, including the 
phenomenological Buttiker probe scattering 
model, is simulated self-consistently with 
the Poisson equation for electrostatics; 
together with the mean-field description of 
ferromagnetism in DFS materials, this yields 
the TC – V characteristics of an FRTD.  
 The scattering strength is varied and 
its effect on the TC – V and I – V 
characteristics shown in Fig. 1 and Fig. 2 
respectively. Transport in an RTD can be 
classified into three regimes by scattering 
strength [2]. The first is the ‘coherent 
transport’ regime where the broadening of 
the transmission peak due to the left and 
right barriers, shown in Fig. 3, is much 
greater than the broadening due to 
scattering. This corresponds to the least 
scattering and the sharpest TC – V profile. 
When the broadening due to scattering is 
greater than the ‘coherent broadening’, we 
have the ‘sequential transport’ regime. We 
see that, in this case, the steps are smoothed 
out but discernible. At still stronger 
scattering, one enters the regime where the 
resonance in the well is completely 

destroyed, as evidenced by the 
disappearance of the negative differential 
resistance (NDR) region in the I – V curve 
and the steps in the TC – V. It is seen from 
Fig. 1 that the first step in the TC – V is 
almost completely washed out somewhere 
between the second and third regimes – the 
relative robustness of the second transition 
can be explained on the basis of the 
asymmetry in the barriers at non-zero bias. 
The decrease in the equilibrium TC with 
scattering is seen to be specific to our choice 
of device parameters; the broadening of the 
density of states (DOS) moves more of it 
outside the range of filled states, and 
decreases the contribution to the spin 
susceptibility, as seen from Fig. 4.  
 Finally, by correlating the scattering 
time to a bulk mobility, we see that it would 
require much larger than typical [3] 
scattering for the device to enter the 
sequential regime. This augurs well for the 
experimental observability of the 
magnetization switching effect. 

1 Swaroop Ganguly, L.F. Register, S. Banerjee 
and A.H. MacDonald, Phys. Rev. B 71,
245306 (2005). 

2 S. Datta, Electronic Transport in Mesoscopic 
Systems (Cambridge University Press, 1995); 
Chapter 6. 

3 B.D. McCombe, X.Liu et al., 
http://mccombe.physics.buffalo.edu/miscdoc/G
aAs-Mn_Transport.pdf, (2004). A typical 
measured mobility is 2700cm2V-1s-1, with the 
measured effective mass having the heavy hole 
mass value. 
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Fig. 4. Equilibrium 2D DOS vs. energy in the well region of the 
RTD with and without scattering. A large fraction of the DOS in 
the coherent case (broken blue) is seen to be within the chemical 
potential μ=0.15eV than in the incoherent or sequential case 
(solid red). This gives a larger spin density, and hence TC in 
equilibrium for the coherent case. 

Fig. 3. I-V curve for ferromagnetic RTD in the 
paramagnetic regime in the presence of scattering. 
Scattering is modeled with Buttiker probes with 
associated lifetime  =  (orange triangles), 41fs (green 
squares), 16.4fs (blue diamonds), and 2.5fs (violet discs).

Fig. 2. Transmission probability vs. energy for the RTD in 
equilibrium in the absence of scattering. This is used to 
calculate the ‘coherent broadening’  – that due to the barriers 
– as shown. 

Fig. 1. TC-V curve for ferromagnetic RTD in the presence  of 
scattering. Scattering is modeled with Buttiker probes with 
associated lifetime  =  (orange triangles) - coherent, 41fs 
(green squares) - sequential, 16.4fs (blue diamonds), and 2.5fs 
(violet discs) – no resonance. Note that the first step in the TC-
V is much more broadened out than the second. 
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ABSTRACT 
The propagation and amplification of space 

charge waves (SCWs) in a strained Si/SiGe 
heterostructure at 4.2 and 77 K has been studied by 
means numerical simulations, using the negative 
differential conductance phenomenon. The results 
indicate the possibility of a major amplification of 
SCWs on the surface of this heterostructure at 4.2 
K, until frequencies f < 44 GHz at 4.2 K and f < 40 
GHz at 77 K. 

INTRODUCTION  

High-speed heterostructure device is a new topic 
to high speed semiconductor devices, but how 
almost all modern technology is Si-based, the high-
speed heterostructure also need to be compatible 
with Si. In this paper, we present 2D simulations of 
propagation and amplification of space charge 
waves in a strained Si/SiGe heterostructure at 4.2 
and 77 K, using the negative differential 
conductance phenomenon described in [1]. The 
two-dimensional electron gas is in a strained Si 
(100) layer on relaxed SiGe substrate. We have used 
the quasi-hydrodynamic model added by the 
Poisson’s equation to describe non-stationary carrier 
transport, which incorporates the population transfer 
between two different valleys, the lower and upper 
valleys. The model used is two-valley model, which 
is described in [2]. It uses two-dimensional electron 
gas model and with numerical simulations based on 
solving a set of nonlinear partial differential 
equations for non-local carrier transport and the 
Poisson’s equation for electric field can be 
simulated the propagation of space charge waves.  
These results are very import because they explain 
the physical and mathematical models of space 
charge wave excitation, propagation, interaction and 
reception in such heterostructure. 

ELECTRON TRANSPORT   

Fig. 1 shows the strained Si/SiGe herostructure. 
The excitation of space charge waves takes place in 
the input coupling element (input antenna, 1) at a 
frequency of the microwave range and the amplified 
space charge waves are received in the output 
coupling element (output antenna, 2) on the plane of 
strained Si/SiGe layer. 

The following parameters have been chosen: 2D 
concentration of electrons in the film is n0 ≈ 1012 
cm-2, the initial uniform drift velocity of electrons is 
V0 ≈ 1.7 x 107 cm/s (E0 = 10 to 11.7 kV/cm), the 
length of the film is L = 10 µm, the thickness of the 
film is 2h = 0.5 µm. 

Fig. 2 shows the calculated steady-state drift 
velocity as a function of electric field at 4.2 and 77 
K, where negative differential conductivity appears 
beyond 10 kV/ cm. This is due to the transition of 
electrons from twofold valley to the fourfold valley 
where the effective mass is heavier.   

DISCUSSION AND RESULTS 
In [3] we showed the possibility of amplification 

of space charge waves in a strained Si/SiGe 
heterostrusture at 77 K with all details, but now we 
make analysis at 4.2 K too.  Fig. 3 and fig. 4 show 
the typical output spectrum of the electromagnetic 
signal at 77 and at 4.2 K, respectively. It happens 
when a small microwave electric signal Eext = 
Em•sin(ωt)•exp(-((t-t1)/t0)2)•exp(-((z-z1)/z0)2) is 
applied in the input antenna and the excitation of 
space charge waves in 2D electron gas takes place. 
The input carrier frequency is ω = 8x1010 rad/s. The 
amplitude of the input electric microwave signal is 
Em = 0.025 kV/cm. Here z1 is a position of the input 
antenna, z0 is its half-width, therefore, the parameter 
2t0 determines the duration of the input electric 
pulse. In our simulations the duration of the input 



pulse is 2t0 = 2.5 ns. The maximum of the input 
pulse occurs at t1 = 2.5 ns. One can see both the 
amplified signal at the first harmonic of the input 
signal and the second harmonic of the input signal, 
which is generated due to nonlinearity of space 
charge waves.  

Fig. 5 shows the alternative part of the electron 
concentration ñ/n0, where n0 is the concentration in 
equilibrium n0 ≈ 1012 cm-2. The maximum variation 
is in the output coupling element. 

CONCLUSION 

We show the propagation and amplification of 
space charge waves in a strained Si/SiGe 
heterostructure at 4.2 and 77 K by numerical 
simulations. We have a major amplification at 4.2 
K, it is due to the dynamic range in the negative 
differential conductance. Furthermore,  the scope of 
space charge waves applications is not limited to the 
device here described, but can be useful to 
monolithic phase shifters, delay lines, as well as 
analog blocks for microwave signals. 
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Fig. 1. Cross-section of the strained Si/SiGe heterostructure, 1 

and 2 are input and output antenna respectively.  

 
Fig. 2. Steady-state drift velocity as a function of electric field 

in strained Si/SiGe heterostructure at 4.2 and 77 K.  

 
Fig. 3. Spectral components of the electric field of space charge 

wave at the output antenna with an excitation input signal (ω = 

8 x 1010 rad /s) at 77 K. 

 
Fig. 4. Spectral components of the electric field of space charge 

wave at the output antenna with an excitation input signal (ω = 

8 x 1010 rad /s) at 4.2 K. 

 
Fig. 5. The spatial distribution of the alternative part of the 

electron concentration ñ. 
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Abstract
In recent years, a great deal of attention has been

focused on the development of quantum wire
transistors [1,2] as a means of extending Moore s
Law.  Here we present, results of fully three-
dimensional, self-consistent quantum mechanical
device simulations of InAs tri-gate quantum wire
transistors.  The effects of inelastic scattering have
been included as real-space self-energy terms [3].
We find that the position of dopant atoms in these
devices can lead to significant departures in
performance when inelastic processes are
considered.

Device Structure

In Fig. 1, we show a schematic of the device
geometry under consideration.  Here the exact
device dimensions (multiples of the lattice constant)
have been included in this simulation to aid in the
inclusion of the discrete dopants.  In each device
that we consider, the channel length is 9.69 nm , the
thickness of the InAs layer is 9.09 nm, and the
channel width is 8.5 nm.  The source and drain of
the device are n-type with a doping density of 6 ´
1018 cm-3, while the channel of the device is
considered to be p-type, but undoped.  The gate
material is assumed to be platinum and the gate
oxide on each side is composed of 1 nm of hafnium
oxide (HfO2).  Underneath the device, we have
assumed a generic insulating substrate.

Results and Discussion
In Fig. 2, we plot the Id-Vg characteristics for an

InAs quantum wire transistor both in the case of
only impurity scattering and with the effects of
polar optical phonons, intervalley (  and L)
phonons and acoustic deformation potential
scattering.  Here, we see that the current is not too
terribly degraded from the elastic case to including

inelastic processes.  Speaking strictly from a device
standpoint, the devices with inelastic process
included tended to have better subthreshold swing
and Ion/Ioff ratios than did the devices with elastic
processes.  This is due to the fact that the scattering
in the source is relatively weak thereby producing
reductions Ioff but not significantly limiting Ion.

In Fig. 3, we plot where several dopants in the
source of the device lie in the middle of the
semiconductor close to the channel entrance.  As a
result, the carriers entering the channel of the device
have their incident energy significantly altered.  The
carriers now see a significant increase in the amount
of scattering they undergo before entering the
channel causing a major reduction in current.

In Fig. 4(a) and (b) we plot the electron density
in the middle of the device for the elastic and
inelastic cases respectively.  Clearly as a result of
the increased scattering, the electrons begin to pile
up in the source around the potential spikes near the
channel entrance in the inelastic case.  Furthermore,
we also see a reduced electron density in the
channel and the drain of the device as a result of the
backscattering near the channel entrance.

We confirm this assertion in Fig. 5, where we
plot the difference in potential between the elastic
and inelastic cases of this device.  We find that
charge density increases of ~0.38 kbT in the source
of the device and decreases of  0.38 kbT in the
channel and drain corresponding to increases or
decreases in charge density of one-half order of
magnitude.

*This work is supported by NRI, Intel Corporation, SRC,
ONR, and AMRC
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Fig. 1.  Schematic of the device geometry in the x-y plane
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Fig. 2.  Id-Vg curves for an InAs tri-gate quantum wire

transistor with elastic (solid) and inelastic (dotted) scattering

included.

0

50

100

150

200

250

300

350

-0 .2-0 .1 0 0 .1 0 .2 0 .3 0.4 0.5 0.6

D
ra

in
 C

ur
re

nt
 (μ

A
)

G ate  Vo ltage  (V)

Fig. 3.  Sample Id-Vg curves for an InAs tri-gate quantum wire

transistor with elastic (solid) and inelastic (dotted) scattering

included.  Here the dopants reside close to the channel entrance.

Fig. 4(a).  Electron density at Vg = 0.6 V and Vd = 0.6 V taken

at a depth of 7 nm into the device with only elastic processes

included.

Fig. 5.  Electron density at Vg = 0.6 V and Vd = 0.6 V taken at

a depth of 7 nm into the device with elastic and inelastic

processes included.

Fig. 6.  Potential change at Vg = 0.6 V and Vd = 0.6 V taken at

a depth of 7 nm between only elastic and combined processes.
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ABSTRACT 
A self-consistent solution of the 2D Schrödinger-

Poisson equations is used to analyze Multiple-gate 
MOSFETs. Classical simulations overestimate the 
peak density compared to quantum simulations and 
therefore the importance of the corner effects. The 
impact of the corner rounding on the electron 
distribution has also been analyzed. 

INTRODUCTION 

In order to shrink channel lengths into the 
nanometric range it is necessary to prevent the short 
channel effects since they degrade the device 
performance. The use of several gates has 
demonstrated a good electrostatic control of the 
channel and therefore the possibility of a higher 
reduction of the channel length compared to 
traditional bulk MOSFETs. Structures such as 
FinFETs, Trigates, Gate All Around (GAA), Pi and 
Omega-gate MOSFETs are included into the 
category of Multiple-gate MOSFETs. 

DEVICE SIMULATION 

To get a fast convergence, the 2D Schrödinger 
and Poisson equations have been self-consistently 
solved using the predictor-corrector scheme 
proposed by Trellakis et al [1]. This algorithm has 
been proved as reliable and robust as far as enough 
number of eigenvalues and eigenfunctions are 
included in the calculations. In all the simulated 
devices we have considered an undoped substrate 
and a metal gate workfunction of φm=4.63eV. Fig. 1 
shows the classical electron distribution (CED) 
corresponding to a Trigate MOSFET with silicon 
height (HSi) and width (WSi) of 10nm, gate oxide 
thickness (Tox) of 2nm and gate voltage (VG) 1V. 
Fig. 2 shows the QED for the same structure. 
Important differences are observed between both 
figures. The CED is concentrated at the Si-SiO2 

interface with a maximum at the corner of 
nmax=2×1020cm-3. This value is eight times the 
maximum obtained including quantum effects: 
nmax=2.5×1019cm-3. To get these results, the 
simulator computes a sufficiently high number of 
energy levels and wave functions. These results 
could also be applied to evaluate the transport 
properties of the device. The simulator offers the 
possibility of specifying the curvature of the silicon 
substrate corners, and of the surrounding oxide, 
independently. This fact allows us to study the 
behaviour of a great amount of geometries, and 
evaluate the influence of the corner effects. These 
effects are produced by the coupling between 
different gates which originates an favourable area 
for the flow of carriers [2]. This simulator is able to 
deal with rounded geometries since it employs finite 
elements. In a first step, a low-resolution mesh is 
used to compute a preliminary solution. We use this 
solution to identify the device regions where the 
mesh has to be refined, and where the mesh could 
be less dense. This allows us to greatly reduce 
computational costs. Fig. 3 shows the QED obtained 
in a Trigate MOSFET with square cross section and 
HSi=WSi=20nm, Tox=2nm and VG=1V. The electron 
density’s maximum is close to the corners. Fig. 4 
shows the QED in the same Trigate MOSFET 
where the upper corners of the silicon slab have 
been rounded with a curvature radius of 10nm. 
Now, the electron distribution is more uniform 
along the Si-SiO2 interface. Fig. 5 shows the electric 
field in both devices. For the square cross section a 
peak is observed in the corners originating a 
maximum in the electron density. 

CONCLUSIONS 

A 2D Schrödinger-Poisson solver applicable to a 
wide variety of Multiple-gate MOSFET geometries 
has been developed. Classical simulations clearly 



overestimate the peak electron density and the 
corner effects. We have also shown that corner 
effects are greatly diminished by the rounding of the 
substrate corners. 
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Fig. 1.  CED in a Trigate MOS structure with HSi=WSi=10nm, 

Tox=2nm and VG=1V. 

 
Fig. 2.  QED in a Trigate MOS structure with HSi=WSi=10nm, 

Tox=2nm and VG=1V. 

 
Fig. 3.  QED in a Trigate MOSFET with HSi=WSi=20nm, 

Tox=2nm and VG=1V. Note the different resolution of the mesh 

in different regions of the structure. 

 
Fig. 4.  QED in a Trigate MOSFET with HSi=WSi=20nm, 

Tox=2nm and VG=1V. 

 
Fig. 5.  Electric field in a Trigate MOSFET with square and 

rounded cross sections. 
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INTRODUCTION

Semiconductor nanostructures such as quantum
wells, quantum wires and quantum dots have
interesting properties which could be used for the
future development of nanodevices. Since the
quantum confinement in these structures removes
the subband edges several tenths of meV from the 
bulk band edges, a good model of the bands should
be used to investigate the subband structures. This
model will determine not only the energy of the
subband edges but also the shape of the dispersion 
relations. In this work we present a method for
solving the Schrödinger equation in quantum wires,
considering a general isotropic and a non-parabolic
band. We apply it to calculate the subband structure
in a squared Si 10 nm×10 nm quantum wire. We
examine the curvatures of the subband edges and 
comment on the results.

THEORETICAL TREATMENT

Any isotropic and non-parabolic dispersion
relation, )(k

r
ε  could be expanded in power series

on 2k  in the following manner:

∑
∞

=
=

0

2)(
n

n
n kbk

r
ε (1)

The bn terms can be calculated using the Taylor 
theorem. The n=0 term appears for bands where
there is a certain energy for 0=k , i.e. the split-off
band in the valence band. Following the Effective
Mass Theorem, we performed the substitution

∇−→ ik
r

 in Eq.(1) and obtained the operator
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Thus, the effective mass Schrödinger equation of
the problem can be written as
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where y is considered as the transport direction in 
the wire. In the case of a constant potential inside 
the wire, 0),( VzxV = , the envelope functions of 
the hole states are known to be

)sin()sin()( zkxker zx
yik y=rψ (4)

where xxx Lnk /π= , zzz Lnk /π= . Combining 
Eq. (3) and (4) we obtained

0
222 )( VEkkk zyx −=++ε (5)

Using the valence band model presented in a
previous work [1], the condition of Eq. (5) is
fulfilled when

⎥
⎦

⎤
⎢
⎣

⎡
++=

−
− 2

2

22

2

22

,

2

0,

0

2)( y
z

z

x

x

LHLH

k
L

n
L

n
mVE

VE ππ
χ

h

⎥
⎦

⎤
⎢
⎣

⎡
++=

Δ−−
Δ−− 2

2

22

2

222

0

0

2)( y
z

z

x

x

sosoS

so k
L

n
L

n
mVE

VE ππ
χ

h (6)

Where
soLHm ,,

 and )(,, εχ SLH
 are the effective mass 

values and the functions that describe the non-
parabolicity of the band for the heavy, light and
split-off holes respectively, and soΔ  is the split-off

energy. Varying the value of yk  it is possible to 

obtain the )( ykE  relation of each subband.

RESULTS AND CONCLUSIONS

The results in Fig. 1 indicate the effective mass
value at the edge of each subband obtained by using 
both a non-parabolic and a parabolic band model. In
conclusion, our work suggests that non- parabolicity 
plays a very important role in the determination of 
the hole subband structure in quantum wires. In 
addition, the method demonstrated could be a good 
tool to carry out investigations on these devices.
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Fig. 1. Effective masses at the edges of the nine lowest
subbands of heavy (a), light (b) and split -off (c) holes in a Si 
10 nm×10 nm quantum wire obtained by means of the method
shown in this work (points) and by means of a parabolic model
(solid line). The effective masses at the subband edges increase 
for higher subbands in heavy and light hole subbands, and
decrease for higher subbands in split-off hole subbands.
Important differences between our results and the parabolic
model are observed.
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ABSTRACT

Practical calculation of transport properties of
quantum networks is often reduced to the scattering
problem for a one-dimensional differential operator
on a quantum graph, see for instance [1], [2], [3],
[4], [5]. Quantum graph plays a role of a solvable
model for a two-dimensional network, see [6], [7],
[8]. Basic detail of the model is a star-shape element
with a self-adjoint boundary condition at the node. It
was commonly expected that the realistic boundary
condition is defined by the local geometry of the
graph, that is by the angles between the wires at the
node. For instance the boundary conditions for the
T-junction, [1], is presented in terms of limit values
of the wave-function on the wires {ψi}

3

i=1
and

the values of the corresponding outward derivative
{ψ′

i
}

3

i=1
at the node:

β−1ψ1 = ψ2 = ψ3 , βψ′

1 + ψ′

2 + ψ′

3 = 0 . (1)

Here β is a free parameter which describes “the
strength of the coupling” between the leg and the
bar of the T-junction. These boundary conditions
can be represented, see [9], in the form

P⊥

0 ψ̄ = 0 , P0ψ̄
′ = 0 (2)

where ψ̄ and ψ̄′ are vectors of values of the wave-
function at the vertex, with the projection

P0 =
1

β2 + 2

⎛
⎝

β2 β β

β 1 1
β 1 1

⎞
⎠ .

The scattering matrix of such a junction is S =
I−2P0, see [1], [4], [10]. In [11] the condition ( 2)
is used for analysis of spin-dependent transmission
across the quantum ring. In fact the projection P0 =
P0(β) can also play a role of the free parameter of
the model junction.

In our talk we extend, based on [12], the above
boundary condition (2) to any junction of equivalent
wires and interpret the corresponding free parameter
P0. Consider the junction Ω formed by few 2-
d semi-infinite wires Ωj , j = 1, 2, . . . n, attached
to the quantum well Ωint via the orthogonal bot-
tom sections Γj . The transport properties of Ω are
defined by the one-electron scattering in Ω. We
consider the resonance case when the scaled Fermi
level EF coincides with the resonance eigenvalue
�
−22mEF = λ

0
of the corresponding Schrödinger

operator in L2(Ω), with effective mass m and
“partial” Dirichlet boundary condition at ∂Ωint. We
will show that the parameter P0 is defined by the
shape of the resonance eigenfunction Ψ0, but not
by the angles between the wires at the node, as an
example shows.

Assume that all wires have the same width
δ, the potential on the vires vanishes, and the
Fermi level is situated on the first spectral band
[π2 δ−2, 4π2 δ−2] := [μ1, μ2]. The cross-section
eigenfunctions in the first (open) channel are
sin πyj

δ
= ej . Denote by E+ :=

∨
n

j=1
ej the

subspace spanned by cross-section eigenfunctions
of the open channel, and introduce the boundary
current �φ

0
= P+

∂Ψ0

∂n
|Γ of the normalized resonance

eigenfunction Ψ0 via projection P+ : L2(Γ) → E+

on the union Γ = ∪jΓj of the bottom sections.
If the network is relatively thin on Fermi level,
δ maxs=1,2 |λ0 −μs| << 1, the temperature is low,
2mκT << �

2 mins=1,2 |λ0 − μs|, and there exist
only one simple resonance eigenvalue λ0 of the
Schrödinger operator on the well on the essential
spectral interval ΔT := [λ0 − 2�

−2mκT ≤ λ ≤

λ0 − 2�
−2mκT ] ⊂ [μ1, μ2], then we are able to

derive, based on [12], an approximate expression



for the scattering matrix on ΔT :

Sapprox(λ) =

[
i
√
λ− μ1I +

�φ
0
〉 〈
�φ

0

λ0 − λ

]
×

[
i
√
λ− μ1I −

�φ
0
〉 〈
�φ

0

λ0 − λ

]
−1

. (3)

The corresponding energy-dependent boundary con-
dition at the node of the model graph is
written down in terms of the limit values
of the wave function and the outward deriva-
tives, �ψ = (ψ1(0), ψ2(0), . . . ψn(0)) , �ψ′ =
(ψ′

1(0), ψ′

2(0), . . . ψ′

n(0)) at the node:

i
√
λ− μ1[I − Sapprox(λ)]�ψ = [I + Sapprox(λ)]�ψ′.

(4)
The polar terms in the numerator and in the de-
nominator of (3) have the dimension cm−1 and
can be represented via the relevant one-dimensional
orthogonal projection P

0
:= �e

0
〉 〈�e

0
with �e

0
:=

(e10, e
2
0, . . . e

n
0 ) =‖

�φ
0

‖

−1 �φ
0

:= α−1�φ
0
. Then

�φ
0
〉 〈
�φ

0
(λ−λ0)−1 = α

2

(λ−λ0)−1P
0
. Denoting by

P
⊥
0

the complementary projection I−P
⊥
0

in L2(Γ),
we obtain

Sapprox(λ) = P
⊥

0
+

[
i
√

λ− μ1(λ− λ0) + α
2

i
√

λ− μ1(λ− λ0) − α
2

]
P

0

≡ P
⊥

0
+ Θ(λ)P

0
. (5)

In particular, for even lower temperature and appro-
priate α the factor Θ in front of P

0
is estimated on

ΔT as |Θ(λ) + 1| << 4κT m
√

λ0 − μ1α
−2

�
−2.

Then, in first approximation, the corresponding
boundary condition (4) is reduced on ΔT to iP

⊥
0
ψ−

P
0
ψ′

≈ 0, or, due to orthogonality of P
0
, P

⊥
0

, to
P

⊥
0

�ψ ≈ 0; P
0
�ψ′

≈ 0. The results are applied to
design of the resonance quantum switch and spin-
filter based on standing waves in a 2-d quantum
well.
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INTRODUCTION

Understanding time-dependent electron transport 
in mesoscopic systems is a very interesting research 
topic, which has drawn a great deal of research 
interest. [1-3] Here, we present a novel method to 
handle time-dependent transport in low-dimensional 
systems by jointly solving the nonequilibrium Green’s 
functions (NEGF) in the time-domain and the real-
space in a recursive fashion. In this way, we obtain 
electrical current densities in response to time-variant 
voltage signals. 

METHODOLOGY

Our time-domain recursively solving NEGF approach 
is based on the time-domain decomposition (TDD) 
technique [4]. This approach does not need to use the 
wideband limit approximation for electrodes. Thus 
electrodes with an arbitrary-shaped density of state 
(DOS) can be handled. According to the electron 
lifetime inside the devices, we cutoff the negative 
infinity limit in the integral equations of the NEGF. In 
the simulations, we utilize a dynamically allocated 
data-structure, which enables us to compute current 
densities in response to input signals of any time 
duration. Another challenge when we calculate the 
time-dependent transport characteristics is to handle 
an arbitrary-length conductor between the electrodes 
in low-dimensional systems. We handle this problem 
by combining the real-space recursively solving 
NEGF approach with the time-domain recursive 
approach. With this recursive algorithm, we can get 
numerical solutions by using O(log2N) computation 
steps for a system with N principle layers in the 
central conductor. 

DISCUSSION

We apply this method to explore the transient and 
AC transport properties of a 1D quantum-dot array 
system, which can be used to emulate switches and 
interconnections made of low-dimensional materials. 
The electrical current densities in response to various 
pulses and sinusoid waveforms are simulated. The 
delay and distortion information is obtained, and how 
the hopping energy and the length of a quantum-dot 
array affect the transport behavior is further discussed.  

The electron lifetime is extracted from the decay of 
equilibrium Green’s functions GN

r( ) [Fig. 1]. It gets 
larger when the number of dots increases, due to the 

fact that it is inversely proportional to the probability 
of the electron escaping into the electrodes. Fig. 2 and 
Fig. 3 show the injection current densities (flow from 
the electrode where input signals are applied to the 
central conductor) and response current densities 
(flow from the central conductor to the other electrode) 
driven by the pulse waveform and sinusoid voltage 
signals, as the functions of time and the number of the 
quantum dots on the array. The injection current 
densities are almost the same for various dot numbers. 
The delay of response current densities is proportional 
to the array-length, which can be explained by the 
ballistic transport theory.  In Fig. 3, the amplitude of 
the response current density of the 10-dot array is 
largest among the three response current densities. It 
is worth noticing that abrupt negative peaks exist at 
the beginning of the calculated injection current 
density curves. The amplitude of this transient 
overshoot is significantly attenuated as the electrons 
pass through the barrier between the conductor and 
electrode, so the response current densities at the right 
electrode are much smoother compared to the 
injection current densities. The influence of the 
hopping energy between neighboring quantum dots on 
the current densities is shown in Fig. 4. Larger 
hopping energy can suppress the peaks of the 
injection and response current densities at the barrier 
between the electrodes and conductor.

CONCLUSION 

A novel method to handle time-dependent 
transport in low-dimensional systems has been 
proposed and applied to one-dimensional quatum-dot 
arrays. Interesting results are presented and discussed. 
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Fig. 1.  Extraction of the electron lifetime from the 
decays of equilibrium Green’s functions GN

r( ). Here, 
the numbers of dots on the quantum-dot arrays are 5, 
10 and 20, respectively. The hopping energy between 
the neighboring dots is set to be one. 

(a)
Fig. 2. Injection and response current densities driven 
by the pulse waveform, for 1D 5-, 10- and 20- 
quantum-dot arrays, respectively. The hopping energy 
between the neighboring dots is set to be one. 

(b)
Fig. 3.  Injection and response current densities driven 
by the sinusoid voltage signal V=2sin( t), for 1D 5-, 
10- and 20- quantum-dot arrays, respectively. The 
hopping energy between the neighboring dots is set to 
be one. A bias voltage of -2V is applied to the system.  

Fig. 4.  Input pulse waveform and the corresponding 
injection and  response current densities for a 1D 5-
dot array. The hopping energies are 0.1, 1 and 3, 
respectively. 
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INTRODUCTION

Metal-insulator-metal (MIM) diodes may play an 
important role in the future CMOS-compatible, 
high-speed infrared sensor applications. The 
different properties of the I-V curve are of great 
interest in these uses. 

The DC I-V curve of single-insulator-layer MIM 
diodes is treated in several theoretical papers in the 
literature [1-2]. There exist also numerous 
experimental studies on the DC I-V curve of single-
insulator-layer MIM diodes [2, 5-6]. 

Up to now, there have been neither numerical 
results nor experimental papers published on 
double-insulator-layer MIM diodes yet. The present 
paper reports and discusses simulation results on the 
DC I-V curve of MIM diodes with double insulator 
layer. 

PROBLEM FORMULATION AND SIMULATION 
ALGORITHM

The assumed potential profile of the double-
insulator-layer MIM diode without applied voltage 
is depicted in Fig. 1. The value of the current 
density for a given value of the external voltage is 
then determined using the algorithm described in 
[3]. This very simple quantum transport model is 
based on the scattering of the electron wave 
function by a spatially varying potential. The 
tunneling probability of the electrons is determined 
by solving a space-discretized single-electron 
Schrödinger equation. The so called Quantum 
Transmitting Boundary Method (QTBM) [4] is 
applied when solving the equation. 

SIMULATION RESULTS AND DISCUSSION 

The RD resistance and the 2m quality factor of 
the diode are examined as a function of five diode 

parameters. These quantities can be obtained from 
the different derivatives of the DC I-V curve. 

The diode parameters are the total thickness of 
the insulator layers (L), the ratio of the thickness of 
the first insulator layer to the total thickness (rd), the 
ratio of the relative dielectric constants (rε), the 
average work function (φ0) and the asymmetry 
factor of the work functions (α). 

The simulation results are shown in Fig. 2-6. In 
each of the diagrams, three of the five diode 
parameters are kept constant, while the other two 
are considered as independent variables. 
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Fig. 1.  Potential profile of the double-insulator-layer MIM 

diode without applied voltage 
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INTRODUCTION 
For semiconductors with hexagonal crystal ge-

ometry, like 4H and 6H-SiC, as well as GaN, the 
number of atoms in the unit cell is relatively large, 
resulting in complicated band structures with a large 
number of bands. Due to this large number of 
bands, there are several regions in the Brillouin 
zone with small energy distances between the 
bands. The small differences make it necessary to 
consider band-to-band tunneling (interband transi-
tions) in studies of charge transport at high and even 
at moderately high fields [1]. This implies that a 
multi-band description of the quantum state of the 
charge carrier has to be used. Monte Carlo (MC) 
simulations of 4H-SiC show a considerable increase 
of the impact ionization coefficients compared with 
simulations not considering tunneling [2]. However, 
the interference in the carrier velocity has not been 
considered for an ensemble. This study investigates 
the effect of interference on hole velocity in wurt-
zite GaN using a density matrix approach. 

  
FUNDAMENTAL EQUATIONS 

The Krieger-Iafrate (KI) equations, which can be 
derived from the single particle Schrödinger equa-
tion in the presence of an electric field, can be writ-
ten as [1,3,4,5]: 
 

( )[ ] ( ) ( )[ ] ( ),     00
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tCtqtCt
t

C
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−

ε

h
     (1a) 

where is the probability amplitude that the a 

particle starting with the initial wave vector , 

with wave vector  ( ), and 

0k
nC

0k
( )tk ( ) h& /Ek qt = nε  the 

energy in band n. is the coupling between the 
bands n and n’ and is given by: 

nn ′X

( )[ ] ( )[ ] ( )[ ] rdtutuit ncell n
cell

nn
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Ω
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where ( )[ ]rk ,tun  is the periodic part of the Bloch 
function and the integration is performed over one 
unit cell with the volume . cellΩ
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Equation (2) determines the trajectory of the 
Bloch charge carriers during the free flight between 
the scattering events. The first term is a mean value 
of the group velocity while the second term, which 
we call the interference term, is a quantum correc-
tion depending on the relative phase of the expan-
sion coefficients . 0k

nC

SIMULATIONS AND RESULTS 

In Fig. 1 the band structure for the uppermost 6 
valence bands of GaN is shown for a segment paral-
lel to the ΓA direction (crystal axis) starting at a 
point in the ΓMK plane. The x-axis scale corre-
sponds to an electric field of 0.4 MV/cm. This field 
is applied (parallel to ΓA direction) to the ensemble 
of holes in equilibrium. The carriers move and tun-
nel between different bands, which is numerically 
calculated according to Eq. 1. From the resulting 
probabilities the average energy and velocity of the 



ensemble is calculated. We have considered the 
cases of two field strengths 0.4 and 4 MV/cm. 

Fig. 2 shows the mean energy of the ensemble, 
both with and without tunneling. After studying Fig. 
1, it may be believed that the holes tunnel from 
band 3 to band 4, but the contrary is actually the 
case, which is shown in Fig. 3. The increase of en-
ergy shown in Fig. 2 is explained by tunneling from 
band 1 to 2, which is more important because of the 
larger number of holes initially in band 1. In Fig. 4 
the expectation value of the velocity is shown calcu-
lated according to Eq. 3, the classical velocity (Eq. 3 
except interference), and the band velocity, i.e. the 
holes are assumed to stay in the same band. 

CONCLUSIONS 

In this work we present average energy calcu-
lated with the KI equation, i.e. considering band-to-
band tunnelling, for an ensemble of holes and com-
pare it with the energy without tunnelling. Addi-
tionally, the velocity is calculated considering inter-
ference and compared with the velocity not consid-
ering interference and without tunnelling. At the 
workshop results will be shown for 4 MV/cm and a 
density matrix formulation of the KI equations will 
be given. 
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Fig. 1.  Band structure in the ΓA direction for wurtzite GaN, 
E=0.4 MV/cm. 

 
Fig. 2.  Quantum energy (tunneling considered) and band en-
ergy (no tunneling) of the ensemble for 0.4 MV/cm. 

 
Fig. 3.  The probability distribution between bands for a hole 
initially in the third band for 0.4 MV/cm. 

 
Fig. 4.  Simulated velocity considering tunneling including 
interference (quantum velocity), tunneling not including inter-
ference (classical velocity), and without tunneling (band veloc-
ity).  
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In order to fully characterize the transport 
properties of mesoscopic electronic devices, such as 
quantum dots (QD’s) and rings, information on both 
the transmission coefficient (obtained experiment-
ally from the conductance) and the phase are 
necessary.  Phase measurements of the transmission 
can in principle be obtained through the interference 
effects produced in an Aharonov-Bohm (AB) ring 
with one or more embedded QD’s. Transmission 
through the QD has been shown to be coherent, 
maintaining the phase information of the electron 
wave, through the observed oscillatory AB-effect 
which is periodic with the flux quantum, 0=h/e.

In a two-terminal device, current conservation 
and time-reversal symmetry require that the 
transmission is of the form, TLR( 0)=TLR(- 0), 
which forces the phase of the AB oscillations to be 
either 0 or  . An abrupt jump in phase of magnitude 

 is seen at the maxima of the resonant transmission 
peaks. In a multi-terminal device, however, this 
phase rigidity is relaxed, and it becomes possible to 
determine the intrinsic phase shift produced by the 
QD by measuring the phase of the AB-oscillations at 
different energy values across the transmission 
peak.1

In this work, we study a four-terminal AB-ring 
with three QD’s embedded in one arm (Fig. 1). A 
tight-binding model is employed to analytically 
obtain the transmission through the system.  Results 
show that the magnitude and sharpness of the 
resonant peak phase-jumps diminish as a function of 
the degree of coupling to the extra terminals. Fano 
resonances, produced by interference between the 
resonant states of the QD’s and the continuum path 
through the reference arm of the AB-ring, are shown 
to have their zeros lift off the real energy axis into 
the complex energy plane by opening the

transmission through the ring, with coupling to the 
extra terminals by allowing Vd (see Fig. 1) to be 
non-zero. A simple analytical model of the Fano 
resonances shows naturally how the phase transition 
across the resonance peak will soften in the case 
where the transmission zero energy is no longer real, 
but complex. 

Contour plots of the transmission in the complex 
energy plane also show that for this device with 
three embedded QD’s it is possible to vary the 
coupling between the dots to obtain either three Fano 
dipole pairs, or to merge two of the dipoles into a 
Fano quadrupole (see Fig.’s 2 and 3). The Fano 
quadrupole behaves as a coupled object in which the 
two transmission peaks are preserved, but the zeros 
first merge and then move into the complex energy 
plane. As a function of magnetic flux through the 
ring, the zeros of the quadrupole orbit through the 
complex energy plane around the pair of poles 
corresponding to their transmission peaks.2 With this 
device, the unique behavior of both the Fano 
quadrupole and the Fano dipole are exhibited 
simultaneously for proper ranges of the coupling 
parameters.  

The enhanced degrees of control available with 
such a device give new possibilities for controlling 
and investigating the transmission and phase as a 
function of magnetic flux and inter-dot coupling. 

ACKNOWLEDGEMENT 
     This work is supported by the Indiana 21st 
Century Research and Technology Fund. One of the 
authors (E. R. H.) is partially supported by a grant 
from the Center for Energy Research, Education, 
and Service at Ball State University. 

REFERENCES
[1] R.  Schuster et al., Nature 385, 417 (1997). 
[2] A. M. Satanin, E. R. Hedin, and Y. S. Joe, Phys. Lett. A, 

349, 45 (2006). 



Fig. 1.  Schematic of the four-terminal AB-ring with three embedded QD’s in lower arm. 
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An indirect optimization scheme for the dynamic
control of open quantum system is presented. It is
demonstrated at the example of a spin 1/2 system
which strongly couples to a bath of phonons. It
reveals the possibility of control of the effective
system-bath coupling, provided that the system is
addressed in the quantum regime. The method is
compared to direct algorithms, such as the genetic
algorithm.

INTRODUCTION

The fundamental principle of quantum inter-
ference between competing interactions has been
seen as a potential principle of operation for elec-
tronic and electro–optic nanoscale devices of the
future. Unlike optical interference effects, elec-
tronic or spin–based quantum interference effects
in solids are generally difficult to establish and to
maintain.[1] The fundamental reason is the gen-
erally strong coupling of of the electron to its
environment - other electrons and lattice ions. Nev-
ertheless, due to the well developed semiconductor
industry, there has been considerable research effort
in the development of electron (electron spin) based
quantum devices, such as single–electron devices,
resonant-tunneling-based devices, and qubits based
on the spin degree of freedom or point defects with
a discrete spectrum in the main energy gap.

A key issue in ones ability to dynamically con-
trol (elementary) quantum systems along a desired
quantum trajectory is the control of its interaction
with the environment. Ideally one would wish to
be able to eliminate the system–environment inter-
action altogether. Next best would be to minimize
loss of coherence. This leads us directly to an
optimization problem (inverse problem) in which
optimal control fields are sought which, in general,
stabilize coherence of a quantum system. A related

task is the optimization of control fields to maximize
induced quantum interference effects. Best results
can be expected when one is able to address the
system on a time scale where its full quantum nature
can be utilized.

THE INDIRECT METHOD

In this contribution we present an indirect optimal
control scheme for dissipative quantum systems
which we apply to a study of a qubit which couples
strongly to a phonon bath. For this purpose, the
physical objective is formulated within a cost func-
tional

���������	��
��
where

���
��
is the density operator of

the (sub) system obeying a general kinetic equation
of the form
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, whereby
causality is observed. This kinetic equation serves
as a holonomic constraint to the cost functional
in form of a non–Markovian set of differential
equations in the density matrix elements. The cost
function may be used to drive the system from a
given initial state to a given final state, to trap it in
a quantum state, or to optimize absorption, photo–
current yield, etc. An optimum control field is one
which minimizes the cost functional, whereby

���
��
plays the role of a dependent variable.

Here, this inverse problem is solved using an in-
direct method based on the concept of a co–state.[2]
The latter may be viewed as a time–dependent
Lagrangean multiplier which is used to eliminate
variations with respect to the dependent variable
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Fig. 1. Driving a qubit from its ground state into the ”up”
state at given target time: long dashed line: ground state (control
field=0); dotted line: genetic algorithm (Gaussian pulse); solid
line: indirect method.

���
��
, or, as the canonical momentum associated with

the variable
�

when following the Euler–Hamilton
variation principle.[3] This procedure leads to a
generalization of Hamilton’s equations of motion to
non–Markovian systems.

Motivated by the current interest in the con-
trol of qubits, we demonstrate this approach for
a qubit (spin-1/2 system, two–level system) which
is coupled to a bath of phonons within a driven
spin–boson model with strong electron–phonon
coupling.[4], [6] When one is able to address the
system on a time scale where it reveals its non–
Markovian quantum nature, there is generally a
better chance to control the system–bath interaction
than when one is in a time regime where the
latter behaves classically.[5] The difference can be
attributed to quantum interference.

As an example, Fig. 1 gives the results for driving
a qubit from its thermal ground state ( �����

, ���	� )
to z=1 at target time 350 (arb. units). This task is
challenging since the target time is short compared
to the characteristic relaxation time of the system.
For comparison, the result for a Gaussian pulse
which was optimized using a genetic code is given
also. Fig. 2 gives the selected control fields for the
two cases. Details will be presented in the full paper.
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Introduction

The first phase of modeling carbon nanotube
field-effect transistors (CNFETs) can be consid-
ered to be over: simplifying assumptions about
the geometry (coaxial), transport (ballistic), the
potential distribution (azimuthally invariant),
and the gate-metal thickness (zero), have allowed
“ultimate-performance” predictions to be made
for both DC and AC operation. Researchers
are now examining these assumptions to deter-
mine whether they are appropriate for models
intended to predict, and analyze, the perfor-
mance of more realistic devices. In this work
we focus on the azimuthal potential distribu-
tion and on the gate-metal thickness in non-
coaxial structures. We self-consistently solve the
equations of Poisson and Schrödinger: the latter
gives the local density of states from a pz-tight-
binding Hamiltonian using a Non-Equilibrium
Green’s Function formalism, within which the
self-energies for the semi-infinite leads are com-
puted by solving a quadratic matrix equation [1].
We consider two structures: the semicylindrical-
gate geometry shown in Fig. 1, which may
be a realizable tri-gate-like structure, and an
asymmetrical, double-gate geometry shown in
Fig. 2, which has recently been used to study
doped-contact CNFETs [2].

Azimuthal Potential Distribution

Equilibrium results for the azimuthal potential
at mid-tube for our two structures are shown
in Fig. 3. The variation in potential can be
appreciable. The effects of this on the electrical
characteristics of the CNFETs are under investi-
gation; results will be presented in the full paper.

Gate-metal Thickness
In Schottky-barrier CNFETs the gate and

end-contact electrodes are inevitably close
together, resulting in large, gate-thickness-
dependent parasitic capacitances that signifi-
cantly affect the AC performance [3]. In doped-
contact CNFETs the electrode separations may
be larger, but the gate-metal thickness TG will
still influence the electrostatics. The latter de-
vices are of particular interest because of the sup-
pression of ambipolar effects [4], and the possi-
bility of exceptional sub-threshold slopes [5]. So-
lutions to Poisson’s Equation for our two struc-
tures, using null-Neumann boundary conditions
to define the length LSD of semi-infinite, doped
lead within the simulation space [6], are shown
in Figs. 4 and 5. For a self-consistent solution
the potential must become flat well before the
imposition of the null-Neumann boundary con-
dition. For the case of LSD = 20nm considered
here, it is clear that this does not happen even
for TG as small as 2 nm in the semicylindrical-
gate case, but does happen up to TG ≈ 10 nm
in the double-gate case. The implications of this
for the electrical characteristics will be discussed
in the full paper.
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Fig. 1. Mesh for the semicylindrical-gate structure. The
yellow facets are the gate surface. The results to follow
are for an (11,0) tube, with an intrinsic, gated length of
7 nm and doped leads of 20 nm.

Fig. 2. Mesh for the planar, asymmetrical, double-gate
structure. The gates are the cut-out regions. The results
to follow are for an (11,0) tube, with an intrinsic, gated
length of 7 nm, doped leads of 20 nm, oxide thicknesses of
2 nm (left) and 10 nm (right).
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INTRODUCTION

Numerous technological innovations, including

material and process changes such as high–k gate

dielectrics and metal gate electrodes, are investi-

gated to meet the upcoming scaling requirements.

Furthermore, novel structures such as ultra-thin

body and multiple-gate MOSFETs are expected to

be introduced to suppress short-channel effects [1].

To overcome the technological problems, further

theoretical and experimental research is needed

which requires an extensive use of computer simu-

lation.

CAPABILITIES

We present the Vienna Schrödinger Poisson

solver (VSP) which uses a quantum mechanical

transport mode for closed as well as open boundary

problems. The thereby calculated carrier concen-

tration is used in the Poisson equation in a self

consistent manner. The band structure for electrons

and holes is given by an arbitrary number of valley

sorts, defined by an anisotropic effective mass and

a band edge energy. In this way a wide range

of materials can be treated. Also, the effects of

substrate orientation as well as strain on the band

structure is taken into account.

For investigations of MOS inversion layers, a

closed boundary solver using a predictor corrector

scheme [2] is applied. VSP includes models for

interface traps and bulk traps in arbitrarily stacked

gate dielectrics. For the estimation of leakage cur-

rents, carriers in quasi bound states (QBS) as well

as free carriers are considered [3]. Therefore, di-

rect tunneling and trap assisted tunneling are taken

properly into account [4]. These calculations are

performed in a post processing step since they have

a negligible influence on the electrostatics device

behavior. In addition, novel device designs like DG-

MOS structures can be investigated.

For systems which are dominated by transport

phenomena, like resonant tunneling diodes (RTD),

an open boundary solver using the non equilibrium

Green’s function formalism [5] is available. We use

an adaptive method to generate a nonuniform mesh

for the energy-space. Very narrow resonances are

resolved, while the total number of grid points is

kept low, thus delivering stable results at reasonable

simulation times [6].

Some typical applications are described in the

captions of Fig. 1, Fig. 2 and Fig. 3 respectively.

SOFTWARE TECHNIQUES

The software is written in C++ using state-of-the-

art software design techniques. Critical numerical

calculations are performed with stable and powerful

numerical libraries Blas, Lapack, and Arpack. VSP

holds a graphical user interface written in Java, as

well as a text based interface. Furthermore, VSP

has an open software application interface (API) for

the use inside third party simulation environments.

These features are used to perform tasks like pa-

rameter identification and model calibration, e.g for

CV-curves and gate stack optimizations [7].

CONCLUSIONS

We developed a fast and efficient multi-purpose

quantum mechanical solver with the aim to aid the-

oretical as well as experimental research on nano-

scale electronic devices. Binaries are available for

Linux, Windows, IBM AIX, and MacOs on request.

This work has been supported by the Austrian

Science Fund, contract SFB F25.
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In this paper, we present fully self-consistent 
non-equilibrium Green's function (NEGF) calcu-
lations of resonant tunneling diodes and quantum 
cascade laser structures and a careful assessment of 
commonly used approximations in the NEGF 
scheme [1,2]. 

METHOD 

In the present implementation of the NEGF 
formalism, we take into account acoustic and polar-
optical phonon scattering as well as impurity 
scattering, both within the self-consistent Born 
approximation. The momentum and energy 
dependence of all scattering mechanisms is fully 
accounted for. The electron-electron scattering is 
incorporated self-consistently within the Hartree 
approximation. The coupling between the lesser and 
the retarded Green's function is fully taken into 
account. In this way, the scattering states, the 
transition probabilities between them, and their 
occupations are calculated self-consistently. The 
Ohmic leads supply electrons with a density of 
states that is matched to that of the device region 
near the interface to avoid quantum mechanical 
reflections. The occupancy of the lead states is 
represented by a drifted Fermi distribution such that 
device charge neutrality and current conservation is 
preserved. 

RESONANT TUNNELING DIODE 

In Fig. 1, we depict a 40 nm GaAs/Al..3Ga.7As 
resonant tunneling diode with two 3 nm wide 
Al..3Ga.7As barriers and a 4 nm quantum well in the 
center. To the left and right of the barriers, there is a 
3 nm intrinsic region and a 12 nm n-doped region 
with n=2×1017 cm-3, respectively. In order to assess 
the adequacy of approximate quantum transport 
models, Fig. 2 shows a comparisin of the full NEGF 
calculation (circles) with a simplified model 

(diamonds) that neglects all inelastic and off-
diagonal phonon scattering processes 
( , '( , ') z zz z δΣ ∝ ) at 300 K. Computationally, the latter 
approach is orders of magnitudes faster. However, 
the strong inelastic scattering causes the triangular 
quasi-bound state in front of the left barrier to get 
filled with electrons. Then, the peak current occurs 
at a voltage where this quasi-bound state energy is 
in resonance with the resonant quantum well state 
[3]. This is a radically different physical situation as 
in the elastic model where artificial energy 
conservation prevents the electrons to occupy the 
quasi-bound state in front of the left barrier. 

QUANTUM CASCADE LASER STRUCTURE 

In Fig. 3, we show the potential profile and the 
energy resolved electron density, defined by 

2( , ) Im ( , , , )z E d kG z z k Eρ <∝ ∫ , in the active region of 

a GaAs/Al.15Ga.85As quantum cascade laser 
structure. The geometry and doping of the structure 
has been taken from Ref. [4]. The results show 
clearly the necessity to treat coherent and incoherent 
quantum transport on an equal footing. The inverted 
occupation of the two resonance levels in the central 
double quantum well is clearly visible. The 
calculated photon emission energy is 17.5 meV 
(exp: 14.2 meV). The inelastic LO phonon emission 
(35 meV) across the last barrier on the right hand 
side efficiently empties the lower of the double 
quantum well levels, in accord with the data. 
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Fig. 1.  Conduction band energy of the GaAs/Al.3Ga.7As 

resonant tunneling structure described in the text, at a bias 
voltage of 200 mV.  

 
 
 

 
 
Fig 2. Calculated current density in the GaAs/Al.3Ga.7As 

resonant tunneling structure of Fig. 1 with (circles) and 
without (diamonds) off-diagonal inelastic scattering. The 
connecting lines are only meant to guide the eye. 

 
Fig. 3.  Potential profile of 50 nm GaAs/Al.15Ga.85As quantum 

cascade laser structure from Ref. [4] at a bias voltage of 60 
mV. The energy resolved electron density is shown as 
contour plot. The arrows are only meant to guide the eye 
and show the calculated emission energies (white = 
photons, black = phonons).  
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INTRODUCTION

In recent years, nanoscale MOS transistors as

well as nanowires and molecular electronic devices

have been actively studied [1]. It is now possible

to manufacture transistors with channel lengths as

small as 10 nm and below. At these scales, quantum

effects such as tunneling are significant and have

to be included in the simulation model. Despite

the fact that transport issues for nano-transistors,

nanowires and molecular electronic devices are very

different from one another, they can be treated

with the common formalism provided by the Non

Equilibrium Green’s Function. This approach is

based on the coupled solution of the Schrödinger

and Poisson equations. Our algorithm focuses on the

computationally most expensive part which is the

solution of the Schrödinger equation for the electron

density, which is then used in the Poisson equation.

After certain key simplifications [4], the problem is

reduced to computing the diagonal elements of the

matrix G = [EI − H − Σ]
−1 (retarded Green’s

function) and G
<

= GΣ
<
G

† (less-than Green’s

function), where the energy level E, Hamiltonian

matrix H , and self energies Σ and Σ
< (see

Svizhenko [2] for those notations) are in this work

considered to be given. († denotes the transpose

conjugate of a matrix.) We now describe how to

compute the diagonal of G and G
< efficiently. Our

algorithm can be derived for devices of arbitrary

geometry and for arbitrary boundary conditions;

however for simplicity we will focus in this paper

on 2D rectangular devices (a typical geometry used

for modeling MOSFETs [2]).

DESCRIPTION OF THE ALGORITHM

Let’s first consider G (the extension to G
< is

presented below). The basic idea of our algorithm is

to perform many LU factorizations on the given ma-

trix to compute the diagonal elements of its inverse.

By taking advantage of the sparsity of the given

matrix, LU factorizations can be performed very

efficiently. Once the LU factorization is complete,

we can easily compute the last entry on the diagonal

of the inverse: for the n × n matrix G
−1

= LU ,

we have Gnn = 1/Unn. Although we can only

compute Gnn in this way, we can choose any node

and reorder G
−1 to make the node correspond to

the (n, n) entry of the reordered matrix and thus

compute all the diagonal elements of G.

If we have to perform a full LU factorization

for each of the n reordered matrices, the algorithm

will not be computationally efficient even though

each LU factorization is very fast. However, if

we reorder those matrices properly, many partial

factorizations for different reordered matrices turn

out to be identical. We can store the results of

those partial factorizations in a binary tree (its

structure follows the nested dissection procedure of

George [5]) and reuse them many times thereby

reducing considerably the computational cost. As a

result, the total cost of performing the LU factoriza-

tions on all the n reordered matrices is of the same

order as performing the LU factorization on one

matrix and thus computing all the diagonal elements

of G is very efficient. This is the main merit of our

algorithm.

For a square mesh of size N × N , the computa-

tional cost dominates at the top level of the binary

tree. The cost of performing partial factorization at

the top level is O(N3
) and we showed that the

total cost turns out to be also O(N3
). For rectangle

meshes of size Nx ×Ny with Nx < Ny, the cost is

O(N2
xNy).

We can also extend the above idea to computing



G
<. Define R

def
= L

−1
Σ

<
L

−†
= UG

<
U

†, then

we have G
<
nn = Rnn/|Unn|

2. In principle, R is a

dense matrix which is very expensive to calculate.

However, by taking advantage of the sparsity of

Σ
<, we created an algorithm to compute Rnn

whose cost is of the same order as computing

Unn. By using a re-ordering strategy and storage

of intermediate steps similar to the ones described

above, we derived an algorithm to calculate the

diagonal of G
< in O(N2

xNy) steps.

Unlike the computing cost that dominates at

the top level, the memory cost is about the same

(∝Nx Ny) at each level of the tree. We have

log(NxNy) levels and thus the total memory cost

is O(NxNy log(NxNy)). This is asymptotically

better than the algorithm given by Svizhenko et

al. [2] since the memory cost of their algorithm is

O(N2
xNy).

RESULTS

We made comparisons between our algorithms

and the algorithm given by Svizhenko [2] (see

Lake [3] for an earlier version in 1D). Their al-

gorithm is based on computing all the diagonal

blocks of G and G
< using a forward and backward

recurrence along the y axis of the device. The cost

of their algorithm is O(N3
xNy) since the inverse

of Ny matrices of size Nx needs to be computed.

Fig. 1 shows a comparison of running time between

the two algorithms. We can see that our algorithm

uses much less time when the mesh size exceeds

100 × 100 and scales much better overall. Fig. 2

shows the comparison of memory cost between the

two algorithms. We can see that the memory cost

of the two algorithms is about the same (because of

the larger constant factor in our algorithm) but the

memory cost of our algorithm increases slower than

the other algorithm so it is asymptotically better.

DISCUSSION

The constant factors in the running time and

the memory cost of our algorithm are expected to

improve by about 50%. This will be achieved by

exploiting more efficiently the sparsity of G
−1.

The algorithm described here can be extended to

arbitrary geometries. It is applicable to a large class

of devices including nanotubes and nanowires.
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Recent research considers silicon a promising

material for spintronic applications, because of its

high spin coherence time and its mature technol-

ogy [1], [2]. A detailed investigation of the spin

properties of a quantum dot would require a suitable

simulation tool, of which there are no examples in

literature.

In this work, we present a numerical simulation

of a silicon quantum dot in a magnetic field based

on the solution of the many body Schrödinger

equation, on the basis of Current Spin Density Func-

tional Theory (CSDFT) [3], in the Local Density

and Approximation (LDA), based on the formula-

tion proposed by Koskinen et al. [4]. The effective

mass approximation is used; mass anisotropy and

degeneracy of conduction band minima are taken

into account.

In Fig. 1, we show the flow chart of the sim-

ulation. Starting from an initial guess, the single

particle Kohn-Sham equation is solved 6 times in

the dot region, for each spin in each conduction

band minimum (3 for silicon). Each single particle

level is filled in the order of increasing energy, and

the electrochemical potential μ is calculated with

Slater’s rule.

Once spin up and spin down electron densities

are computed, the nonlinear Poisson equation is

solved in the three dimensional domain by means

of the Newton-Raphson method. The algorithm is

then repeated cyclically till convergence is achieved.

In Fig. 2 we show the 3D structure of the

simulated device, which has a square transverse

cross section. The dot is a 4× 30× 30 nm3 silicon

box embedded in SiO2. In Fig. 3, we show a cross

section of the electron density for 3 electrons in

the dot for B = 0 T and B = 4.75 T.

In Fig. 4 we show the addition energy

Δ2(N) = μ(N + 1) − μ(N) of the dot, where

N is the total number of electrons in the dot.

The maxima are for multiples of four electrons

in the dot, due to the double degeneracy of each

conduction band minimum. In Fig. 5 we show

the first seven eigenvalues as a function of the

magnetic field for three electrons in the dot. As

can be seen, for B = 2 T there is a change of spin

polarization.

In the final version of the paper, we discuss all

the convergence issues and the behavior of spin

polarization of the quantum dot as a function of

the magnetic field, of the number of electrons, and

of the dot geometry.
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Fig. 2. Three dimensional simulated quantum dot structure:

the silicon dot (4 × 30 × 30 nm3) is embedded in SiO2. The

bulk is p-doped with NA=1018 cm−3. Dimensions in the figure

are in nanometers.

Fig. 3. Electron density for three electrons in the quantum dot

for B = 0 T (top) and B = 4.75 T (bottom).
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INTRODUCTION

We are concerned with approximations of the

many-body problem of nonrelativistic quantum dy-

namics of N interacting electrons. One would ide-

ally like to solve the N-body time-dependent lin-

ear Schrödinger equation (TDLSE) with Coulomb

potential and a time-dependent external potential�������	��
�
which reads,���� 
���� ����������� ��! #"%$ �'& �������	��
� �)( (1)

& ���*+�-,/.0* � 12 ��� � � . 2 �
in atomic units. Here

�-�436587
denotes the position

coordinates of the 9!:<; particle. Although (1) is

a linear PDE, it scales quite unfavourable with

increasing number of particles which makes it prac-

tically impossible to compute solutions directly for

systems with more than a few electrons.

To avoid this problem, often coupled systems of

nonlinear Schrödinger equations for several single-

electron “orbitals” are used in practice. One way

to obtain such simplified models from (1) is by

“variational approximation”. This technique pro-

duces the time-dependent Hartree-Fock (TDHF)

or multiconfiguration time-dependent Hartree-Fock

(MCTDHF) sytems and a large variety of other pos-

sibilities [9]. A different approach is time-dependent

density functional theory (TDDFT) which produces

the time-dependent Kohn-Sham system [10] and [1].

In this work we will focus on models derived by

the “variational approximation” approach - namely

the TDHF and MCTDHF system.

THE MCTDHF EQUATIONS

To illustrate the method we consider the 2-

particle MCTDHF-ansatz

� �>=?�@��= � � � A��B .-���!C �D.FE ���>=?��� EG. �>= � �D� (2)

where H E �@� E � �-I-I-I0� E AKJ is an orthonormal set ofLNMPO orbitals. The coefficients satisfy C .�� � � C �D.
so that � is antisymmetric, thus obeying Pauli’s

exclusion principle, and Q 2 C �D. 2 � � 1 to ensureR � R � 1 .The Dirac-Frenkel variational principle yields a

system of ordinary differential equations for the

coefficients C �D. , coupled to a system of partial

differential equations for the orbitals
ETS

which reads

in vector notation for UE � � E �@� E � �-I-I-I0� E A �WVXX 
 C �D. � � ��YZE ���>=?��� EG. �>= � �D��� � �>=?�-��= � �D[ \ 9 �D] (3)XX 
 UE � �O �  _^a` A � UE � � ��� ` �cb � ^ad�e � f ����gh � � �)I (4)

Here A is the antisymmetric coefficient matrix

and d � fif V
. b is the projection onto the subspace

spanned by the orbitals
EGS

,
� gh � � � denotes the vector�W� hkj � � �D�-I-I-I0��� h0l � � ���WV , where

� h $ � � � is defined

bym>n ��� h $ � � ��o �qp
n �>=?��� E ���>= � �����>=?�@��= � � � �>=?�@��= � � X =?� X = �

for all

n 3sr
.



OUR GOALS AND (NUMERICAL) METHODS

We want to contribute to a better understanding

of the derivation of these models (cf. [5], [3] and

to to understand their interrelationships as part of a

model-hierarchy.

We carry out numerical tests to study systemat-

ically how the (MC)TDHF models perform in the

context of computationally feasible “toy” problems,

compared to the linear N-particle Schrödinger equa-

tion.

It is basically impossible to estimate ”a priori”

which of the models in the hierarchy is ”better” for

the calculation of a certain quantity - for example

it is well known that sometimes the simple Hartree

approximation gives better results than the more so-

phisticated Hartree Fock equation, especially when

”correlation” effects play a role that are ignored by

definition in the TDHF method. (cf e.g. [3] and [8]).

Clearly, MCTDHF is the canonical way to im-

prove the TDHF method and should, with increasing

number of configurations, converge to the solutions

of the N- body TDLSE.

However, the proof of convergence of solutions of

MCTDHF to the solutions of the time-dependent N-

body SE (in some appropriately defined trace norm,

cf. [5], [3] is still completely open. Let us remark

that for MCTDHF all basic mathematical questions

are open, starting with existence of unique solutions

(cf. [4]) up to questions of how going beyond the

Born-Oppenheimer approximation of ”static ions”

(cf. e.g. [7]).

We state recent results of mathematically oriented

papers in a way that is understandable also for

physicists and (quantum) electrical engineers and

we study numerically convergence of certain phys-

ically interesting quantities, like charge densities or

”correlation” according to the new definition [8].

To calculate numerical solutions of the MCTDHF

equations is not trivial, since it requires the solution

of a nonlinear system of ODEs for the coefficientsC �D. �>
� coupled to the evolution equations for the

”orbitals”
EGS ������
�

.

In order to solve the MCTDHF equations (as

well as the TDHF equations) we use a time-splitting

spectral scheme which was originally developed for

the cubic NLS [2] and which has been proven to be

a very efficient tool for very general classes of NLS

(e.g. [1], [6]).

Using Born von Karman periodic boundary con-

ditions on a sufficiently large domain of calculation

fits well with the trigonometric spectral method for

the free evolution that is split in time from the

nonlinear potential part that yields an ODE that is

solved by a fourth order Runge-Kutta scheme.

We present simulations for a 2 electron system in

1 space dimension where all equations of the hier-

archy, including the N-body TDSE, can be solved

relatively easily.
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The k · p method [1] is widely used in compu-
tational electronics for its ability to yield accurate
band structures in the region of relevance for device
operation. Several models can be constructed, based
on the number of bands that are explicitly treated.
Thus, it is common to talk about a single band (or
two-band, with spin) model when only the conduc-
tion band (CB) is of interest, a four-band model
describing heavy and light holes (HH, LH), or an
eight-band for equal treatment of the CB, HH, LH
and split-off (SO) bands. If nonparabolicity effects
farther from the zone center need to be included, or
the device operates under the action of a magnetic
field, it may become necessary to venture into
fourteen- [2] or even sixteen-band models [3], [4].
Of course, if the parametrization of these models
is appropriately obtained, the obtained value for,
say, the conduction band effective mass should be
independent from the model choice. Thus, we can
say that these k · p models provide good fitting of
the eigenvalues to experiment.

Then, the natural question arises to whether k ·p
models can also provide good fittings to exper-
imental eigenstates. The correct computation of
these eigenstates is of great importance for optical
transitions [5] or in interband tunneling [6], whose
magnitude is given by the amount of coupling and,
ultimately, by the overlap between different eigen-
state components. These components also play a
determinant role in some aspects of spin dynamics,
such as the Elliot-Yafet [7], [8] spin relaxation
mechanism. By eigenstate components we mean the
coefficients cm,n(k) = 〈um

k0
|un

k〉, where un
k(r) is the

periodic part of the wavefunction of band n at a
general k point in the Brillouin zone, and um

k0
(r) is

the wavefunction for the preferred k0 about which
the k ·p development is made—the set of |um

k0
〉 for

all m form a basis.
For some cases, the answer to the question in

the preceding paragraph is obviously not. Take,
for example, a single band model. Far from the
zone center, this model would be unaware that the
true eigenstate acquires some hole component (and
split-off, remote conduction band. . . components as
well). Thus, we are interested in studying how big
a model must be taken in order to ensure that the
eigenstates have the correct mixing behavior.

Here we will present a systematic study with
several k·p models with increasing number of bands
to determine the minimum number required to ob-
tain realistic descriptions of the eigenstate behavior
close to the Brillouin zone center for zincblende
semiconductors. Because of the difficulty of finding
experimental values for the eigenstate components,
we will fit to eigenstates computed by more atom-
istic methods, such as a 40-band empirical tight
binding model [9] and Quasiparticle self-consistent
GW (QPscGW) [10], [11] calculations.

We will also show how the eigenstate fitting
procedure can remove some of the uncertainties
that the determination of k · p parameters from the
effective masses only has.
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INTRODUCTION

Semiconductor nanowires represent an attractive

material system since they can be now produced

with controlled material composition, physical

dimensions, and electronic properties. Furthermore

they can function at the same time as interconnects

and as devices: with an individual nanowire,

nanoscale field effect transistors (FETs) have

already been realized [1].

On a simulation perspective, semiconductor

nanowires are also very interesting because they

exhibit electronic properties that can not be found

in the usual MOSFET, like the 2D confinement

of the electrons (or holes) in the channel. This

implies that the widely spread effective-mass

approximation can no more be used for transport

calculation in devices with strong confinement,

where the bandstructure plays a crucial role. In

this work, therefore, an atomistic treatment of

silicon nanowires is proposed with not only perfect

contacts but also transitions from 1D (quantum

well) to 2D (quantum wire) confined structures.

RESULTS

To account for bandstructure effects in Si

nanowires, the sp3d5s∗ empirical tight-binding

method is applied. Its parameters are optimized

to reproduce the bulk bandstructure [2] and are

assumed unchanged for nanostructures. The wire

itself is constructed by translating the primitive

unit cell of the semiconductor crystal, composed of

two atoms. A small example with two additional

quantum well reservoirs is shown in Fig. 1: the two

different atoms of the primitive cell are plotted with

different colors. Others than (100) growth directions

can also be selected.

Any quantum transport problem requires appropri-

ate open boundary conditions. The usual technique

assumes semi-infinite reservoirs (Source and Drain)

that are the prolongation of the device. In the

present case this means a 2D electron confinement

for the reservoirs. However, realistic devices have

larger Source and Drain regions than the nanowire

channel, leading to a transition from a 1D confined

electron gas to a 2DEG one. This has a strong

influence on the characteristics of the device, such

as the transmission and the density of states, as

shown in Fig. 2 and 3 but also on the computational

effort.

The device is solved with an atomistic Green’s

function method whose boundary conditions are

represented via self-energies. Their calculation can

be accomplished via a recursive algorithm [3]. How-

ever 80% of the CPU time is still dedicated to that

process. To improve the numerical efficiency a new

algorithm was developed, based on the propagating

waves in the reservoirs. It is 15-20 times faster

than what is presented in Ref. [3] for this specific

problem. The well established algorithm is labeled

“Sancho-Rubio”, the new one “injection” in Fig. 3.

CONCLUSION

A more realistic treatment of Si nanowires is

presented where perfect contacts are replaced by

quantum wells. A new algorithm is used to solved

the resulting problem.
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Fig. 1. Schematic view of a Si nanowire (1D electron gas) with quantum well Source and Drain (2D electron gas). Benchmark
example for the wire: x=22 nm, y=1.6 nm, z=1.6 nm. Source and Drain are assumed infinite in the x and y directions.
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the same as the Device, DOS is perfectly smooth in x and step-like in E, (b) with discontinuity in BC (2DEG-1DEG transition)
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INTRODUCTION

We have studied the effect of a potential barrier
included in a mesoscopic cavity, i.e. a region much
wider than the Fermi wavelength of the electrons
and delimited by constrictions that are of the or-
der of such a wavelength. Mesoscopic cavities are
usually obtained by means of two quantum point
contacts that define constrictions with a width of a
few tens or hundreds of nanometers in a mesa that is
several microns wide [1]. Several interesting results
have been obtained for the noise and conductance
behavior of such structures [2], [3], [4].

Here we focus on an intriguing property of a cav-
ity containing a relatively opaque (compared to the
constrictions defining the cavity) barrier. In partic-
ular, we have observed that the overall conductance
of the cavity is strongly dependent on the position
of the barrier, with a maximum corresponding to
the situation with the barrier exactly in the middle
of the cavity. The most striking feature is that in
this condition the overall transmission coefficient is
much larger than that which would be associated
with the isolated barrier.

MODEL AND NUMERICAL RESULTS

We adopt a numerical approach based on the
recursive Green’s function technique and consider
a mesoscopic cavity, sketched in Fig. 1, which is
defined by hard walls, with a length of 5 � m.
Different values are considered for the width of
the cavity and of the constrictions. In Fig. 2 we
report the dependence of the overall transmission
of the structure as a function of the position of an
11 nm thick and 40 meV high potential barrier in a
cavity that is 500 nm wide and delimited by 50 nm
constrictions. The transmission of the barrier alone
at the value of the energy being considered (9.03
meV) is 0.195: it is apparent that when the barrier is

located exactly in the middle of the cavity, the trans-
mission reaches a value (0.6) well above that for the
cavity, thus exhibiting quite significant a tunneling
enhancement. Enhanced tunneling is observed also
for positions corresponding to 1/4 and 3/4 of the
cavity and for other intermediate positions. In Fig. 3
we report data for a structure identical to the one
just described, but with the right constriction 70 nm
wide: constriction asymmetry does not destroy the
effect. The tunneling enhancement gains in strength
as the cavity is made wider, as shown in Fig. 4,
where the transmission dependence is reported for
a cavity width of 4 � m, and a 15 nm thick barrier
(with a transmission factor 0.244). In this case only
a very strong peak for the barrier in the cavity center
survives, while the others disappear.

This is not a simple resonance effect, because
it can be observed over a large range of energies,
as shown in Fig. 5, where the transmission of
a cavity with a barrier in the middle is plotted
(thick curve) as a function of the Fermi energy. We
propose a preliminary explanation based on the fact
that odd longitudinal modes in the cavity are not
significantly affected by the presence of a barrier in
the middle, where they have a node. The modes
in the constriction couple to such modes in the
cavity, which can propagate freely and reach the
exit constriction.
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Fig. 1. Sketch of the cavity with the potential barrier.
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Fig. 2. Transmission vs. barrier position for a symmetric 500
nm wide cavity.
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Fig. 3. Transmission vs. barrier position for an asymmetric
500 nm wide cavity.
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INTRODUCTION

Since the double gate SiO2/Si/SiO2 structure has
been proposed as a resonant tunneling diode (RTD)
[1] the first experimental observations [2] and
theoretical models [3] have been reported. However,
theoretical simulation of current flowing through the
RTD structure wrestles with difficulties resulting
from details of the device's physics and numerical
procedure efficiency. This paper describes an
implementation of the inelastic scattering into the
steady-state model of the RTD.

THEORETICAL MODEL

Fig. 1 shows the carrier flow paths in a biased
RTD structure. JeCrt is a current of electrons, which
successfully tunnel from the emitter to collector. SeE

is the current of electrons tunneling from the emitter
to the base and then, on their way of multiply
reflections between the barriers, are scattered by
inelastic processes. JeErt and SeC denote similar
fluxes for electrons tunneling from the collector. In
the steady state the total scattering flux SeE + SeC

charging the base must be equal to the flux of
electrons leaving the quasi-bounded levels in the
base Eij by tunneling to the emitter IeE and collector
IeC or recombining with holes Srg. Similar fluxes and
the steady-state condition can be defined for holes.
Thus, the terminal electron and hole currents are:

eCeCeRTeEeEeRTe JSJJSIJ +−=−+= (1)

hChChrthEhEhRTh JSJJSJJ −+=+−= (2)
where IeRT = IeCrt - IeErt and IhRT = IhErt - IhCrt are the
net electron and hole resonant tunneling currents.

With the use of the transfer matrix method, the
scattering matrix elements [SE], [SB] and [SC] are
determined, that tie (aout, bin) to (ain, bout)
components of the wave functions in the appropriate
regions (Fig. 2). It is assumed that due to scattering
the tB and tB' transition factors through the base are

reduced by (1-Psc)
1/2, where Psc = 1-exp(-tT/τsc) is the

scattering probability during the time tT of one
transit through the base between the subsequent
reflections from the barriers. The resonant tunneling
probability PeCrt to the collector is expressed as:

( )( )

2

'''1'1 CBBECBBE

CBE

xCE

xEC
eCrt rttrrrrr

ttt

mk

mk
P

−−−

= (3)

where the transmission t and reflection coefficients
r are complex quantities. The scattering probability
of electrons tunneling from the emitter is given by:

CEB

CB
scEsE

RRP

RP
PPP

21

1

−

+
= (4)

The resonant tunneling currents and the scattering
fluxes are obtained by integrating products of the
appropriate probabilities PeErt or PsE and the ' supply'
function NE(E) in the emitter. The tunnel currents
from discrete levels to the gate electrodes are
calculated by summing the products of two-
dimensional electron concentrations and escape
rates to the electrodes.

DISCUSSION

Fig. 3 shows the resonant tunneling probability to
the collectoor without (Prt0) and with scattering
(PrtS) for a double polysilicon gate (ND = 2x1020cm-

3) diode with a 3nm thick intrinsic silicon well and
two SiO2 layers of 1nm thickness. The assumed
scattering time constant was tsc = 3x10-14s as an
average of the scattering rates calculated for the
obtained quasi-bounded level spectrum according to
the perturbation approach. As can be seen, the
scattering probability flux for a given energy can be
approximated by probability of the sequential
tunneling through the first barrier. Scattering damps
the tunneling probability peaks. Fig. 4 shows the
energy distribution of currents of electrons
tunneling from the emitter with the transverse
effective mass. The net resonant tunneling current



Jert is compared with the fluxes SeC and IeC affecting
the terminal current according to (2). The resultant
terminal current with and without scattering is
shown in Fig. 5 in dependence on the voltage.
Scattering suppresses the resonant current peak for
the considered parameters of the DG MOS system
and the total current in the plane of collector is
dominated by current IeC of non-coherent electrons.

CONCLUSION

Modeling the inelastic scattering effect on the
resonant tunneling current may be a key issue for
developing a reliable RTD' s simulator.
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INTRODUCTION

Carbon nanotubes are a very promising material
for nanoelectronic applications, due to their very
small size and to their peculiar physical properties.
A carbon nanotube can be described as a graphene
sheet rolled into a cylindrical shape. Its dispersion
relations can be found from those of 2D graphite
by enforcing a closure boundary condition.

METHODS

The graphene energy bands can be found ei-
ther using global methods (such as tight-binding),
which provide results over the whole � -space, or
local methods (such as ���	� ), which yield the
correct energy bands only near their extrema, but
with less computational effort. In particular, using
the tight-binding method [1] and considering only
the effect of the 
��� atomic orbitals (the most
relevant for transport) as well as only nearest-
neighbor interaction, we find the graphene energy
dispersion relations reported in Fig. 1. Alternatively,
if we insert the slowly varying electronic envelope
functions into the tight-binding equations, around
the extrema we obtain a ����� Hamiltonian matrix,
the eigenvalues of which give the ����� dispersion
relations of graphene [2]. Enforcing closure periodic
boundary condition for graphene corresponds to
considering cross-sections of the graphene energy
bands along parallel segments; if we replot the thus
found cross-sections in the nanotube Brillouin zone,
we obtain the nanotube dispersion relations (Fig. 2).
By differentiating the thus computed dispersion
relations, it is then possible to obtain the density
of states (DOS).

COMPARISON AND IMPROVEMENTS

In Figs. 3-6 we show the results obtained with the
two methods, in terms of energy bands and DOS,
for two nanotubes with different circumference. The����� method yields quite good results for the
bands obtained by cross-sectioning the graphene
dispersion relations near their extrema. In partic-
ular, for nanotubes with larger circumference, the
bands closer to the graphene extrema are better
reproduced, due to the smaller distance between
the parallel segments on which we take the cross
sections of the graphene energy bands. Analogously,
the DOS obtained with the ����� method is very close
to the one computed with the tight-binding approach
for small values of the energy, corresponding to
the energies for which the ����� method provides a
good approximation of the graphene energy bands.
In these calculations ����� is faster than tight-binding,
not only because of the reduced complexity of the
calculations, but also because in the ����� approach
(in which calculations are made relatively to the
graphene extrema points) we can eventually limit
ourselves to the determination of only the bands
closest to the graphene extrema (which are the most
interesting for transport analysis), while with tight-
binding this choice of bands can be much more
difficult. We propose an innovative procedure that,
adopting an unusual choice of unit vectors in the
reciprocal space, allows to easily select such bands
in the tight-binding method.
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Fig. 3. Dispersion relations of the nanotube (5,0) computed
with the tight-binding method (solid lines) and with the �����
method (dashed lines); ��� is the absolute value of the transfer
integral between nearest-neighbor atomic orbitals.
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Fig. 4. Density of states of the nanotube (5,0) computed with
the tight-binding method (solid lines) and with the ���	� method
(dashed lines).
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with the tight-binding method (solid lines) and with the �����
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The importance of discrete dopant in the 
source/drain, straight dopant in the channel, and 
imperfections in the Si/SiO2 interface became very 
important at nanometer device dimensions. The 
effect of random dopants and surface roughness do 
not average on such small devices. Therefore the 
particular configuration of dopants from device to 
device produce fluctuations in the current and 
threshold voltage in an ensemble of technologically 
similar devices as show previously using 2D NEGF 
simulations [1]. Quantum phenomena are important 
for those small devices. One of the well established 
techniques for Nano-CMOS device simulation is the 
Non Equilibrium Green’s Function (NEGF) 
approach to quantum transport.  Two dimensional 
NEGF models produce reasonable qualitative 
results however the restrictions to the line charges 
and 1D interface roughness result in an 
overestimation of the effect of fluctuations, 
especially in very small devices. A more realistic 
situation can be achieved in 3D but unfortunately 
the 3D quantum mechanical NEGF description of 
the transport is very computationally expensive and 
memory consuming. This is because of the fine step 
energy integration and large matrix inversions 
requirements. Fortunately faster processors and 
larger memories are becoming available allowing 
the 3D NEGF technique to become a realistic choice 
for the simulation of in ballistic nanotransistors.  
Here we present the development of a full 3D 
NEGF simulator, which runs in parallels, and is able 
to compute electron density, current and 
transmission for different device configurations. 
The simulator allows the used of different boundary 
conditions in the cross section of the device 
including reflected, wrapped around, and zero 
density boundaries. A recursive algorithm, in order 
to calculate the density of states and electron density 
has been incorporated. This allows us to calculate 

efficiently the diagonal terms of the Gr retarded 
green function and G<  the less than green function 
which are needed in order to compute the density of 
states and the electron density respectively. The 
calculation of the first off diagonal terms of G< is 
needed in order to compute the current density. The 
self-energies are calculated following [2].. In this 
work we have concentrated on the sub threshold 
regime, where the coupling with the Poisson 
equation is not essential. Our main focus is the   
impact of the location of unintentional dopant, and   
their relative configuration on the transmission and 
electron density. The effect of the surface roughness 
on the electron density has also been studied for 
different randomly generated surface roughness 
configurations. A slab of 2nm x 2nm x 6nm 
undoped Si has been used in the simulations. Å 
mesh spacing is used for generating the space mesh. 
The energy mesh contains around 600 points. Fig 1 
and Fig. 2 show the potential and current density 
landscapes for two transversal plane (y is the 
transport direction) in the case of 2 non aligned 
charges along the channel. Figs. 3, 4 show the same 
distribution in the case with interface roughness. 
The potential and electron density for two different 
cross sections are shown in fig. 5 in the presence of 
roughness. Fig. 6 shows the transmission as a  
function of energy for 5 different cases. Note than in 
the case of 3 impurities the transmission start early 
than in the case of 2 impurities showing a 
constructive interference.  

REFERENCES 

[1]  A.  Martinez, A. Svizhenko, M. P. Anantram,  J. R. Barker, 
A.R. Brown and A. Asenov,  IEDM  Tech. Dig., 627 
(2005). 

[2] R. Venugopal, Z. Ren, S. Datta and M. Lundstrom, 
Simulating quantum transport in nanoscale transistors: 
Real versus mode-space approaches, J. App. Phys. 92, 
3730-3739 (2002) 



 

Fig. 1.  upper and lower panels present the potential and current 
landscape respectively for the case of two non alignment 
charges for the zy plane  

 

Fig. 2.  Same as fig. 1 but for the xy-plane 

 

Fig. 3.  Same as fig 1 but for the case with interface rougness 

 

 

Fig. 4.  The same as fig. 3 but in the xy-plane 

 

Fig. 5.  The two upper panels show the interface roughness for 
two different cross sections and the lower panels stand for the 
corresponding electron densities 

 
Fig. 6.  The transmission function for some of the cases 
simulates. The case without impurities and surface roughness is 
also shown. 
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Non-planar two-dimensional (NP2D) electron 

systems have started to attract theoretical attention 

[1,2], as they can presently be reliably fabricated on 

both III-V thin-film heterostructures [3-5] and 

strained Si nanomembranes [6]. Curvature becomes 

another degree of freedom available for 

manipulating electronic properties of these systems 

(Fig. 1), which leads to novel basic physics and 

suggests NP2D application in NEMS as ultra-

sensitive scales and sensors.  

In this paper, we report the high-field 

magnetotransport calculations in a ballistic curved 

resonant quantum cavity (RQC).  The NP2D 

electron system is formed at the junction of a 

GaAs/InGaAs heterostructure by creating two 

symmetric constrictions (of 40 nm width) in a 200 

nm wide quantum wire (Fig. 2).  Upon selective 

underetching of the sacrificial layer, strain 

relaxation causes the wings of the cavity to roll into 

a partial cylinder, while the central spine (also 40 

nm wide) remains tethered to the substrate. (This 

design loosely follows that of Ref. [7], although 

those experiments dealt with pronouncedly 

scattering-limited transport at non-cryogenic 

temperatures.) Planar RQCs of similar construction 

have been studied extensively and their transport 

properties are well-known [8].  Cylindrical 

structures, however,  display interesting physics on 

a number of levels.  Their curvature induces an 

attractive geometric potential [9], inversely 

proportional to the radius of curvature squared.  

Moreover, their surfaces do not remain normal to 

the direction of the magnetic field, creating non-

uniformities in the flux. The interplay of these 

factors has interesting effects on the transport 

properties of cylindrical RQCs, as seen in Fig. 1, 

which depicts the dependence of the conductance on 

the curvature and magnetic field (low-field regime). 

Computationally efficient modeling of quantum-

scale transport under strong (>1 Tesla) magnetic 

fields has been a challenge. Recent enhancements to 

the well-known recursive Green’s function method 

[10] have improved the feasibility of high-field 

magnetotransport simulations.  This has been 

accomplished through the decomposition of 

complex geometries into multiple connected 

modules with symmetry-adapted gauges. Local 

gauge transformations are performed at the 

junctions between modules, and the final 

transmission matrix is transformed back to gauge-

invariant form. We have expanded this method to 

incorporate non-planar (specifically cylindrical) 

geometries. Fig. 2 illustrates the evolution of the 

calculated electron density as the cavity rolls up in 

in a homogeneous magnetic field of 10 T, applied 

perpendicular to the flat cavity (topmost left panel).  

Starting from the well-defined edge states in the flat 

cavity, the electron distribution throughout the 

cavity is altered with increasing curvature.  

In summary, we present a comprehensive 

magnetotransport calculation on NP2D cylindrical 

systems. This work elucidates a signature of NP2Ds 

and a source of their large potential in NEMS and 

sensing applications: the interplay between 

electronics and geometry. 
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Fig. 1.  Conductance, represented by color and given in the 

units of the conductance quantum 2e2/h (see color bar, top) as a 

function of the magnetic field (horizontal axis, in Tesla) and 

curvature (vertical axis, in units of width / radius of curvature).  

Electron density is 4.5 x 1011 cm-2. 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 
 

 

 

 

 

Fig. 2.  Evolution of edge states under a 10 Tesla uniform 

magnetic field (perpendicular to the flat cavity), as the quantum 

cavity rolls up under strain.  
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INTRODUCTION

In ultra-small MOSFETs, quantum-mechanical
effects, such as quantum confinement and source-
drain direct tunneling, significantly affect device
characteristics. To simulate electron transport in
such devices, quantum-transport modeling is nec-
essary. For CMOS application, quantum simulation
of hole transport is also required. For hole transport
modeling, it is desirable to include the valence-band
structure using an accurate method, such as an em-
pirical tight-binding method, since the valence-band
structure is complex and makes the hole effective
mass dependent on the axis orientation. Quantum
simulation with the complex valence-band structure,
however, requires expensive computational costs,
which may restrict the device size that can be
simulated. The tradeoff between accuracy and com-
putational costs is one of important issues associated
with the quantum simulation of hole transport. In
order to address this issue, we have performed nu-
merical simulation of hole transport in nanoscale Si
structures within a nonequilibrium Green’s function
formalism combining with three different types of
methods for band structure calculation; an empirical
sp3d5s∗ tight-binding method (TBM) [1], k·p multi-
band approximation (MBA) [2], and effective-mass
approximation (EMA).

METHOD

We consider a (100)-oriented p+pp+ Si nanos-
tructure whose schematic diagram is given in Fig. 1.
The device structure is the same as that considered
in Ref. [3] except for the type of doping. For the
longitudinal direction (x direction), we use a dis-
crete lattice in real space. For the transverse direc-
tions (y-z directions), we assume periodic boundary
conditions and use the eigenstate basis labeled by

two-dimensional wavevectors k = (ky, kz). We de-
scritize the two-dimensional k-space into triangular
meshes and evaluate spectral functions, A(k, E),
and transmission functions, T (k, E), at each mesh
point. Hole density and the total transmission are
then calculated by summing those functions over
k- and energy-spaces.

RESULTS AND DISCUSSION

We used the parameters of Ref. [4] for TBM
and those of Ref. [2] for MBA. For EMA, we
adjust the heavy hole mass so as that the density
of states agrees with that of TBM (see Fig. 2).
Fig. 3 shows a density plot of A(k, E) at Γ-point
calculated with EMA for Vd = 50 meV. The self-
consistent potential profile is also plotted by solid
line. Figs. 4 and 5 represent A(k, E) at Γ-point
calculated with MBA and TBM, respectively, for the
same potential profile given in Fig. 3. Performing
similar calculations for other k mesh points, we ob-
tain the hole density profile and current density. In
Fig. 6, the calculated hole density profile is plotted
for Vd = 50 meV. We see that EMA is insufficient
for an accurate modeling of hole transport in Si
nanostructures.
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Fig. 1. Schematic diagram of the device structure together
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Fig. 2. Density of states calculated with the tight-binding
method (solid line), k · p perturbation (dashed line), and
effective-mass approximation (dotted line).

-140

-120

-100

-80

-60

-40

-20

 0

 0  5  10  15  20  25  30

E
n
er
g
y

 (
m
eV
)

Distance (nm)

Fig. 3. Spectral function at Γ-point calculated with the
effective-mass approximation. Solid line represents the self-
consistent potential profile and dashed lines the Fermi levels.
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Fig. 4. The same as Fig. 3 but for the k · p perturbation.
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Fig. 5. The same as Fig. 3 but for the tight-binding method.
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INTRODUCTION

Energy dispersion relations, E(k), for holes in 
low-dimensional structures of silicon are 
substantially richer than those for electrons. In 
particular, there are extensive regions with negative 
effective masses (NEM) in E(k), i.e. regions where 
second derivative of E upon k changes its sign. Here 
an empirical sp3d5s* tight-binding model which 
includes interaction of each atom with its nearest 
neighbors and takes into account ten of its atomic 
orbitals: s- and excited s*-orbitals, three p-, and five 
d-orbitals is used. The inclusion of higher d-orbitals 
and spin-orbital coupling dramatically improves the 
precision of the calculated electron and hole 
dispersion relations [1].  Quantum wells (QW) and 
quantum wires (QWR) are considered. 

RESULTS AND DISCUSSION

E(k2D) for QWs for different orientations of the 
two-dimensional vector k2D in the plane of the well 
and for different QW growth directions n are 
computed.  The results obtained for a wide range of 
well thickness show that the dispersion relations 
strongly depend on the direction of k2D in the plane 
of the QW as well as on direction of n. In particular, 
for a k2D || [100] the dispersion relations have small 
values of NEM. For k2D || [110] the NEM sections 
are well pronounced as it is shown in Fig. 1. 
Kramers’ degeneracy is lifted for most of 
combinations of considered k2D and n.

For QWRs grown in [100] direction (x-axis) and 
rectangular cross section (axes y and z are in [010] 
and [001] directions, respectively) the quantization 
energy is substantially larger than for QWRs of 
other growth directions, but the dispersion curves 
are almost flat with large effective masses and with 

almost no regions with NEM as shown in Fig. 2(a). 
For wires grown in [110] direction (x-axis) and 
rectangular cross section (axes y and z are in [-110] 
and [001] directions, respectively) the dispersion 
curves have well pronounced regions with NEM. 
The Kramers’ degeneracy for k1D || [100] is not 
lifted, whereas for k1D || [110] a lift of degeneracy is 
well pronounced.  

Finally, Fig. 3 presents a discussion on the 
analytical analysis of obtaining E(k) of a QWR 
using E(k) of the QW. This approach provides 
insights into the general behavior of the expected 
E(k) in QWRs before the QWR simulations are 
performed.  

CONCLUSION

QWs as well as QWRs can exhibit well 
pronounced regions of NEM which may find 
significant applications in active components of 
circuits. The critical design parameters, such as 
splitting between the lowest and upper subbands, ,
as well as the magnitude of the wave vector, kc,
when the NEM occurs, and the energy interval with 
NEM, are sensitive to the directions of confinement 
as well as to the direction of k.
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Fig. 1.  Dispersion relations E(k2D) for holes in a silicon QW for 
k2D || [110]. The thickness of QW is 1.63 nm.  is the energy 
gap between the lowest and next hole subbands, kc is an 
inflection point where NEM region starts, and a is the Si lattice 
constant equal to  5.43 Å. Black and red curves relate to two 
different spins [2]. 

Fig. 2. Dispersion relations  E(k1D) for  holes in  a  silicon QW:     
(a) in the direction [100] with cross section 1.63 nm in direction 
[001] and 1.63 nm in direction [010];  
(b) in the direction [110] with cross section 1.63 nm in direction 
[001] and 1.73 nm in direction [-110].  
Solid and dash-dotted curves correspond to different spins [2].

Fig. 3. (a) Solid curves show calculated E(k2D) for a QW in a 
plane (001) and two directions of the two-dimensional vector, 
k2D, in the plane of the well: k2D || [-110] (curve 1) and k2D || 
[010] (curve 2). QW thickness is 1.63 nm.  

Qualitative behavior of the dispersion relations in QWRs 
are shown by dashed curves and they are obtained using the 
following procedure. The qualitative curves, E(k1D), for a QWR 
can be presented as slices of the dispersion relations of thin 
films, E(k2D), assuming that k2D = k1D + kQ where kQ /d
corresponds to the quantized wave vector in the plane of the 
film perpendicular to the direction k1D and d is the wire 
thickness in that direction. For demonstration purposes we have 
chosen ka = 0.3.  

For curve 3 k1D || [100]. As k1D increases, the vector k2D = 
k1D + kQ deviates from the direction [010] (point F in Figs. 3(a) 
and 3(b)) towards the direction [110] and then towards [100]. 
At k1D = kQ vector k2D is parallel to [110] and this is why E(k1D)
tends first to point G (or curve 1) and with the further increase 
of k1D it tends to curve 2 as k1D  becomes substantially larger 
than kQ (point M on Figs. 3(a) and 3(b)).  

For curve 4 k1D || [110]. As k1D increases, the vector k2D = 
k1D + kQ deviates from the direction [-110] (point C in Figs. 
3(a) and 3(c)) towards the direction [010] and then towards 
[110]. At k1D = kQ vector k2D is effectively parallel to [010] and 
this is why E(k1D) tends first to point D (or curve 2) and with 
the further increase of k1D it tends to curve 1 as k1D  becomes 
substantially larger than kQ (point E on Figs. 3(a) and 3(c)). 

We present this method of slicing because it allows one to 
get qualitative behavior of dispersion curves in QWRs and to 
identify the favorable directions of QWRs for more detailed 
calculations of E(k) (as presented in Fig.2) instead of running 
the time-consuming detailed QWR numerical calculations for 
all possible directions. Analogous analysis can be used to obtain 
qualitative E(k) in QWs by slicing E(k) of bulk silicon. 
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THE MULTI -BAND ENVELOPE FUNCTION MODEL

The aim of this work is to present an application
of the “kp” multiband model, derived in [1], to
some spin-sensitive devices. In recent years, much
interest has been devoted to the investigation of
spin phenomena in semiconductors with the aim of
controlling not only the spatial degrees of freedom
of the electrons, but also the spin. Various devices
have already been proposed. These devices contain
asymmetric quantum wells where quantized states
are spin-split by the Rashba effect, and achieve spin
filtering by exploiting the phenomenon that the spin
of a resonantly transmitted electron aligns with that
of the quasibound state traversed.

Several models have been proposed in order to
analyze the properties of such devices from a theo-
retical point of view [2], [3]. The mixing of valence
and conduction bands at the interfaces makes a
many-band treatment necessary and, in particular,
the investigation of the bands fork parallel to
the layers requires a realistic description of the
degenerate valence-band edge; furthermore, the oc-
currence of charge transfer requires self-consistent
calculations. The envelope-function method, which
is based on an expansion of the full wave function in
a suitable othonormal and completeL2 basis, is the
most popular method for calculating the properties
of electrons in semiconductor heterostructures.

In this work we propose a new model derived
within the usual Bloch-Wannier formalism by ak-
expansion. The effective-mass equations are based
on an invariant expansion of the valence-band
Hamiltonian, which is intimately related to the
symmetry of the diamond lattice (point groupOh)
[4]. The equations are restricted to the manifold
of the uppermost (j = 3/2) valence-band states,

coupled with the split-off and the conduction states.
They are formulated in terms of a set of coupled
equations for the electron envelope functions. Our
approach allows us to obtain a very simple and
direct interpretation of the phenomena involved in
the electronic motion in heterostructure devices. The
initial formalism is equivalent to the one-electron
Schr̈odinger equation; approximations suitable to
treat heterostructure devices are then introduced.

In this contribution, we present the eight-band
version of our model which gives a full description
of the coupling between the conduction and the
valence band for the most common semiconductors.

NUMERICAL RESULTS

Here, we apply our multiband envelope func-
tion model to an asymmetric resonant interband
tunneling diode (a-RITD), and we present some
numerical results showing the ability of our model
to reproduce the spin-orbit splitting arising from the
Rashba effect.

Figure 1 shows the band alignments of
the InAs/AlSb/GaSb/AlSb/InAs double barrier
structure (p-type-well resonant interband tunneling
diode at room temperature) used in the simulation.
The band offset betweenInAs and GaSb is such
that the conduction-band edge ofInAs lies 0.15 eV
below the energy of the valence-band edge ofGaSb.
Transport through this system involves resonant tun-
neling of electrons from theInAs emitter, through
unoccupied electron states in the subbands of the
GaSb well, and subsequently back into the con-
duction band of the collector.

Figure 2 shows the calculated transmission coef-
ficient for the resonant diode. The in-plane wave
vector is k‖ = 2π

a (0.03, 0, 0) where a is the
lattice constant. The resonant peak is related only to
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Fig. 1. Band alignments of the double barrier structure used
in the simulations.
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Fig. 2. Transmission coefficient spectra for the
InAs/GaSb/AlSb diode of Fig. 1 related to the spin
up conduction electrons.

the spin-up conduction electrons, and it disappears
completely for the spin-down states. In this way,
only conduction electrons injected into the device
with resonant energy and with spin parallel to the
direction of motion can travel from the emitter to
the collector lead; electrons with anti-parallel spin
are reflected.

Finally, in Figures 3 and 4 we show the conduc-
tion and valence envelope functions, for the spin-up
and spin-down case respectively, in the two band
approximation, calculated in the resonant energy
case.
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Fig. 3. Conduction and valence envelope functions,ψc and
ψv, related to the resonant energyE = 1.18 eV for the spin-up
case.
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TRANSPORT MODELS

The early time dynamics of highly non-
equilibrium confined carriers incorporates a num-
ber of quantum phenomena, which are subject of
active investigations [1]. We explore two models
of evolution of an initial distribution of carriers
interacting with optical phonons in a quantum wire.
The carriers can be injected or optically excited, an
electric field E can be applied along the direction
z of the wire. The models are introduced by the
Boltzmann-like equation

Lfw(z, kz, t) =
∫

dk′

z

∫
t

0

dt′
{
S′f ′

w − Sfw

}
(1)

Here L is the Liouville operator, the Wigner func-
tion on the right f ′ = fw(Z(t′), kz

′(t′), t′) depends
on the Newton trajectory z(t′), kz(t′) as follows:

Z(t′) = z(t′) +
h̄(kz − k′

z)
2m

∆c; ∆c = t− t′. (2)

S(kz, k
′

z, t, t
′) is obtained from the Boltzmann scat-

tering rate in the wire by replacing the energy
conserving δ-function by the real part of

D =
1
2
e
−

t∫
t
′

Γ(
kz(τ)+k

′

z
(τ)

2
)+i

ǫ(kz(τ))−ǫ(k
′

z
(τ))−h̄ω

h̄

dτ

, (3)

Γ is the total Boltzmann out-scattering rate, and
Sfw is obtained from S′f ′

w by the usual exchange of
the primed and unprimed momentum variables. As
suggested by the energy term in (3), a ground state
is assumed in the plane of confinement. The two
evolution models are counterparts of the Levinson
(L), Γ = 0, and the Barker-Ferry (B-F), Γ 6= 0
equations, now generalized to account for a space-
dependent evolution. Derived [2] from the electron-
phonon Wigner equation, (1) accounts for the finite
time of the electron collisions.

PHYSICAL FEATURES AND SIMULATIONS

The interval ∆c is identified as the collision
duration time. The two models differ in the way
of treatment of collisions with different ∆c. While
in the L case all collisions are welcome, in the B-F
case long correlation times are damped by Γ in (3).

A GaAs quantum wire with 10 nm square cross
section has been considered in the numerical ex-
periments. The choice T = 0K provides a clear
reference picture, where classical electrons can only
emit phonons and since the constant POP energy
form replicas of the initial distribution. The later is
chosen to be Gaussian in both energy and space.
A backward Monte Carlo method is used to eval-
uate directly the Wigner function fw and its first
moments - the density n(z) and the wave vector
distribution f(kz). To analyze certain numerical as-
pects the later are computed also from the values of
fw. We summarize the quantum effects revealed in
the simulation results. The non-Markovian evolution
gives rise to a retardation in the build-up of the
replicas. The retardation is larger in the B-F model
(Figs. 1 and 2). The lack of energy conservation
causes broadening of the replicas and appearance
of electrons in the classically forbidden energy
region. Certain carriers reach larger distances than
the classically fastest ballistic electrons (Fig. 3). The
modification of the classical trajectory caused by ∆c

in (2) has an important physical effect. The lack of
this term leads to negative densities around the front
of the fastest quantum electrons (Fig. 4).
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Fig. 1. Wave vector distribution f(kz), plotted in a window
of positive kz , after 150 femtoseconds evolution time. f(kz)
is computed from the values of the Wigner function which has
been evaluated with a high precision in 800×260 z and kz

points and then numerically integrated on z. The initial peak
is centered at 5×108 m−1. The classical evolution will form
exact replicas of the initial peak shifted by the phonon energy
to the left. The first quantum replicas are much broadened due
to the lack of energy conservation. The peak-to-valley ratio of
the L curve is more pronounced, in particular it touches the
zero in the valley, which demonstrates the retardation of the
B-F evolution. However the appearance of electrons above the
initial distribution, which can be observed at smaller evolution
times, is already missing. The reason is explained below.
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method counterpart and becomes unphysical. The reason is that
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suggests that a direct evaluation of any physical observable is
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ABSTRACT 

A new approach for modeling quantum transport 
that explicitly takes into account the electron-
electron interaction is presented. The approach is 
based on the computation of transport properties of 
many-particle systems using quantum trajectories. 

INTRODUCTION 

The coulomb interaction (due to the charge of 
the electron) and the exchange interaction (due to its 
fermion nature) are always present in any electron 
device. The role of both interactions can be obtained 
by directly solving the many-particle Schrödinger 
equation. However, due to computational 
limitations, its direct solution is only possible for a 
very limited number (N<5) of electrons. Therefore, 
much of our understanding of electron transport is 
based on a single-particle (“mean field”) 
approximations [1]. In this conference, we will 
present a new approach for the modeling of 
quantum transport that overcomes this assumption 
by dealing with many-particle effects using 
quantum (Bohm) trajectories [2]. 

MANY-PARTICLE TRANSPORT PROPERTIES IN TERMS                                  
OF QUANTUM TRAJECTORIES 

  It is well-known that Bohm trajectories exactly 
reproduce the results obtained from, either the 
single- or many-particle Schrödinger equation [3,4]. 
However, the application of such trajectories to 
transport has been quite limited because the 
computation of these trajectories needs, in general, 
the earlier knowledge of the full wave-function.   

In this conference, we show that a Bohm 
trajectory associated to a many-particle Schrödinger 
equation can be computed from a wave-function, 

),( trbb
r

Ψ , solution of the single-particle Schrödinger 
equation (with a complex unknown potential) [2]. 
Thus, the practical computation of Bohm 
trajectories in a system of N-interacting electrons 

can be greatly simplified. The electron-electron 
interaction is introduced in the computation of 
Bohm trajectories by taking into account the exact 
Coulomb force between pairs of electrons and the 
applied bias at the boundaries of the device. Thus, 
Identical bias with different lateral areas (Ly·Lz), 
provide different strength of the interaction. The 
exchange-interaction needs the simulation of N2 
Bohm trajectories to assure the antisymmetrical 
behavior of the wave-function. Figs. 1, 2 and 3, 
show the accuracy of our approach (blue □) when 
compared to the exact two-particle Schrödinger 
solutions (red ∆).  

CURRENT AND NOISE  OF INTERACTING-SYSTEMS 

     The computational viability of the previous 
many-particle Bohm-trajectories formalism for is 
shown in Figs. 4 and 5 where 50≈N interacting-
electrons are simulated. Since we are dealing with 
electron trajectories, most of the tools used in 
Monte-Carlo simulator can be directly adapted. In 
Fig. 4 and 5 we show how the (average) current and 
the (Fano factor) noise are sensible to electron-
electron interactions. Such interactions provide 
correlations among electron dynamics that can not 
be simulated with independent-electron formalisms.   

CONCLUSION 
A new approach for modeling quantum transport 

that explicitly takes into account the Coulomb and 
exchange interactions is presented. The approach 
opens a new path to provide a deeper understanding 
of nanoscale devices, since it can directly provides 
information on DC, AC and noise performances of 
interacting-electrons phase-coherent systems [5,6].  
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Fig. 4: Simulated (a) current and (b) noise (Fano factor) for a 
three barrier diode using our approach with the explicit 
consideration of interacting electrons. See Fig. 5. The results 
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theorem [6].  

0,00 0,05 0,10 0,15 0,20
0,0

0,2

0,4

0,6

0,8

1,0

X1 transmitted
X2 transmitted

X1 transmitted
X2 reflected

X1 reflected
X2 transmitted

X1 in barrier region
X2 in barrier region

R
at

io
 o

f p
ar

tic
le

s 
 , 

  P
re

se
nc

e 
Pr

ob
ab

ili
ty

Time (ps)

X1 reflected
X2 reflected

     Lateral  Area = Ly·Lz=81 nm2 

Coulomb and exchange interactions

 
Fig. 2.  In red (∆), exact time-evolution of probability presence 
of a two-particle Schrödinger equation impinging in the double 
barrier where Coulomb and exchange interaction are 
considered. In blue (□), same scenario simulated with our 
approach. 

 
0,00 0,05 0,10 0,15 0,20

0,0

0,2

0,4

0,6

0,8

1,0

X1 transmitted
X2 transmitted

X1 transmitted
X2 reflected

X1 reflected
X2 transmitted

X1 in barrier region
X2 in barrier region

R
at

io
 o

f p
ar

tic
le

s 
 , 

  P
re

se
nc

e 
Pr

ob
ab

ili
ty

Time (ps)

X1 reflected
X2 reflected

     Lateral  Area = Ly·Lz=324 nm2 

      Only Coulomb interaction

 
Fig. 3. Identical results of figure 2 without exchange 
interaction. Excellent agreement between our approach (in blue 
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electron correlations explain the different noise behavior after 
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(a) 

(b) 

Our approach 

Our approach 

∆ ∆ ∆ ∆

∆

∆

∆

∆ ∆ ∆ 
□ □ □ □ 

□ 
□ 

□ 
□ 

□ 
□ □ 

∆ 

NDC1 NDC2 

NDC1 NDC2 



Computational Study of the Schottky Barrier at the 
Metal-Carbon Nanotube Contact 

 
Noejung Park and Suklyun Hong* 

Department of Applied Physics, Dankook university, Seoul 140-714, Korea 
*Department of physics and Institute of fundamental physics, Sejong University, Seoul 143-747, Korea 

e-mail: noejung@dankook.ac.kr 
 
 

INTRODUCTION 
Nano scale electronic devices utilizing material 

properties of the carbon nanotube (CNT) have been 
widely investigated recent years [1]. In this field of 
study the Schottky barrier at the metal-carbon 
nanotube contact has been a prime issue [2]. Here 
we use ab initio density-functional method [3,4] to 
investigate the electronic structure and the Fermi 
level alignment at the metal-carbon nanotube 
contact. The dependency of the Schottky barrier on 
the metal work function as well as on the detailed 
atomic structures at the contact is addressed with an 
accurate electronic structure calculations [5,6].  We 
find that, in such a contact between metal and nano-
sized semiconductor, the interface atomic geometry 
could be far more important than the simple 
electrostatic effect of the metal surfaces. 

 

CALCULATION AND DISCUSSION 

We use the standard density-functional method 
to investigate the metal-nanotube contact [3]. The 
total energy of the system and the energy band 
structures are obtained by the self-consistent 
solution of the Kohn-Sham equation, as described in 
the Eq. (1) and (2). Throughout this work, the 
Vienna Ab initio Simulation Package is used [4]. 

 

 
 
Figure 1 is an illustration of the prototypical 

back-gated carbon nanotube field effect transistor 

(CNFET). Noting previous suggestions that the 
CNFET may operate as a Schottky barrier transistor 
(SBFET) [2] we focus on the metal-nanotube 
contact, as indicated by the arrow in Fig. 1.  

We first investigate the effect of metal work 
function, calculating the projected densities of states 
(PDOS) for the semiconducting nanotube on the Al, 
oxidated Al, and Au surfaces, as shown in Figs. 2(a), 
2(b), and 2(c), respectively. The Fermi level of the 
aluminum surface sits at the conduction band edge 
of the semiconducting (10,0) nanotube, while that of 
oxidized aluminum surface and that of gold surface 
are aligned at the valence band edge of the nantoube. 
This clearly indicates that, when the CNT is side-
contacted without metal-carbon bond formation, the 
work function of the metal surface would be a 
governing factor whether the Schottky barrier favors 
either the hole transport or electron transport.  

However, such Schottky barrier could not be 
solely determined by a simple difference between 
the metal work function and the electron affinity of 
the carbon nanotube. Here we show one example 
that a detailed local atomic structure substantially 
affect the Schottky barrier height. Following usual 
experimental prcedure to form the source and drain 
electrode, there are likely to be a substantial 
pressure on the carbon nanotube surface imbeded 
under the metal layers [7]. Figure 3 shows that such 
a pressure between the metal layer and carbon 
nanotube surface could result in a significant 
modification in the Schottky barrier height. When 
the CNT is simply in contact with gold surface, as 
shown in Fig. 2(c), the Fermi level is aligned at the 



valence band edge. However, as the CNT is 
compressed between the metal layers, the metal 
Fermi level is found to shift up toward the 
conduction band edge of the nanotube, as shown in 
Figs. 3(a) and 3(b). This means the simple Au-CNT 
contact favors the hole transport, while the 
compressed Au-CNT contact favors the electron 
transport. 

CONCLUSION 

We investigated the Schottky barrier formation 
at the metal-carbon nanotube contact, with ab initio 
electronic structure calculations. We found that not 
only the metal work function but the local atomic 
configuration as well significantly affects the height 
of the Schottky barrier at the metal-CNT contact 
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Fig. 1. Prototypical back-gated nanotube field effect transistor 

 
Fig. 2.  Electronic structures of the carbon nanotube in contact 

with (a) Al, (b) oxidized Al, and (c)Au surfaces, respectively. 

Down-ward arrows in the lower panels indicate valence band 

and conduction band edges of the nanotube. 

 

 

 
Fig. 3.  Electronic structures of the semiconducting carbon 

nanotube compressed between two gold layers. 
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INTRODUCTION

Exceptional electronic and mechanical properties
together with nanoscale diameter make carbon nan-
otubes (CNTs) candidates for nanoscale field effect
transistors (FETs). High performance CNTFETs
were achieved recently [1, 2]. Metallic contacts can
be directly connected to the gate-controlled CNT
channel [1]. To reduce the parasitic capacitances the
spacing beween the gate-source and the gate-drain
contacts can be increased. The extension region can
be of n or p-type leading to n/i/n or p/i/p devices.
Unlike conventional semiconductors, in which dop-
ing is introduced by implantation, doping of CNTs
requires controlling the electrostatics of the CNT
environment by additional gates [2], molecules [3],
or metal ions [4]. The gate controls the thermionic
emission current, therefore a sub-threshold slope
of about 64 mV/dec can be achieved [2]. Aggres-
sively scaled devices of this type suffer from charge
pile-up in the channel [5], which deteriorates the
off-current substantially and ultimately limits the
achievable Ion/Ioff ratio [5].

In order to overcome this obstacle a gate-
controlled tunneling device (T-CNTFET) has been
proposed [5]. In this type of device either a p/i/n
or n/i/p doping profile can be used. The gate volt-
age controls the band bending at the junctions,
which modulates the band to band tunneling current.
The T-CNTFET benefits from a steep inverse sub-
threshold slope and a better controlled off-current.

SIMULATION RESULTS

In this work we present a numerical stduy of
a T-CNTFET. Because of strong quantum effects,
the non-equilibrium Green’s function (NEGF) for-
malism has been chosen to investigate the behavior
of these devices. Ballistic transport is assumed and
the coupled transport and Poisson equations have

been solved. We studied the effect of the doping
concentration on the device performance.

The operation of the device can be well un-
derstood by considering the spectrum of electrons
along the device (Fig.3 and Fig.5). At high negative
gate voltages, due to strong band bending near the
source contact, band to band tunneling contributes
greatly to the total current. By increasing the gate
voltage to positive values the band bending near
the source contact decreases, and as a result band
to band tunneling decreases. On the other hand
the increase of the gate voltage results in a strong
band to band tunneling near the drain contact, see
Fig.3 (VGS = �0.6V). As a result the total current
increases in the off regime which has a detrimental
effect on the device performance (Fig.2). In the
device we discussed, the doping concentrations at
the source and drain sides are assumed to be equal.
By decreasing the doping of the drain side the band
bending decreases for the same gate voltage (Fig.5)
and the band to band tunneling current near the
drain contact decreases greatly, see Fig.2 and Fig.4.

CONCLUSION

We performed numerical investigation of a T-
CNTFET. Due to strong quantum effects including
band to band tunneling, the NEGF formalism along
with complex band structure gives a suitable model
for the analysis of these devices. Simulation results
suggest that an asymmetric doping concentration
reduces the parasitic carrier injection and increases
the Ion/Ioff ratio by several orders of magnitude.
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INTRODUCTION 
   This paper examines the conductivity of a variety 
of nanowires within the Landauer formalism by 
taking into account phonon quantization in finite-
length nanotubes. 

DISCUSSION 

The elastic continuum model and dielectric 
continuum models have been applied to derive 
acoustic and optical phonon modes for both carbon 
nanotubes (CNTs) and solid-cylinder quantum wires 
fabricated of a variety of polar semiconductors.  
Phonon-confinement and geometrically-determined 
mode symmetries have taken into account to derive 
suitable phonon modes for such nanowires [1-4].  
Using these confined and interface phonon modes, 
the Landauer formalism is used to evaluate the 
conductance of these nanowires in the presence of 
phonon scattering.  For nanowires of finite length 
these results indicate the presence of phonon-
bottleneck effects as a result of the phase space 
reductions of finite-length wires as compared with 
idealized nanowires of infinite length. Exemplary 
phase space reductions, leading to phonon 
bottleneck effects, in nanowires of finite length are 
shown Figure 1 and Figure 2 for a 7.0-nm-long 
(10,10) single-wall CNT clamped at the ends and 2 
for a 16.0-nm-long (40,0) single-wall CNT clamped 
at the ends, respectively.  Instead of a continuous 
wavevector down the axis of the nanowire, as is the 
case for a nanowire of infinite length, the 
wavevector is quantized as shown by the discrete 
normalized wavevectors depicted in Figures 1 and 
2.  For a variety of finite-length nanowires, such 
discrete phonon modes are used to demonstrate 
phonon bottleneck effects.  In addition, these phase-
space reductions are used in a Landauer formalism 
to evaluate conductance in finite-length nanotubes.  
These effects lead to conductivity enhancements as 
a result of the reduction in the number of scattering 

channels.  These results provide insights into the 
observed quasi-ballistic transport in nanowires.  

CONCLUSION 

The condictivity of a variety of finite-length 
nanowires is modeled in this effort.  Enhanced 
conductivity is attributed to discrete phonon modes 
that lead to phonon bottleneck effects associated 
with phase-space reductions for nanowires of finite 
length. 
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Fig. 1.  Dispersion curves for (10,10) single-wall CNT with a 

length of 7 nanometers.  

 

 
 

 

0

200

400

600

800

0 5 10 15 20

W
av

e 
N

um
be

r (
cm

-1
) 

Normalized Wave Vector 

        
Radial 
 

      
Torsional 

      Axial 

 

Fig. 2.  Dispersion curves for (40,0) single-wall CNT with a 

length of 16 nanometers.  
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I. INTRODUCTION

In recent papers, a theory has been proposed
that leads to a set of two Newton-like equations
describing the single-particle dynamics. The dy-
namical variables are the expectation value x of the
wave function ψ and its dispersion σ [1],[2]. The
equations inherently account for the Heinsenberg
position-momentum uncertainty relation. The theory
is part of an investigation that aims at consistently
incorporating quantum corrections into the trans-
port model, for applications to advanced solid-state
devices. The task is carried out in two steps. The
first one, which is of interest for the present paper,
derives two equations in which the dynamics of the
dispersion of the single-particle wave function is
accounted for in addition to that of the expectation
value of position. The model is founded on an
approximate description of the wave function that
eliminates the need of the Ehrenfest approximation.
As the dynamical variables of the model are the
position and dispersion of the particle, the resulting
equations are also termed “R-Σ equations” [3] to
remind the symbols by which such variables are
usually indicated in the literature.

The starting point of the method is the observation
that the particle’s localization is provided at every
time t by the squared modulus |ψ(ξ, t)|2. Non-
normalizeable wave functions are not considered.
Here, ξ ≡ (ξ1, ξ2, ξ3) denotes the coordinates, while
the symbol x ≡ (x1, x2, x3) is reserved for the
expectation value. As |ψ|2 can be reconstructed
from its moments [1], the knowledge of the time
evolution of the moments provides that of |ψ|2.
In turn, the moments’ dynamics is described by
Newton-like equations, that lend themselves to a
statistical extension. In this way, a set of trans-
port equations coherently incorporating quantum
features may be worked out [2].

II. THEORY
The position and dispersion are first- and second-
order moments of |ψ|2. It is of interest to extend the
model beyond the second order, to the purpose of
improving the understanding of its formal aspects
and extending its practical applicability. In this
paper, the model will be worked out to any order. As
the calculations are quite involved, the results will
be presented with reference to the one-dimensional
case only. Letting V (ξ, t) be the potential energy,
m the particle mass, P = −jh̄ d/dξ the momentum
operator, and

〈ξr〉 =

∫
|ψ|2ξr dξ (1)

the r-th moment of |ψ|2, r = 0, 1, . . ., the Newton
equation for 〈ξr〉 reads

m
d2〈ξr〉

dt2
= −r

∫
|ψ|2 ξr−1

dV
dξ
dξ+

+ar

∫
|Pψ|2 ξr−2 dξ − br 〈ξ

r−4〉 , (2)

where the normalization condition
∫
|ψ|2 dξ = 1

is assumed, and ar = r(r − 1)/m, br = h̄2r(r −
1)(r−2)(r−3)/(4m). Equation (2) is found starting
from the espression of the time derivative of the
expectation value of a time-independent operator A,

d
dt
〈A〉 =

j

h̄

∫
ψ∗

(HA−AH) ψ dξ , (3)

with H = P2/(2m) + V the Hamiltonian operator,
and by systematically applying suitable commuta-
tion rules involving quantum operators. Unfortu-
nately, the possible commutation rules of Quantum
Mechanics are many, whereas those useful for the
purpose at hand are fewer. They are

ξr P − P ξr
= r jh̄ ξr−1 , (4)

PGr − GrP = −rjhGr−1 . (5)

with −jh̄Gr = m (Hξr − ξrH).



III. DISCUSSION

A remarkable feature of (2) is that the second
term at the right hand side does not contribute unless
r ≥ 2, and the third term does not contribute unless
r ≥ 4. Note that the dimensions of (2) are energy×
lengthr−2. As expected, the case r = 1 provides the
standard relation

m
d2〈ξ〉
dt2

= −

∫
|ψ|2
dV
dξ
dξ (6)

which, after parametrizing |ψ|2 as δ(ξ−x) with x =

〈ξ〉, yields the Ehrenfest approximation. Note that
such a parametrization is equivalent to expanding
dV/dξ into a Taylor series around ξ = x and
truncating the series to order zero. Instead, the
expansion of dV/dξ to the second order (still with
r = 1) yields, after letting σ = 〈ξ2〉 − x2,

m
d2x
dt2

= −
dV
dξ

−
σ

2

d3V
dξ3

, (7)

namely, the first of the R-Σ equations [1].

For the case r = 2 it is useful to remind that
mẋ = 〈P〉 and 〈P2〉 = (Δp)2 + m2ẋ2, with
(Δp)2 the momentum dispersion. In the second-
order approximation of the R-Σ model, such a
dispersion is replaced with h̄2/(4σ) by assuming
that ψ is a minimum-uncertainty wave function.
Such an assumption may be viewed as the closure
condition for the system of Newton equations built
up by the first and second moment. Expanding
ξ dV/dξ to the second order around x yields, after
some manipulation,

m
d2σ
dt2

=
h̄2

2mσ
− 2σ

d2V
dξ2

, (8)

namely, the second of the R-Σ equations. About Eq.
(8) it is worth adding that the factor 2 multiplying
σ d2V/dx2 was missing in the corresponding equa-
tions of Refs. [1], [2], and [3]. However, none of
the conclusions of such papers is affected, with the
exception of the calculation of the frequency of σ in
the harmonic-oscillator type of motion, which must
be corrected by a factor

√
2.

It may be argued that using the moments of |ψ|2

may eventually lead to canceling the information
carried by the phase of the wave function. Actually

this is not true. In fact, using the polar form ψ =

α exp(jβ), α > 0, one finds

gr
.
= m

d〈ξr〉

dt
= r 〈ξr−1h̄β′〉 , (9)

where the prime indicates the derivative with respect
to ξ. In particular, the case r = 1 of (9) is equivalent
to mẋ = 〈P〉. As a consequence, the phase β also
enters the second term at the right hand side of (2).
Another remark is that the external force −dV/dξ
enters only the first term at the right hand side of
(2), while the other two terms are determined by
the form of the wave function alone. If the force
is absent, the evolution of the wave function is
determined by the initial condition only. It follows
that in this case the dynamics of the moments is
determined solely by the initial conditions, as it
should be. No matter what the force is, the initial
conditions are determined by calculating (1) and (9)
at t = 0. As |ψ|2 = α2, one notices that the initial
condition for the moment is determined by the wave
function’s modulus, whereas that for the moment’s
velocity is determined by the phase.
To bring the model beyond the second order it is
necessary to add, say, the equation for r = 3 and
expand ξr−1 dV/dξ in (2) to the extent of making
the third-order moment 〈ξ3〉 to appear. The same
scheme applies to the higher moments. Evidently,
for r > 2 the closure condition (Δp)2 = h̄2/(4σ)

of the second-order case becomes less sensible,
because the modulus of the minimum-uncertainty
wave function is Gaussian, which makes the odd
moments of order r ≥ 3 to vanish due to symmetry.
It follows that the closure condition must incorpo-
rate the moments of order higher than the second.
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In this work, the device characteristics of sili-
con nanowire  eld-effect transistor (SNWFET) have
been investigated by solving the three-dimensional
(3D) Poisson equation and the quantum ballis-
tic transport equation self-consistently, using an
ef ci ent numerical algorithm to solve the 2D
Schrödinger equations in the cross-sectional planes.
The dependence of the device performance on the
gate number, con gur ation, and shape has been
examined in conjunction with the effect of the wave
function con nement .

The simulated device is a three-dimensional (3D)
structure which can have multiple gates around the
silicon channel (Fig. 1). The source/drain doping
concentration is heavily n-doped and the channel
region is lightly p-doped or undoped. To simu-
late the device, we have adopted the uncoupled
mode-space NEGF method, where the original 3D
problem is split into 2D Schrödinger equation in
the plane perpendicular to the transport direction
and 1D NEGF equation in the transport direction
(x)[1], [2]. In such numerical simulations, most of
the computing time is spent on solving the 2D
Schrödinger equation in the cross-sectional planes,
whether they are solved in the real-space or k-space.

In this work, we have developed an ef cient
way to solve the 2D Schrödinger equations in the
cross-sectional planes, by transforming them into
the “mode-space”, as follows. We expand the wave-
function Ψ(y, z) by a product of two 1D wavefunc-
tions χi(y) and ζj(z) that are chosen appropriately:
Ψ(y, z) =

∑
K aK |K〉, where |K〉 ≡ χi(y)ζj(z).

Then the problem reduces to solving M × M
eigenvalue problem of

∑
L〈K|H2D|L〉aL = εKaK ,

where H2D is the 2D Hamiltonian, εK its K-th
eigenvalue, and M the number of modes partici-
pating in the transport. Since M is 10 ∼ 200 for

the nanowire transistors with a cross-sectional area
S � 20nm × 20nm, the computational burden can
be greatly lifted.

Using the ef ci ent numerical scheme, we have
studied the scaling issues of the SNWFETs with the
rectangular cross-section. Also we have investigated
the effect of the corner rounding, starting with the
rectangular cross-section and gradually rounding the
corners until the cross-section becomes a circular
one (Fig. 2).

Fig. 3 shows the I-V characteristics when the sil-
icon channel of the transistor of the gate-all-around
(GAA) structure shrinks three-dimensionally: start-
ing with L = Tsi = Wsi = 25 nm, L is reduced
gradually until L = 5 nm (Tsi and Wsi are reduced
by the same ratio). It can be seen in the  gure that
almost the same I-V characteristics are maintained
until L = 10 nm.

Fig. 4 shows the effect of the corner rounding
of a GAA transistor with L = Tsi = Wsi = 5
nm; the degree of the corner rounding is given by
2R/Wsi where R is the radius of the curvature as
shown in Fig. 2. The effect of the corner rounding
becomes pronounced as the cross-section becomes
closer to a circular shape. In Fig. 5, the dependence
of the subthreshold swing (SS) on the curvature
radius is shown for various transistor dimensions
and gate con gur ations. It can be seen in the  gure
that, if the device performance of the transistor
with the rectangular-shaped cross section is poor
with greater SS values, the corner-rounding im-
proves the device performance more greatly, and
as the SS value approaches 60 mV/decade, the
effect of the corner rounding becomes negligible.
This can be understood by examining the quantum
charge distributions in the cross-sectional planes,
as shown in Fig. 6, where the current conduction



channels formed at the corners of the rectangular
cross-section move toward the center as the corner
rounding proceeds.
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INTRODUCTION

We introduce a generalized time-dependent
statistical operator to calculate nonequilibrium
statistical averages of inhomogeneous current-
carrying dissipative nanoscale conductors. We
show that the method of the nonequilibrium
statistical operator (NSO) [1] and the boosted
statistical operator [2], [3] yield the same result
for an appropriate choice of the thermodynamic
parameters responsible for time-reversal breaking
in homogeneous systems.

Next we demonstrate the method of the generalized
statistical operator that also leads to a quantized
conductance GLB = 2e2/h [6], [7] for a single-
channel quantum point contact (QPC) and we infer
that energy dissipation must be included to obtain
a finite conductance.
Moreover a connection is made between our
approach and the method of M.P. Das and F.
Green [4] who have obtained the Landauer-Büttiker
conductance without making the ”Landauer
assumptions”.

THE GENERALIZED NON-EQUILIBRIUM

STATISTICAL OPERATOR

Within the framework of the NSO method of
Zubarev our generalized non-equilibrium statistical
operator corresponds the following form of the
quasi-equilibrium statistical operator :

ρ̂B

t =
1

Z(t)
e−βe(t)(Ĥ

B
e −μ(t)N̂ )e−β(t)Ĥp (1)

with

ĤB

e
= Ĥe + τ(t)

∫

Ω

dr Ĵ ·E (2)

where Ĥe and Ĵ denote the Hamiltonian and current
density operator of the unperturbed electron system
and ĤP refers to the free phonon bath. Eq. (1) repre-
sents a current-carrying quasi-equilibrium statistical
operator due to the presence of the time-reversal
breaking term :

ĤB(t) = τ(t)

∫

Ω

dr Ĵ · E. (3)

It is possible to show that the generalized statistical
operator can also be derived from the principle
of maximum entropy under the constraint that it
yields the correct total current 〈Î〉. In the steady-
state regime where the quasi-equilibrium statisti-
cal operator becomes time-independent the integral
containing the dot product of Ĵ and E can be disen-
tangled [5] and we obtain ĤB = τ ÎVε where Vε is
the applied electromotive force. The time-reversal
breaking term ĤB(t) is a measure of the average
energy increase of the electron ensemble at time t
due to the power supplied by the nonconservative
electric field E.

SELF-CONSISTENT SOLUTION OF POISSON AND

BALANCE EQUATIONS IN THE STEADY-STATE

In the steady-state the parameters βe, μ and τ are
obtained from a set of balance equations for energy
and momentum [2] which are given by :

IVε =
i

h̄
〈[Ĥe, Ĥep]〉 (4)

∫

dτ ρeE =
i

h̄
〈[P̂, Ĥep]〉 +

i

h̄
〈[Ĥe, Ĥimp]〉. (5)

Eqs. (4)-(5) are solved self-consistently together
with Poisson’s equation :

∇2
Φ =

e

ε
[n(r) − n0] . (6)

Quantized Conductance Without Reservoirs:

Method of the Non-Equilibrium Statistical Operator



Due to the presence of the electron-phonon inter-
action Hamiltonian Ĥep in the balance equations
(4)-(5) energy dissipation is explicitly included.

QUANTIZED CONDUCTANCE BEYOND THE

RESERVOIR PICTURE

For the case of the QPC we show that the Poisson
equation together with the requirement of charge
neutrality in the asymptotic regions of the QPC
yields τ = L/2vF where L is the operational
length of the QPC, while vF is the Fermi-velocity.
Calculating the current I with this value for τ , we
obtain for a one-channel QPC at low temperature
in the linear-response regime :

I = −2e
∑

k

F (εk + τVεIk)Ik ≈
2e2

h
Vε (7)

where

Ik = −
eh̄k

mL
(8)

is the one-particle current.
As a result we have obtained the Landauer-Büttiker
quantized conductance through a self-consistent cal-
culation without referring to the reservoir picture.
For the particular case of the QPC this value of the
corresponding total relaxation time τ = L/2vF was
also obtained by Das and Green [4] from the Kubo-
Greenwood formula for the conductance. In their
case the requirement that τin = τel = L/vF was
necessary to obtain the quantized conductance. The
total relaxation time τ was then obtained through
Matthiessen’s rule :

τ−1
= τ−1

in
+ τ−1

el
=

2vF

L
. (9)

The corresponding total scattering length
λ = vFτ = L/2 is thus half the length L of
the QPC and is due to both inelastic (phonons) and
elastic scattering.

Finally, we also mention the result obtained
by Kamenev and Kohn [8] who have also obtained
the Landauer-Büttiker conductance without using
the reservoir picture. Their calculation is based
upon a self-consistent solution of the Schrödinger,
Poisson and continuity equations.

CONCLUSION

The use of a generalized NSO allows us to
obtain a self-consistent solution of the energy and
momentum balance equations and Poisson equa-
tion. The self-consistent solution involves the La-
grange multipliers τ(t), μ(t) and Te(t) which are
in general time-dependent. Applying the general-
ized NSO method to a one-channel QPC in the
low-temperature linear-response regime yields the
Landauer-Büttiker conductance GLB. The corre-
sponding value of the Lagrange multiplier τ is given
by L/2vF and is in agreement with the results
obtained by [4]. Moreover we have corroborated
the result of Green and Das, stating that inelastic
scattering is essential for the Landauer-Büttiker
conductance.
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INTRODUCTION

The electron device community is actively in-
vestigating transistors realized in Ultra-Thin (UT)
semiconductor films. The Effective Mass Approxi-
mation (EMA) is very frequently used to describe
the nano-MOSFETs [1], however a comparison
with more rigorous bandstructure calculations is
highly demanded [2]. In this paper we use the
method of the Linear Combination of Bulk Bands
(LCBB) to calculate the band structure in UT silicon
and germanium nano-transistors and compare the
eigenvalues, energy dispersion and density of states
(DOS) with the simplified EMA results

LCBB AND EMA QUANTIZATION MODELS

In the LCBB quantization model the unknown
wavefunction is expanded in terms of the Bloch
functions Φnkkz

of the underlying crystal [3], [4],
where n is the band of the Bloch function, k denotes
the in-plane wavevector, and z is the quantization
direction. By selecting an appropriate set of kz

values it is possible to obtain a separated eigenvalue
problem for each in-plane k [4], the resulting energy
dispersion for Si111 is illustrated Fig.1.

In the EMA approach, a single Schrödinger-like
equation in the real space is solved for each valley
[5]. The set of EMA parameters used in this work
are reported in Tab.I and are derived from [6].

RESULTS AND DISCUSSION

The confining potential used for both EMA and
LCBB calculations is a squared well with a width
of TSCT and a barrier of ΦB=3eV , hence the
penetration of the wavefunction in the oxide is
accounted for. Fig.2 reports the lowest eigenvalue
versus TSCT for the D0.916 and the D0.19 valleys
ofSi(100). The EMA tracks the LCBB results very
well. With an infinite barrier, instead, the EMA

eigenvalues increase well above the LCBB values
at the smallest TSCT . Fig.3 reports the same com-
parison as in Fig.2 for the L0.219, the D0.33 and the
Γ valleys in Ge(110). Even in this case the EMA
reproduces the absolute and relative position of the
valleys indicated by the LCBB model.

Fig.4 reports the energy dispersion for Si(111)
along the dashed line indicated in Fig.1. Ac-
cording to the position of the minima in the
3D Brillouin Zone (BZ), the EMA predicts a
minimum at kx=1.7/

√
6(2π/a0)�0.6940(2π/a0).

The LCBB results do exhibit such a minimum
for relatively large TSCT values (not shown).
However, Fig.4 shows that for TSCT =2nm the
minimum of the LCBB bandstructure tends to
move at the edge of the 2D BZ (i.e. at
kx=2.0/

√
6(2π/a0)�0.8165(2π/a0)) thus creating

a discrepancy between the EMA and LCBB results.
The LCBB energy dispersion has a flat energy
branch, whose effective mass is much larger than the
mle=0.674 value reported in Tab.I. This feature of
the LCBB calculations result in a large DOS at the
very bottom of the conduction subbands (see Fig.5),
that decreases with the increase of the energy.

As illustrated in Fig.4, we found that the LCBB
and EMA 2D energy dispersion can be quite differ-
ent at the smallest TSCT . Thus, the LCBB method
has been used to calculate TSCT dependent trans-
port masses, that will be discussed at the conference.
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Material mte mle mz nν Label

Si(100) 0.190 0.190 0.916 2 D0.916

0.19 0.916 0.190 4 D0.19

Si(111) 0.190 0.674 0.258 6 D0.258

Ge(110) 0.080 0.600 0.219 2 L0.219

0.2 0.575 0.33 4 D0.33

0.049 0.049 0.049 1 Γ0.049

TABLE I

DEGENERACY nν , QUANTIZATION MASS mz AND

EFFECTIVE MASSES mle AND mte ALONG THE PRINCIPAL

AXES OF THE ELLIPSES THAT DESCRIBE THE IN-PLANE

ENERGY DISPERSION IN THE EMA MODEL. THE

PARAMETERS CORRESPOND TO THE DOMINANT VALLEYS

FOR SI(100), SI(111) AND GE(110) AND ARE CALCULATED

AS EXPLAINED IN [6].
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INTRODUCTION

In recent years, there has been a surge of interest 
in current-induced magnetic domain-wall motion 
(CIDWM) and domain-wall trapping in submicron 
NiFe (permalloy) wires [1-3]. In these experiments, 
the domain wall is generated by an external 
magnetic field that induces magnetization reversal 
of the wire, and the location of domain-wall 
generation can be controlled by the wire geometry. 
The reversal process starts from the extended wire 
pads which inject domain walls into the wire [4-5]. 
These propagating domain walls then can be 
trapped in the wire, and they can be dragged by an 
applied electrical current due to spin-momentum 
transfer, i.e. CIDWM. This method is considered for 
novel memory devices [6]. In this work, we 
investigate the effect of different wire-pad 
geometries on magnetization reversal and domain-
wall injection, and we report results for threshold 
magnetic field values required in these experiments. 
We also present a novel method of trapping domain 
wall in the magnetic wire without pinning. This 
method can be used in the above mentioned 
CIDWM studies, and in addition, it is a promising 
candidate as read-out structure for magnetic 
quantum-dot cellular automata (MQCA) [7]. 

DISCUSSION

We performed micromagnetic simulations [8] in 
order to determine the switching-field values, i.e. 
the field thresholds for field-induced magnetization 
reversal, as a function of wire-pad geometry.  Figure 
1 shows a comparison of threshold fields for various 
pad shapes, such as square, triangular, diamond, 

circular, and others. We find that the magnetic 
properties of these wire-pad structures strongly 
depend upon geometry, and we find switching-field 
variations of more than a factor of two. Our results 
have implications for magnetic-field-assisted 
CIDWM since these auxiliary fields need to be 
chosen below the switching field of the wire in 
order to avoid injection of additional domains and 
field-induced magnetization reversal. We also study 
wire structures with differently-shaped contact pads 
on either end, which can be used to preferentially 
nucleate domain walls on one end of the wire, or 
the other. The wire geometry between the pads can 
be further used to manipulate CIDWM. The effect 
of geometrical constrictions in wires was carefully 
studied by several groups [9-15], who demonstrated 
successful trapping of domain walls by pinning at 
the constrictions. Here we present a novel method to 
trap domain wall by placing two nanomagnets near 
the permalloy wire. We investigate this structure 
both theoretically and experimentally. The 
fabrication is done by electron-beam lithography 
and lift-off process. Figure 2.a shows one of our test 
patterns with a circular disk at one end and a 
pointed shape at the other end of the wire. The 
additional nanomagnets are placed in the close 
vicinity, in this case, about 40 nm away from the 
wire. These nanomagnets consist of only one 
domain, and their stray field penetrates the wire. 
The process of trapping a domain wall begins with 
applying a relatively large magnetic field parallel to 
the axis of the wire, such that the nanomagnets and 
the wire have a uniform magnetization pointing 
from the pointed end to the circular end. By 
applying a small, 210 Gauss magnetic field in the 



opposite direction, the magnetization of the wire 
starts to reverse from the circular end, and a domain 
wall propagates toward the pointed end. When it 
reaches the region between the two nanomagnets, 
where a local magnetic field is generated, it is 
stopped, and thus a head to head domain wall is 
trapped (Figure 2.b). 

SUMMARY 

The magnetization reversal of submicron NiFe 
wires is largely dominated by the physical 
geometry. Domain walls that are nucleated at the 
end of the wires can be controlled by choosing 
appropriate pad-shape design. Using the stray field 
of additional nanomagnets the domain walls can be 
trapped as they propagate along the wire. This 
provides a novel method for CIDWM studies, since 
the critical value of required current density, that is 
capable of moving the domain wall, is expected to 
be different from those corresponding to 
experiments where the domain wall is pinned by 
geometrical constriction of the wire. This kind of 
domain wall trapping can be employed to serve as a 
signal detector and an interface to electronic circuits 
for MQCA.  
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Fig. 1. Simulation results of switching-field dependence on 
different wire pad shapes (end shapes). All of the wires shown 
here were designed to be 4 μm long, 180 nm wide, 10 nm thick 
and made of NiFe. 

Fig. 2. Domain wall trapped in a permalloy wire by means of 
stray field of two nearby nanomagnets. a, Atomic force 
microscopy image of a test sample shows topographic 
information. b, Magnetic force microscopy image reveals the 
internal magnetization of the test sample. 
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INTRODUCTION 

It is well known that the current-voltage (I-V) 
curves of the resonant tunneling diodes (RTD) 
exhibit a characteristic plateau-like behavior and 
hysteresis. Response times approach terahertz 
frequencies. Hence, the RTD offer advantages for 
terahertz electronic devices and components. A 
proper and complete interpretation of the I-V curves 
is still a controversial issue. Some groups [1-2] 
utilized self-consistent solutions of the time-
dependent Wigner function equation (WFE) for a 
GaAs-AlGaAs RTD. These simulations revealed 
intrinsic high-frequency oscillations in the tunneling 
current. Plateau-like behavior in the I-V curves were 
obtained from the time-average of the current 
oscillations. The results showed that the formation 
of the emitter quantum well (EQW) and the 
coupling of its quasi-bound state to the state in the 
main quantum well (MQW) is the physical 
mechanism responsible for both the hysteresis and 
the plateau-like behavior. The relaxation time 
affects the width of the hysteresis and if it is smaller 
than 200 fs, the hysteresis will disappear. WFE 
approach is very complex and time consuming. 
Other approach is based on the non-equilibrium 
Green’s functions (NEGF). Other group [3] 
performed numerical calculations by the program 
NEMO based on the NEGF approach. They found 
that scattering in the emitter reduces hysteresis by 
broadening the quasi-bound state formed in the 
emitter as well. Nevertheless, the plateau region did 
not appear in their results.  

EXPERIMENT AND SIMULATION 

We simulated the same structure as in [1] and 
our AlAs-GaAs double barrier RTD grown by 
molecular beam epitaxy with two identical 3.4 nm 
AlAs barriers, 5.9nm GaAs well and 10 nm 
undoped GaAs spacer layers. We used the program 
Wingreen [4] based on the NEGF approach with the 
different values of scattering parameter "s". Our 

results in Fig.1 and Fig.4 show the dependence of 
the current peak position and the with of the 
hysteresis on the scattering rate. No plateau region 
appeared on the I-V curve in the contrast to the 
experimental data. The bistable region is produced 
by the different charge distribution in the both 
RTDs (see Fig.2 and Fig.5). The evolution of the 
electron charge distribution during the increasing 
bias is on the Fig.3. Experimental results to be 
further analyzed are shown in Fig.6. 

CONCLUSION 

We analyzed the reason why plateau region 
does not appear in the NEGF results. Full time-
dependent Wigner-Poisson approach is able to 
retain necessary information about forming high 
frequency current oscillations and coupling of 
energy levels within EQW and MQW. On the other 
hand, NEGF approach implemented in Wingreen 
does not take into account a time evolution of such 
quantum effects and therefore is unable to involve 
plateau-like structure on I-V characteristics. 
Scattering rates have impact on the position and 
slope of hysteresis and therefore should be set 
appropriately. 
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Fig. 1.  I-V characteristics of RTD from [1] simulated by NEGF 
with different scattering parameter and WFE self-consistent 
time independent model [1]. (No hysteresis with s=0.01). 

Fig. 2.  Charge and potential distribution in RTD [1] in the 
bistable region at V=0.204V (NEGF simulation with s=0.001). 
 
 

Fig. 3.  Electron charge surface plot in RTD[1] (NEGF 
simulation with s=0.001). 
 
 

 

Fig. 4. I-V characteristics of GAAs/AlAs RTD simulated by 
NEGF with different scattering parameter. 
 

 
Fig. 5.  Charge and potential distribution in GaAs/AlAs RTD 
[1] in the bistable region at V=0.88V (NEGF simulation with 
s=0.001). 
 
 
 

Fig. 6.  Experimental I-V characteristics of the GaAs/AlAs 
RTD measured at the temperatures 300K and 77K. 
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INTRUDUCTION 
The miniaturization of electronic components 

approaches the limit at which the functionality of 
the components cannot be described solely by 
classical physics. Quantum phenomena, such as 
electron tunneling, play an important role for 
devices with functional structures at the nanometer 
scale. For an investigation of the electron-transport 
in such small structures scanning tunneling 
microscopy (STM) and spectroscopy provide an 
ideal access.. 

EXPERIMENT 

In this work monolayers of metal clusters of type 
Au55[P(C6H5)3]12Cl6, deposited on highly oriented 
pyrolytic graphite (HOPG) or Au(111) substrates 
were investigated with a low-temperature ultrahigh 
vacuum scanning tunneling microscope. The 
diameter of the cluster core is 1.4 nm. The ligand 
shell [P(C6H5)3]12Cl6 has a thickness of about 0.35 
nm. It acts as dielectric spacer. Apart from the usual 
charge-quantization phenomena, such as Coulomb 
blockade and staircase, negative differential 
resistance (NDR) was observed by performing I-V 
measurements at distinct locations on the cluster 
layers (see Fig. 1). 

DISCUSSION 

Surprising at first sight is the appearance of NDR 
if the tip is fairly close to a neighboring cluster (Fig. 
1(c)). It is obvious that in this case one cannot 
neglect the capacitance between the tip and the 
neighboring cluster. This stray capacitance can 
evidently cause a significant change of the electrical 
potential of the neighboring cluster during the 
variation of the tunneling voltage which is applied 
between STM tip and substrate. The potential 
variation of the neighboring cluster in turn 

influences the potential of the primary cluster 
through the capacitance between the two clusters. 
That leads to a Coulomb blockade in the main 
current path. The neighboring cluster ultimately acts 
as a “gate”.  

SIMULATION 

We performed a modeling of the resulting I-V 
curve using a Monte-Carlo method [1] based on the 
orthodox single-electron tunneling theory.  A 
scheme of the corresponding cluster arrangement 
and the ersatz circuit together with the calculated 
behavior is shown in Fig. 2. In the case of Fig. 2(b) 
we found that NDR can only occur if the 
capacitance between the two neighboring clusters is 
larger than that between cluster and substrate. This 
situation is excluded in a treatment according to 
classical physics: The separation between the 
clusters (~ 7 Å) is larger than that between cluster 
and substrate (~ 3.5 Å).  

We explain this phenomenon by a nonclassical 
capacitive behavior: For tunnel junctions electrons 
can overcome the dielectric or vacuum region 
through tunneling and this leads to a reduction in 
capacitance. As a consequence, the capacitance 
decreases with decreasing separation of the 
electrodes because the tunneling current increases. 

 Accordingly, we have chosen the proper values 
of capacitances and resistances for simulating all 
three cases. The results are in good agreement with 
the experimental findings.  
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Fig. 1.  (a) STM image of Au55[P(C6H5)3]12Cl6 clusters deposited on HOPG, obtained at a bias of 2 V and a current of 100 pA at a scan 

range of 7 nm x 7 nm.  (b) I-V curve acquired above the center of a cluster, (c) away from the center and near a neighboring cluster, 

and (d) above a cluster which belongs to the second cluster layer, as marked in (a). Setpoint for (b) and (c): IT = 0.7 nA, VT = 2 V, for 

(d): IT = 0.1 nA, VT = 2V  

                              

Fig. 2.  Schematic diagrams of the different tip-cluster-substrate arrangements, the equivalent electrical circuits, and Monte-Carlo 

simulation of I-V curves. (a), (b) and (c) correspond to the cases of (b), (c) and (d) in Fig. 1, respectively. The C and R values chosen 

for modeling are: (a) C1T = 0.2 aF, C1S = C2S = 0.05 aF, C12 = 0.25 aF, R1T = 5 GΩ, R1S = R2S = 100 MΩ, R12 = 100 GΩ; (b) C1T = 0.08 

aF, C1S = C2S = 0.03 aF, C12 = 0.25 aF, C2T = 0.12 aF, R1T = 5 GΩ, R1S = R2S = 100 MΩ, R12 = 100 GΩ, R2T = 1200 GΩ; (c) C4T = 0.08 

aF, C1S = C2S = 0.05 aF, C12 = 0.25 aF, C14 = 0.25 aF, C24 = 0.27 aF, R4T = 2 GΩ, R1S = R2S = 200 MΩ, R12 = 100 GΩ, R14 = 8 GΩ, R24 

= 80 GΩ 
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EXTENDED ABSTRACT 

Surface recombination has a profound effect on 
the performance of a solar cell, at the illuminated 
surface reduces its photocurrent and along the cell's 
perimeter increases its dark current. The perimeter 
recombination increases considerably the dark cur-
rent particularly for small area solar cells where the 
perimeter to area ratio is important. Perimeter re-
combination current has two components, the first is 
due to recombination at the surface that intersects 
the space-charge layer while the second originates 
recombination at the surface of quasi-neutral re-
gions.  

Recombination at the depleted layer surface has 
a 2kT character and is treated in the present work in 
a similar way to that of the bulk, using the model of 
Sah, Noyce and Shockley. The electric field at the 
surface is different from that of the bulk because of 
the presence of surface states. The density of surface 
states at the GaAs surface is known to be very high 
and distributed across the entire forbidden energy 
band gap. However the Fermi level could be as-
sumed pinned near mid gap throughout the struc-
ture. We suggested that at the surface the potential 
varies linearly and the electric field is uniform along 
the surface [1]. Using this simple model we were 
able to obtain an analytical form of the perimeter 
current that yielded values of the product of the 
characteristic length by the surface recombination 
velocity (LsS0) that agreed well with reported ex-
perimental values, Fig.1. 

The recombination current outside the space-
region is of two-dimensional nature, it represents 
lateral diffusion of minority carriers at the boundary 
of the space-charge region close to the perimeter. 
This current is calculated by solving numerically the 

two-dimensional continuity equation at the base, the 
contribution of the emitter is negligible. An effec-
tive surface recombination (Se) was introduced to 
account for intrinsic surface recombination along 
with the effect of the bend bending caused by the 
charged states. This current is of kT character at low 
biases but tends towards 2kT behaviour at higher 
biases. A value of Se = 1×107 cm/s is found to give 
better result, Fig.2. 

We found that at low bias the ideality factor of 
the total perimeter (Fig.3) current is about 2, thus 
the recombination inside the depleted layer surface 
is dominant. Whereas at higher bias the ideality 
factor sharply decreases to around 1 that corre-
sponds to the kT character of the perimeter current 
associated with recombination at the quasi-neutral 
base surface. 

The calculation demonstrates that perimeter 
component of the dark current is very important, 
Fig.4. It affects seriously the performance of small 
area solar cells. As the ratio of perimeter to area 
(P/A) is increased the perimeter current acquired 
significant proportions, thus the expected 2kT cur-
rent due to bulk deep levels existing in the depletion 
layer is two to three orders of magnitude too small 
to account for [1,2].  
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Fig.1: current vs. voltage characteristics and current ideality factor 
of perimeter recombination current at the space-charge region 
surface. Comparison is made with the equation: 

( )
kT

eVPLSenI siP 2exp0=  using three values of the product S0Ls.  

 

  
Fig. 2: current vs. voltage characteristics and current ideality 
factor of perimeter recombination current at the quasi-neutral base 
for different effective surface recombination velocities. 
 

 
 

  
 

 
Fig. 3: current vs. voltage characteristics and ideality factor of the 
total perimeter recombination current. (Effective surface recombi-
nation velocity Se = 107cm/s. at the quasi-neutral base). 
 

  
Fig. 4: dark current vs. voltage characteristics and current ideality 
factor of heteroface GaAs solar cell with different perimeter to 
area ratios (P/A). P/A = 8 cm-1 corresponds to the fitted data of 
Tobin et al. [2].  
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INTRODUCTION

The knowledge of the space radiation
environment is essential for predicting if a device
will survive to the total radiation which will expect
to encounter in a space mission.

The trapped proton fluxes are often the most
important radiation consideration for devices
especially designed to operate in spatial applications
in low earth orbit (LEO), near 600 km altitude [1].
This illustrate why proton testing is important.

The PIN (p-intrinsic-n) photodiodes are every
time more used in spatial applications. The PIN
photodiodes are semiconductor devices that answer
to high energy particles and photons generating a
flow of current proportional to the incident power.

The effects of the radiation studied were the
atomic displacement damages.

PHYSICAL MODEL

The modelling and simulation of the PIN
photodiodes were done solving the Poisson and
continuity equations self consistently [2, 3]. This
results were compared with experimental values.

RESULTS AND DISCUSSION

In this work we present results of nine differently
constructed PIN photodiodes exposed to spatial
radiation. In Fig. 1 we show a simplified PIN
photodiode. Table 1 gives the characteristic lengths
of the nine simulated PIN photodiodes.

All the simulations considered the effects of 10
MeV proton radiation on the PIN photodiodes. The
fluencies used were of 1 × 1013, 5 × 1013, 1 × 1014,
2.5 × 1014 p+/cm2 and zero fluence (not irradiated
photodiode). We included in our simulation the
effects produced by the light illumination on the

photodiodes. The intensities used were ranged from
0 to 100 mW/cm2. The wavelength of the incident
light was 900 nm (in the infrared band).

A comparison among the nine simulated PIN
photodiodes irradiated with 2.5 × 1014 p+/cm2 is
shown in Fig. 2, where a lineal relation between the
total reverse current and the light intensity can be
seen for each PIN photodiode. We can also see in
Fig. 2 that the slopes rise when the length of the
intrinsic region increase, therefore, the efficiency in
the detection of photons and protons is maximized.
Similar results were obtained for the others
fluencies simulated.

From these results we have obtained one
expression that relates the total reverse current and
the incident radiation.

The simulation results in Fig. 3 show the current
increment when a PIN photodiode (PIN_4) is
exposed to several proton fluencies regarding to the
not irradiated photodiode. For each set of curves of
each PIN photodiode, the straight line of the total
reverse currents in function of light intensities have
a cross point called threshold.

The light intensity threshold (LIT) is not
constant, it is variable for each PIN photodiode. The
variation of the LIT with the length of the type p,
intrinsic and type n regions is shown in Fig. 4. We
have deducted an expression that reproduce the
behaviour of the LIT. We can see that the LIT
decreases when the length of the type p and type n
regions are increased.

CONCLUSION

With the codes generated we are able to
reproduce very precisely the behaviour of the PIN
photodiodes studied under proton radiation.



Fig. 1. Simplified scheme of a PIN photodiode, where LP,

LI and LN are the length of the type p, intrinsic and type n

regions respectively.

Table 1. Characteristic lengths of the nine simulated PIN

photodiodes. All the simulations were considered with

LP + LI + LN P = LN.

Fig. 2. Total reverse current in function of light intensity at

10V for the irradiated nine simulated PIN photodiodes at one

proton fluence.

Fig. 3. Light intensity versus current increment for a irradiated

PIN photodiode (PIN_4) at several proton fluencies.

Fig. 4. Variation of the light intensity threshold (LIT) with the

length of the type p and type n regions.
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LP
[μm]

LI
[μm]

LN
[μm]

PIN_1 0.9 28.2 0.9
PIN_2 1.35 27.3 1.35
PIN_3 1.8 26.4 1.8
PIN_4 2.25 25.5 2.25
PIN_5 2.7 24.6 2.7
PIN_6 3.6 22.8 3.6
PIN_7 4.5 21.0 4.5
PIN_8 4.95 20.1 4.95
PIN_9 5.4 19.2 5.4
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�
The single mode condition in large cross section rib 

waveguides is of great interest because almost every 
kind of active and passive integrated optoelectronic 
device or sensor,  is designed to sustain only the 
fundamental mode of propagation for better matching 
with optical fibers. 

In this paper we present a criterion to determine the 
single mode condition for a large cross section rib 
waveguides, by comparison between the numerical 
solutions found with Neumann boundary conditions 
and Dirichlet boundaries conditions applied when 
solving the eigenvalues problem. 

INTRODUCTION

The main issue when solving the Helmholtz 
equation with numerical techniques is that the 
numerical solver may  find  solutions that are not 
physical nor related to the geometries of the problem, 
but “inspired” by the boundaries conditions. Such 
solutions are usually caused by the unavoidable need 
to limit the inspection domain to save computational 
resources. Sometimes it can be difficult to distinguish 
between physical solution and these  “spurious” 
solutions. Therefore, if we want to investigate the 
single-mode condition in rib waveguides, we have 
choose a robust criterium to understand weather a 
numerical solution is either a guided mode or it is 
leaking away from our guiding structure. 

The rib waveguide guides modes are supposed to be 
well confined nearby the rib region and insensible of 
the lateral boundaries, so we suppose the non physical 
solutions having larger spatial extension and, for these 
reason, they are more sensible to lateral boundary 
conditions. Therefore, by changing the rib section 
geometrical dimensions, we expect a higher difference 
between  the eigenvalue of first mode solution found 
with Dirichlet boundaries conditions  the one found 
with Neumann boundaries conditions, when these 
solutions become not physical (i.e. the mode is not 
longer guided).   

SINGLE MODE CONDITION: FEM ANALYSIS

Along this line of argument, we have developed a 
numerical code based on FEMLAB and MATLAB 
which, keeping fixed the rib height H, studies the 
difference (|neff10D- neff10N|) between the first higher 
order mode effective refractive index found with 
Dirichlet boundaries conditions (neff10D) and first mode 
effective refractive index found with Neumann 
boundaries conditions (neff10N), by changing etching 
value (i.e. changing the etching complement r, see 
Fig.1)  for each width-height ratio value, w/H,  chosen 
between 0.5 and 1.75. This has been done in order to 
compare our results with recently published literature 
data [1-3]. 

The typical  outcome of this analysis is the plot 
reported in the Fig. 2 where we observe, for r<r*, the 
quantity |neff10D- neff10N| being essentially negligible, 
while for r>r*, the difference  
|neff10D- neff10N| increases as expected.  The r* value is 
what we expect to be the boundary between a single 
mode waveguide and a multimode one.  In Fig. 3 we 
show the comparison between our results, Soref [1] 
and Pogossian [2] results. 

The analysis, originally performed for TE 
polarization, can be extended to the TM case and to 
different cross sections in order to evaluate if field 
polarization or waveguide geometries affect the single 
mode condition as they become comparable to the 
wavelength of the propagating field. 
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Fig. 1.  Rib waveguide section. H is the rib height; w the rib 
width and r the etching complement. 

Fig. 2.  Difference between first mode solution found with 
Dirichlet boundaries conditions and first mode solution found 
with Neumann boundaries conditions. Typically,   when this 
solutions become not physical (i.e. the mode is not longer 
guided) the difference explodes, so we can observe a particular 
value of r, r* , so that   for r<r*, the quantity |neff10D- neff10N| 
being essentially negligible, while for r>r*, the difference 
|neff10D- neff10N| increases.  The r* value is what we expect 
to be the boundary between a single mode waveguide and a 
multimode one. 

Fig. 3. Comparison between our FEM analysis results (circle), 
Soref’s formula [1] and Pogossian et al. results [2]. Above the 

curves we define the multi mode region, while below the 
single mode region. 
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INTRODUCTION  
In this paper, the Floquet-Bloch theory (FBT) [1] 

has been applied to the accurate simulation of 
distributed Bragg reflectors (DBRs) in vertical 
cavity surface emitting lasers (VCSELs). A number 
of comparisons with other largely used methods are 
presented. Performance predictions for long-
wavelength VCSELs with GaInAsP active region 
are derived. 

VCSEL STRUCTURE 

The VCSEL structure (see Fig. 1) under 
investigation employs InP/Al0.05Ga0.42In0.53As 
DBRs, having a layer index difference 0 63n .Δ =  
[2]. The structure is optimized for lasing at the 
wavelength of 1546 nm. The calculations have been 
carried out for the bottom n-DBR, consisting of 

22N =  periods. DBRs with various refractive 
index profiles have been examined, i.e. step index 
(square), sinusoidal and trapezoidal. Accurate 
results by FBT have been found by using five space 
harmonics, as the best trade-off between accuracy 
and calculation time. Reflectivity calculations have 
been compared as obtained by FBT, modified 
transfer matrix method (TMM) [2], coupled mode 
theory (CMT) [3], tanh [4] and TMM [5].  

NUMERICAL RESULTS  
Fig. 2 shows the DBR reflectivity spectra in case 

of abrupt interfaces (square profile). The central 
lobe is clearly similar for the three analysed 
methods, as they exhibit the same value of peak 
reflectivity. However, the 3dB stopbands are 
slightly different (207.5 nm for FBT, 210.8 nm for 
CMT and 210.5 nm for TMM, respectively) and 
centred at different wavelengths (1.5325 μm, 1.5475 
μm and 1.5531 μm, respectively), because of the 
rigorous evaluation of leaky modes by FBT, whose 
interference shifts the band a little. Other DBR 

system compositions have been also considered, and 
results are summarized in Table I. It clearly shows 
the advantage of using FBT, including scattering 
losses, instead of other approaches [6]. Increasing 
approximations are given by CMT and TMM when 
the index profiles become more trapezoidal and the 
index contrast larger. 

Finally, Tables II-IV show the comparison 
among various methods in terms of DBR 
reflectivity, VCSEL threshold gain, threshold 
current density and external quantum efficiency, 
being / 2B = Λ  and Λ  the DBR layer period. 
Accurate predictions by FBT are clearly shown. 

CONCLUSION 

Rigorous simulations of DBR reflectivity and 
VCSEL performance by Floquet-Bloch theory are 
presented in this work. 
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Fig. 1.  VCSEL structure under investigation.  

 

 
Fig. 2.  Reflectivity spectra for 22 periods (square profile). 

 

 
Table I. Number of periods for 99% reflectivity for various 

DBR system materials (square profile). 

DBR composition 2n  1n  nΔ  
This 

work 

Loss by 

FBT 

(dB/μm) 

Ref. 

[6] 

GaAs/AlAs 3.37 2.89 0.48 20 2.657 16 

InGaAsP/InP 3.45 3.17 0.28 36 1.568 28 

AlGaAsSb/AlAsSb 3.5 3.1 0.40 25 2.228 16 

AlInGaAs/AlInAs 3.47 3.21 0.26 39 1.457 30 

a-Si/SiO2 3.6 1.45 1.15 4 9.512 4 

a-Si/Al2O3 3.6 1.74 1.86 4 9.457 5 

 

 
 
 
 

Table II. Comparison of reflectivity and laser performance with 

various calculation methods (square profile, A = 0). 

DBR Reflectivity 
(%) VCSEL performance  

Method 
1R  2R  thg    

(cm-1) 
thJ  

(A/cm2) 
dη  

(%) 
FBT  
(this work)

99.8338 98.6241 172.7136 694.3365 24.86 

modified 
TMM [2] 92.3076 79.7471 481.5607 844.7579 76.58 

CMT [3] 99.8685 98.8345 155.3526 686.7250 17.58 
tanh  [4] 99.8610 98.7899 140.7890 680.4043 18.15 
TMM [5] 99.8639 98.8082 156.0793 687.0419 17.92 
 

 
Table III. Comparison of reflectivity and laser performance for 

various calculation methods (“abrupt” trapezoidal, A=0.3B). 

DBR Reflectivity 
(%) VCSEL performance  

Method 
1R  2R  thg   

 (cm-1) 
thJ  

(A/cm2) 
dη  

(%) 
FBT  
(this work) 

99.7974 98.4303 166.5497 691.6245 22.45 

modified 
TMM [2] 91.1234 77.6109 528.1910 870.1422 77.92 

CMT [3] 99.8237 98.5591 162.8924 690.0203 20.94 
tanh  [4] 99.8153 98.5165 144.5473 682.0298 21.44 
TMM [5] 99.8639 98.8082 156.0781 687.0414 17.92 
 

 
Table IV. Comparison of reflectivity and laser performance for 

various calculation methods (“smooth” trapezoidal, A=0.7B). 

DBR Reflectivity 
(%) VCSEL performance  

Method 
1R  2R  thg   

 (cm-1) 
thJ  

(A/cm2) 
dη  

(%) 
FBT  
(this work)

99.3225 96.2632 229.4754 719.8163 40.98 

modified 
TMM [2] 85.1038 68.5485 752.2500 1003.1661 81.84 

CMT [3] 99.3995 96.5180 221.5182 716.1888 39.21 
tanh  [4] 99.3942 96.5371 173.0909 694.5029 39.14 
TMM [5] 99.8639 98.8082 156.0781 687.0414 17.92 
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INTRODUCTION 

Optical microring resonators are of great 
interest for monolithic and integrated optoelectronic 
applications. In fact, passive ring resonators side-
coupled to signal waveguides provide compact, 
narrow band, and large free spectral range optical 
channel dropping filters [1]. On the other hand, 
active ring resonators lead to obtain small 
occupation area, high side-mode suppression ratio, 
and reduced sensitivity to feedback. Due to the 
fabrication advances, the performance limits of both 
passive and active microring resonators are mainly 
influenced by optical scattering effects.  

THEORY 

In general, the ring resonator sidewall roughness 
or boundary imperfections can have two significant 
detrimental effects: 1) energy scattering towards the 
radiation field, reducing the total quality factor of 
the optical mode; 2) power redistribution between 
two counter-propagating modes. The backscattering 
coefficient and scattering losses have been 
calculated using the volume current method [2], by 
assuming that the sidewall imperfections can be 
described by a random function having a Gaussian 
distribution for its self-correlation function as:  

      ( )2' 2 ' 2( ) exp /c ccorr s s s s Lσ ⎡ ⎤− = − −⎢ ⎥⎣ ⎦  (1) 

being s  the relevant curvilinear coordinate, cL  the 
correlation length and cσ  the standard deviation. 

NUMERICAL RESULTS 
The numerical simulations for a passive ring 

resonator have been performed by considering a 
tightly confined GaAs-AlGaAs input waveguide at 
λ=1.55 μm, a microring with radius 5 μm, and an 
output waveguide. Fig. 1 shows the normalized 
power at the end of input waveguide versus the 
wavelength detuning for different values of cL  with 

cσ =4.7 nm. Fig. 2 shows the detuning from the 
travelling-wave optimal condition (minimum 

trasmittivity) as influenced by roughness-induced 
scattering in terms of cL  and different values of cσ . 
Fig. 3 plots the optimal coupling factor versus cL  
for various cσ . It is clear that the optimum 
travelling-wave condition cannot be met in the 
presence of strong scattering effects.   

Numerical simulations for an active microring 
resonator have been performed by considering a 
standard GaAs-AlGaAs quantum well structure. 
Fig. 4 shows the stationary values of the two 
counter-propagating mode intensities (Modes 1 and 
2) versus cL  for various cσ , by assuming an 
injection current I =100mA (one well). The plot 
shows a critical value ,c thσ  (4.7 nm in this case), 
depending of injection current. where the 
unidirectional changes to bidirectional regime. In 
Fig. 5, the mode intensities are sketched versus the 
ring radius for various injection currents with 

cL =0.07 µm and cσ = 12 nm. Thus, it is possible to 
observe that the operating regime of the active ring 
resonator is influenced by the ring cavity sizes. 
Finally, Fig. 6 describes the influence of the grating 
included in the output waveguide to induce an 
unidirectional behavior. The 3D plot shows the 
intensities of the Mode 1 (red surface) and Mode 2 
(blue surface)  versus  the grating reflectivity and 
the output coupling coefficient ( I =100 mA, 

cL =0.07 µm, cσ = 12 nm).  

CONCLUSION 

In this paper we present an investigation of the 
detrimental effects due to roughness-induced 
scattering on the properties of both passive and 
active optical microring resonators.  
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Fig. 1. Transmittivity versus wavelength detuning for                      
different correlation lengths ( cσ = 4.7 nm) in a passive ring.  
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Fig. 2.  Minimum transmittivity versus correlation length for 
various standard deviations of ring sidewall roughness function. 
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Fig. 3. Output coupling factor versus correlation length for        
different standard deviations in a passive microring. 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.  Mode intensities versus correlation length for various 
standard deviations of the active ring roughness function. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.  Mode intensities versus effective ring radius for various 
injection currents. 
 
 

 
Fig. 6.  Mode intensities versus grating reflectivity and output 
coupling coefficient in an active microring. 
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ABSTRACT 

In this work, the design and simulation of a high 
speed (300 GHz) electrooptic modulator operating 
at 1550-nm wavelength is presented. As electrooptic 
active material, a nonlinear optical polymer with 
highly nonlinear chromophores dispersed in an 
amorphous polycarbonate is used. Optimization of 
modulator geometrical structure and extraction of 
device performance parameters are obtained by 3D 
simulations. 

INTRODUCTION 

The electro-optic (EO) polymer modulators have 
been investigated for more a decade, because of 
their low index dispersion at millimetre wave 
frequencies, low cost, large electro-optical 
coefficients, and easy integration with electronic 
circuits. Polymer based technology has allowed to 
demonstrate ultra-fast EO Mach-Zehnder 
modulators, having wideband frequency response to 
over 100 GHz and low driving voltage [1]. Guest-
host polymers are used, consisting of highly 
nonlinear chromophore and amorphous 
polycarbonate (APC) or polymethylmethacrylate 
(PMMA) as active EO material. When doped into 
amorphous polycarbonate host (ACP), 
phenyltraene-bridged chromophore (CLD-1), gives 
an EO coefficient r33 of 90 pm/V (@1060 nm) and 
loss of 1.2 dB/cm (@1550 nm) [2]. 

In the proposed modulator, CLD-1/ACP is 
assumed for core layer, UV15 (an UV curable 
epoxy) and UFC17 (a polymer that doesn’t contain  
any solvent) are used for lower and upper cladding, 
respectively. 

MODULATOR DESIGN AND SIMULATION 

The interferometer optical modulator (whose 

geometry is shown in Fig. 1) has been 3-D 
simulated using BPM [3]. The quasi-TM single-
mode behaviour of its rib waveguide has the field 
profile shown in Fig. 2. To optimize the Y-branch 
power splitter geometry, composed by a parabolic 
taper and an arc cosine branch, we have simulated 
the modulator without any RF signal applied and 
examined its optical field at the output (Fig. 3). 

Polymer modulator bandwidth is limited only by 
the conductor loss because the microstrip electrodes 
are engineered to achieve nm nopt (being nm and nopt

the microwave and optical effective index, 
respectively). Thus, modulator 3-dB bandwidth is: 

2

3
3.2

dBf
aL

          (1) 

where L is the interaction length between RF and 
optical signals and a (0.48 dB/cm GHz  for Au 
electrodes) is the loss coefficient of transmission 
lines. To obtain a 300 GHz 3-dB bandwidth, the 
interaction length (L) has to be 16 mm long (Fig. 4). 

Simulating the modulator behaviour when a RF 
signal is applied to the electrodes, we have 
determined the half-wave voltage as V  = 4 V, and 
obtained the relative power versus propagation 
length diagram, as sketched in Fig. 5. 

Finally, the DC characteristic of the proposed 
modulator has been obtained (see Fig. 6) and the 
extinction ratio calculated as ER = 28 dB. 
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Fig. 1.  Proposed EO modulator geometry. 

Fig. 2.  Quasi-TM mode profile. 

Fig. 3. Optical field intensity at the output cross section. 

Fig. 4.  Modulator 3-dB bandwidth versus interaction length 
between RF and optical signals (Au electrodes).  

Fig. 5.  Relative power versus device length when V = 4V is 
applied to the electrodes. 

Fig. 6  EO modulator DC characteristic (extinction ratio 28 dB).  
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INTRODUCTION 

    Colloidal semiconductor quantum dots are 
observed to blink on and off with a distribution of 
off times that obeys an inverse power law 
distribution.  In this paper, a model describing 
mechanisms contributing to this blinking 
distribution is presented.  

DISCUSSION 

 

Wurtzite semiconductor quantum dots in 
colloidal suspensions are now realizable for a 
variety of semiconducting materials as shown to 
Figure 1.  These colloidal suspensions of nanoscale 
quantum dots contain ions that constitute an 
electrolytic environment for the colloidal quantum 
dots.  The fact that individual quantum dots are 
charged is responsible for a repulsive interaction 
between colloidal dots that allows them to remain in 
suspension.  Moreover, the surface charge on each 
quantum dot attracts ions of opposite charge to form 
a double layer near the surface of each quantum dot.   
Such colloidal quantum dots are observed to blink 
with off times, τ, that obey an inverse-power-law 
distribution with the asymptotic form of a one-sided 
Lévy distribution: 

 
 
           pτ(τ)  = (kBT /Eo) (τo

µ/τ1+µ),                                           [1]  Michael A. Stroscio and Mitra Dutta, Biological 
Nanostructures and Applications of Nanostructures in 
Biology: Electrical, Mechanical & Optical Properties, 
(Kluwer Academic Publishers, New York, 2001) provides 
a review of work on blinking of colloidal semiconductor 
quantum dots. 

 
 
µ = kBT/Eo and Eo is the energy associated with the 
barrier potential.  In this work, different 

mechanisms for blinking are considered and it is 
shown that thermally-induced fluctuations in the 
double layer potential are a mechanism contributing 
to the observed blinking.  By relating the 
fluctuations in the double layer potential to 
fluctuations in the surface charge density on the 
quantum dot, it is shown that associated fluctuations 
in the barrier potential have exactly the functional 
form needed to result in an inverse-power-law 
distribution for off times [1].  In addition, analytical 
results show that the distribution of off times, τ, 
scales as 1/τ3/2 just as previously observed. 
 

CONCLUSION 
   In this paper, the thermally-driven fluctuations in 
the double layer potential are related to the 
fluctuations in the surface charge density on the 
quantum dot.  Moreover, it is shown that associated 
fluctuations in the barrier potential have exactly the 
functional form needed to explain  the distribution 
of off times observed previously. 
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Fig. 1.  Wurtzite bandgaps and spontaneous polarizations. 
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Room-temperature, pulsed mode operation of a 
9 m GaAs/AlGaAs quantum cascade laser (QCL) 
has been accomplished by increasing the Al content 
from 33% to 45% within the conventional three-
well active region design [1]. This important 
milestone in the mid/far-infrared QCL technology 
was achieved due to the ~95 meV larger band offset 
in the 45% Al structure, which suppressed thermal 
leakage into the continuum states and significantly 
improved the temperature dependence of the 
threshold current. However, Al content of 45% or 
above is also expected to result in appreciable 
carrier leakage into the X-valley subbands [2, 3], 
but has not yet been accounted for in theoretical 
predictions [2-4].   

In this paper, we present the first numerical 
simulation of X valley leakage in GaAs/AlGaAs 
QCLs [5]. The Monte Carlo QCL simulator we 
developed is based on solving the microscopic 
Boltzmann-like transport equation of Ref. [4], but 
also incorporates the X valley transport. The 
wavefunctions and energy levels in both  and X 
valleys are obtained by self-consistently solving the 
coupled 1D Schrödinger and Poisson equations. The 
Schrödinger equation for the  valley is solved 
using the 3-band k.p method within the envelop 
function and effective mass approximations. For the 
X valley subbands, the usual effective mass 
equation for the conduction band is sufficient, since 
the X valleys are well above the valence bands. The 
self-consistent Schrödinger-Poisson solver results in 
the wavefunctions and energy levels of the 
conduction subbands in both valleys, which are then 
used as input for the 3D Monte Carlo transport 
kernel.

The Monte Carlo transport simulation is based 
on the technique introduced in [4], with both the 
and X valley transport included. In addition to the 

intersubband (including inter-stage and intra-stage) 
and intrasubband electron-LO and electron-electron 
scattering mechanisms within the  valley [2,3], we 
also include the -X and X-X intervalley scattering, 
and the inter- and intra-subband electron-LO 
scattering mechanisms in the X valleys.  

 In Fig. 1, we present the calculated electric field 
vs. current density for the extensively simulated [2, 
3], 36-stage GaAs/Al0.45Ga0.55As QCL structure 
introduced in Ref. [1]. The simulations were done at 
low (77 K) and high temperatures (300 K), both 
with and without the X valley transport included. At 
both temperatures, the results from our Monte Carlo 
simulator without the X valley transport agree with 
the data from Ref. [2]. At low temperature, the 
increase in current density due to X-valley leakage 
is small. At room temperature, however, -X
intervalley scattering becomes strong, and the 
parallel current path through the X valley leads to a 
significant increase in the current density for a given 
electric field.  

In summary, we have presented the first Monte 
Carlo simulation incorporating the effects of the  
X-valley leakage on the operation of GaAs-based 
QCLs. This realistic simulator can also be adapted 
to account for the indirect valley leakage in InP-
based structures, thereby becoming a versatile aid in 
the design of mid and far-infrared QCLs.  

This work is supported by the Wisconsin Alumni 
Research Foundation (WARF). 
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Fig. 1.  Electric field vs. current density characteristics for the GaAs/Al0.45Ga0.55As structure introduced in Ref. [1], at T = 77 K and T 

= 300 K, with and without X valley transport included. The simulation results without the X-valley leakage agree with those 

previously obtained for the same structure by Mircetic et al. [2], who used a self-consistent solution of the rate equations. At low 

temperature, it is clear that X-valley leakage does not play a major effect in the QCL performance. Although the 45% Al content of 

this structure suppresses thermal leakage of carriers into the continuum states, we see that the X-valley leakage becomes appreciable at 

room temperature.  
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THE MCTDHF METHOD

In this paper we introduce an extension of
the time-dependent Hartree-Fock to the Multi-
Configuration Time-Dependent Hartree-Fock
(MCTDHF) method, which in the limit of
infinitely many configurations converges to the
exact few-electron time-dependent Schrödinger
equation. Denoting the spatial and spin coordinates
collectively by qi = (~ri, si), the MCTDHF ansatz
for the wave functionΨ of f electrons reads

Ψ(q1, . . . , qf ; t) =
n∑

j1=1

· · ·

n∑
jf=1

cj1···jf
(t)φj1(q1; t) · · · φjf

(qf ; t)

where the coefficientscj1,...,jf
are taken to be totally

antisymmetric with respect to their indices, which

leaves only
(

n

f

)
independentc’s. Increasing the

number of orbitalsn allows to systematically in-
clude correlation effects. The evolution equations
for cj1···jf

(t) and φji
(qi; t) involve the non-linear

and non-local mean-field operators and are given in
Ref. [1].

For the implementation of the method on a par-
allel computer the spatial domain ofφj1(q1; t) is
distributed over computing nodes. Communication
is minimized by a finite-element discretization [2]
and by low-rank approximations for the non-local
operators. The block diagram of parallelization is
given in Fig. 1. We found near linear scaling with
the number of nodes. Interaction potentials of ar-
bitrary, numerically defined shape allow application
to atoms and molecules as well as quantum dots and
nano-structures. Convergence of electron spectra for
1-d model systems is shown in Fig. 2.

CORRELATION AND SPATIAL DIMENSION

Using MCTDHF we solve the time-dependent
Schrödinger equation with a strong external laser
field in 3 spatial dimensions with 3-d molecular
model potentials and Coulomb repulsion between
electrons. Laser and molecule parameters are cho-
sen such that a large fraction of the molecules
become ionized. Analogous 1-d model systems with
the same ionization potentials and properly screened
interactions were constructed.

We find pronounced differences between the 3-
d system and the 1-d model (Fig. 3): (1) The
importance of correlation is greatly overestimated
in 1-d and (2) ionization increases with molecule
size in 3-d, while the opposite is observed in 1-d.

CONCLUSIONS

The newly developed MCTDHF method can
be employed for solving the time-dependent
Schrödinger equation for several interacting elec-
trons with general 3-d potentials. We demonstrate
favorable scaling in parallel computation and con-
vergence of important observables such as electron
spectra. Calculations in 3-d are mandatory, as lower-
dimensional models were shown to generate severe
artefacts.
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Fig. 1. Flow chart of the parallelization of MCTDHF. Orbitals
are distributed over compute nodes. The calculation of mean-
field operators requires all-to-all communication. Application
of mean field operators is strictly local. Differential operators
require minimal nearest-neighbor communication.

Fig. 2. Convergence of MCTDHF: the photoelectron spectrum
from model He atom generated by an 800 nm laser pulse.
Calculations with 28 and 66 configurations nearly coincide.
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Fig. 3. Ground state depletion for 3-d and 1-d model molecules
as a function of molecule size. In 3-d, depletion increases with
molecule size for internuclear separationsR = 1.4 (crosses)
andR = 3 (full squares), and the Hartree-Fock result is similar
to the correlated result (triangles,R = 3). In contrast, 1-d
models show an decrease of depletion with size (circles).
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INTRODUCTION 

In recent years the Vertical Cavity Surface Emit-
ting Lasers (VCSELs), have emerged and threaten 
to supplant the standard laser technology in a vari-
ety of applications, such as short hull high speed 
networks and MOEMS. Thus, motivated by the 
fact that the ability to model VCSELs is critical to 
the design and analysis of optoelectronic micro-
systems, we propose a new model scheme that 
will combine the non-linear behavior of the input 
parasitics with the intrinsic fundamental device 
rate equations. A systematic methodology for the 
model parameter extraction from dc and ac, elec-
trical and optical measurements is also presented 
and simulation results are compared with  the ex-
perimental measurements. Simulation and extrac-
tion procedures are proved to be very fast while 
they preserve  adequate accuracy.  

MODEL DESCRIPTION 

The proposed circuit model for a packaged 
VCSEL is illustrated in Fig. 1. L0, R0 and C0, 
model the connection to the measurement equip-
ment and inductance Lp with capacitance Cp repre-
sent the parasitics of the package-leads as well as 
the wire-bonds of the package. The intrinsic 
VCSEL is modeled by a series resistance Ra in 
shunt with a non-linear capacitance Cj and the 
combination of a non-linear temperature-
dependent current-controlled voltage-source Einp 
with a series resistance Rint and an ideal diode 
Dvcsel. Intrinsic voltage drop Einp and the intrinsic 
capacitance of the VCSEL are modeled according 
to the semi-empirical equation and to the junction 
diode's equation presented in [1]. The internal de-
vice temperature T, the carrier density and the 
photon density, which is equivalent to the output 
optical power are dynamically calculated using the 
respective rate equations [2]. Moreover non-linear 
gain and transparency number and temperature 
dependent leakage current are included in the 
model.  

Since a circuit simulator is a differential equation 
solver, the rate equations can be solved with such 
a tool by mapping the dynamic quantities (i.e. the 
electron and photon populations) into node volt-
ages, which are dynamically calculated. Working 
towards this direction, we have implemented all 
rate equations based on the analysis of Mena [2] in 
OPSIM™. As an example in fig.2 is presented the 
equivalent circuit (with the expressions for the 
circuit elements) that corresponds to the following 
photon density equation: 

 ( )1 1

1
o o tGo zn No N N zn SdS S No

dt p n S
γ γ γβ

τ τ ε
⋅ − − ⋅

= − + +
+

 

Where τp, τn,β, Νο, Go, zn, γο, γ1 and ε are model 
parameters. 

PARAMETER EXTRACTION PROCEDURE 

Due to the large number of the model parameters 
(16 for the input circuit and 24 for the rate equa-
tions) a three-step parameter extraction methodol-
ogy is proposed to estimate them by dividing them 
into distinct groups. The parameter estimation is 
achieved by using I-L-V dc characteristics meas-
ured at four ambient temperatures and S11 and 
optical signal ac responses for various bias cur-
rents.  
In the first step the dc dependent parameters of the 
input circuit (such as Rin, Rint and Ra) are estimated 
using as input to the optimization tool the dc cur-
rent-light (I-L) characteristics and as targets the 
measured I-Vs. In the second step, using the pre-
viously calculated values, the optimization target 
is changed to S11 vector measurements and the 
remaining parameters of the input circuit, which 
influence its ac behavior (such as Lo, Ro, Co, Lp, 
and Cp) are estimated. In the above procedures the 
rate equation that affects the results is only the 
thermal one, which is used to determine the inter-
nal device temperature. Thus, in the third step,  the 
parameters of the carrier and photon rate equations 
as well as gain, transparency number and leakage 
current parameters are estimated using as optimi-



zation targets the dc I-L characteristics and the ac 
optical response. 
As it is shown in Figures 3 and 4 satisfactory 
agreement between measured values and simula-
tion results for a commercially availlable VCSEL 
is achieved using the proposed model and extrac-
tion methodology.  
Unambiguously, the level of model complexity 
and the different nature of the parameters (physi-
cal, geometrical, fitting values), suggest that 
methods like sensitivity analysis, classification of 
the parameters, possible calculation or estimation 
based on published values can significantly im-
prove the extraction methodology. Currently we 
are developing the parameter extraction procedure 
pursuing the goal to be robust and efficient. Up to 
now the two first steps of the parameter extraction 
methodology have been successfully completed 
while the third one needs further refinement due to 
the increased number of parameters. 

CONCLUSIONS 

A compact and efficient VCSEL model for the 
VCSEL that models by means of equivalent cir-
cuits the fundamental device rate equations, the 
thermal effects, the non-linear gain and transpar-
ency number functions and the input parasitics 
elements has been presented. The parameter ex-
traction is based on standard dc and ac measure-
ments and it is achieved by a three-step procedure, 
which divides model parameters into distinct 
groups. Simulation results, using the proposed 
model, present satisfactory agreement with the 
measurements.  
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Figure 3 Measured values (dots) and simulated (continuous 
line) I-V and I-L characteristics at 20ºC 

Figure 4 Measured (dots) and simulated (continuous line) S11
and optical ac responses at a bias of 6 mA 
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Figure 1  The proposed circuit model of the VCSEL. 
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Figure 2 Equivalent circuit for the photon rate equation 
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Introduction
In this work we present a new analytical 2D

photodiode model. Our model is capable to predict
the stationary as well as the dynamic behavior of
different finger photodiode structures. The model is 
in very good agreement with the numerical results
gained with the two dimensional device simulator
Atlas/Silvaco. For all relevant carrier distributions
within the diode we have found simple analytical
expressions. Our model is suitable as circuit
simulation model, e.g. for the simulation of high
speed fiber-optic systems.

Model
Because the illuminated part of the finger 

photodiode under consideration consists of a 
periodic topology, it is sufficient to consider only
one of the periodic sections (see fig. (1)) of the
structure to characterize the opto-electronic 
conversion of the diode. We have divided this
structure into five quasi neutral regions I to V in 
addition to the space charge region (SCR). We 
assume that the minority carrier current within the 
neutral regions is a pure diffusion current. 
Therefore, for the calculation of the photocurrent we
require the minority carrier distribution within the
neutral regions. To this end we have to solve the 
diffusion equation

2
c
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2
cc

2

2

2

2

L
)t()x(g

L
c

tD
c

y
c

x
c

 (1) 

within the region I to V. c is the minority carrier 
density, c, Lc and Dc the lifetime, diffusion length 
and diffusion coefficient, respectively, of the
minority carriers. Applying Laplace-transformation
on eq. (1) results in a partial differential equation in

x and y. Due to the photo-generation rate and the 
boundary conditions of regions IV and V we expect 
no y-dependency of the carrier distributions in these 
regions. Therefore, we end up with a simple
differential equation in these regions which easily 
can be solved.

To simplify the calculation of the minority carrier 
distribution within regions I, II, and III we first of 
all assume that the extension of these regions in the 
y-direction is large compared to the relevant 
diffusion length of the minority carriers.

Using the technique of separation of variables we 
find the minority carrier distribution by first solving
the diffusion equation in a regime far away from the 
dashed vertical lines in fig. (1) which represent the 
boundary of the SCR. In this regime we again
assume the carrier density to be a function of x only.
Utilizing this solution we then solve the diffusion 
equation to come to the y-function of the carrier 
distribution. As an example fig. (2) gives a 
comparison of the hole distribution within region I 
calculated with our model and the simulator
Atlas/Silvaco.

For the current contribution of each region to the
photocurrent we have to integrate the gradient of the
minority carrier concentration along the edges of the 
SCR.

To calculate the contribution of the SCR to 
the total current we neglect recombination and
thermal generation processes within the SCR. 
Thus the current contribution of the SCR can by 
found by integrating the generation rate over 
the whole depletion region. The temporal
variation of the drift current contribution is 
dominated by the RC time constant of the 
device. The bulk resistance and the depletion 
capacity of the diode can be calculated easily
and implemented as a RC low-pass filter.



Due to the choice of the photo-generation 
rate the current contribution of a certain region 
corresonds to the transfer function of this 
region. Therefore, the transfer function of the 
photodiode is given by the sum of the transfer 
functions of each region multiplied by the
transfer function of the RC low-pass filter

Results
Fig. 3 shows the stationary photocurrent of the

device calculated with our model in comparison
with the results of the numerical device simulator.
In one case we have contacted the substrate of the
diode which results in a higher efficiency of the 
diode in the red and infrared spectra compared with 
the case of the floating substrate.

The frequency responses in fig. 4 presents the 
results of our model and the device simulator,
respectively. The dynamic behaviour of the diode in
this case is totally dominated by the RC time 
constant of the device. For other diode parameters
(e.g. doping concentrations, dimensions) or other
structures the diffusion in some of the diode regions
may not follow the modulated signal resulting in
different kinks (cut-off frequencies) of the transfer
function.

CONCLUSION

We have developed a two dimensional model of
a photodiode which takes care on the transit-time
effects due to carrier diffusion. This model is
versatile and capable to predict the stationary as
well as the dynamic performance of finger diodes of
different types and parameters.

Fig. 1.  Modeled section of a NCPWNBL – finger photodiode.

The grayscales stand for the different doping concentrations.

Fig. 2.  Hole distribution within region I calculated with our

model compared with numerical results.

Fig. 3.  Stationary photocurrent with and without contacted

substrate. Model in comparison with the device simulator.

Fig. 4.  Frequency responses of the device: model compared

with numerical simulation.
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Recent progress in growth technology gives a 
possibility to  produce  high quality nitride 
nanostructures such as free-standing nanowires, 
quantum discs and quantum dots [1]. The growth of 
GaN nanotubes is of particular interest due to the 
large band gap of GaN. Potential applications of the 
structures are possible candidates for LEDs, Bragg 
reflectors, laser and photonic crystals, biochemical-
sensing. The use of nanowires and possibly 
nanotubes as active components promise to enhance 
the performance of such devices due to increased 
charge localization and reduced defect density. We 
report a theoretical study of the electronic and 
optical properties of  GaN wires and GaN/AlGaN 
heterostructures and of single crystalline 
semiconducting GaN nanotubes using an atomistic 
tight binding approach. 

MODEL AND RESULTS
We consider two different kinds of objects: strain-
free homogeneous GaN nanowires and 
pseudomorphically grown GaN discs embedded into 
a AlGaN column.  

The GaN nanowire is modeled as an infinitely 
long oriented along the [0001] direction, with a 
hexagonal cross-section and wurtzite crystal 
structure. Both solid nanowire and hollow nanowire 
(nanotube) are considered. The calculations are 
based on an sp3d5s* nearest neighbor tight binding 
basis. The effect of introducing a hole in an 
nanowire is studied and we find that the charge in 
energy for the original nanowire states depends 
strongly on the state of the wave function. The first 
conduction band state increase in energy as the 
outer size of the nanotube is increased while 
keeping the tube wall constant. The order of the first 
two valence bands are reversed compared to the 
solid nanowire (Fig.1-2). For the optical properties 
we find that the transition between the first 

conduction band and first valence band is weak and 
that the first strong transition is associated with the 
second or third valence band. The lowest 
conduction band state is found to increase in energy 
as the radius of nanotube is increased. The first 
strong transition has a strong polarization anisotropy 
with the dominating component along the nanotube 
axis. A typical band structure for a solid GaN wire 
is shown in figure 3 

Tight-binding calculations are also extended to  
AlGaN/GaN nanowires (see Fig 4) forming 
confining quantum disc. These structures are similar 
to those analyzed in Ref. [1].  Here piezoelectric as 
well as pyroelectric polarization have been 
accounted for by using a continuum model solved 
via the finite element method. The atomic position 
are relaxed by minimizing the elastic energy and the 
strain of the structure is calculated (Fig 5). From the 
strain map,  the polarization vector  is extracted and 
the potential profile is then obtained by solving the 
Poisson equation. The potential profile is shown in 
Fig. 6. Relaxed atomic position and potential profile 
are then feed back in the tight-binding solver and 
both electronic and optical properties of the 
AlGaN/nanowire are calculated. A detailed 
comparison between theory and experiment will be 
shown
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Fig. 1.  (a)GaN nanotube (b) Second valence band state (c) First

conduction band state 

Fig. 3.  Band structure of a solid GaN nanowire with 4.8 nm 

diameter. (a) conduction band (b) valence band 

Fig. 3.  Pseudomorpnically grown AlN/GaN/AlN nanowire b) 

Strain component zz distribution over the nanowire.

Fig. 2. (a)GaN nanowire (b) Second valence band state (c) First 

conduction band state 

Fig. 4.  Typical AlGaN/GaN nanowire used in the simulations.

(Red)  Ga atoms, (Blue) Al atoms, (yellow) N atoms.

Fig. 6.  Potential profile induced by the piezo and pyro

polarizations in the AlGaN/GaN nanowire
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INTRODUCTION

Two-dimensional electron gas (2DEG) systems in
both ungated and gated channels with sufficiently
high mobility of electrons confined in the lateral
directions can serve as resonant cavities for electron
plasma waves in different devices. The resonant
plasma effects in gated 2DEG systems similar to
high-electron mobility transistors (HEMTs) can be
used for detection, frequency multiplication and
generation of terahertz (THz) radiation [1].

In this paper, we propose novel detectors of THz
radiation based on heterostructures with a 2DEG
channel and a lateral Schottky junction (LSJ), de-
velop their device models, and calculate their char-
acteristics (frequency-dependent detector responsiv-
ity as a function of the device structural parameters).
The some devices utilizing lateral LSJs have been
proposed and studied for more than decade for
applications as detectors and varactors for frequency
multiplication in the THz range. However, since
the 2DEG channels with high electron mobility can
exhibit pronounced resonant response at the plasma
frequencies, LSJ resonant detectors (and some other
devices, for example, such as frequency multipliers)
can provide substantially higher detection respon-
sivity at the signal frequencies coinciding with the
resonant plasma frequencies. The proposed LSJ
resonant detectors using nonlinearity of the LSJ
current-voltage characteristic can also surpass the
HEMT-like resonant detectors utilizing the hydro-
dynamic nonlinearity [1].

DEVICE STRUCTURES AND OPERATION

The LSJ device structures with ungated and gated
2DEG channel schematically shown in Figs. 1(a)
and 1(b), respectively. The band diagram of the

LSJ portion of the devices is shown in Fig. 1(c).
These devices comprises an Ohmic contact serving
as a source and a Schottky contact (drain or col-
lector) forming LSJ. The latter plays the role of a
nonlinear element providing the rectification of the
THz signals (detection). The LSJ resonant detectors
in question can be fabricated using heterostructures
based on different III-V materials or nitrides.

It is assumed that apart from some biasing voltage
, an ac voltage (created by incoming

THz signals, which are received by an antenna) is
applied between the source and drain. This voltage
stimulates the excitation of the plasma oscillations
(self-consistent oscillations of the electron concen-
tration in the 2DEG channel and the electric field
around it). At the signal frequency coinciding
with or close to one of the plasma resonant fre-
quency ( is the index of the plasma
resonance), the amplitude of the ac potential drop
across the depleted region of the 2DEG channel
can be rather large. Due to a strong nonlinearity
of the LSJ current-voltage characteristics, this can
lead to large nonlinear (rectified) component of the
net current.

DEVICE MODELS

Due to a relatively large electron concentrations
in the device channel and relatively low frequencies
of electron collisions with impurity in phonons,
2DEG can be described by hydrodynamic electron
transport model (Euler’s equation and continuity
equation). The hydrodynamic equations should be
supplemented by the 2D Poisson equation for the
self-consistent electric potential. In the case of
the devices with the gated 2DEG channel, this
equation can be replaced by its simplified ver-
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Fig. 1. Schematic view of LSJ resonant detectors with (a)
ungated and (b) gated 2DEG channel; (c) band diagram of the
device Schottky junction region with forward bias.

sion. The matching conditions at the point be-
tween the quasineutral and depletion regions in the
2DEG channel invoke simple expression for the LSJ
current-voltage characteristic. Since the nonlinearity
of the LSJ current-voltage characteristic is much
stronger than that of the hydrodynamic equations,
the linearized version of the latter can be used. More
detailed models should account for hydrodynamic
nonlinearities and specifics of nonequilibrium non-
stationary transport in the high-electric field deple-
tion region (combined hydrodynamic and ensemble
Monte-Carlo particle models).

RESULTS

Using the model based on a simplified description
of the electron transport in the 2DEG channel,
one can obtain the following equation for the LSJ
resonant detector responsivity:

(1)

where is the responsivity of LSJ without exci-
tation of plasma oscillations in the 2DEG channel,

is the electron collision frequency. The frequency
of fundamental plasma resonance is given by

and for ungated and
gated 2DEG channels, respectively, is the dc
electron sheet concentration in the channel, is the
length of the channel, and are
the gate length and the gate layer thickness. It is
assumed that the length of the LSJ depletion region

. As seen from Eq. (1), the responsivity
reaches maxima at the plasma resonant fre-

quencies: , where . The
responsivity maxima are fairly high when :

(2)

The fundamental plasma frequencies for the de-
vices with both ungated and gated 2DEG channels
fall into the THz range at real device structural
parameters. For fairly typical parameters

THz and s , one obtains
. In the devices with

the gated 2DEG channel, the gate-drain voltage
can be applied to control the electron concentration
under the gate and, hence, the
resonant plasma frequencies.

The comparison of the responsivity of the LSJ
resonant detector with the gated 2DEG channel
under consideration ( ) with that based on the
HEMT and utilizing the hydrodynamic nonlinearity
( ) results in

(3)

Here is the characteristic plasma wave
velocity and is the thermal electron velocity in
the 2DEG channel. Usually, , so that

.

CONCLUSION

We proposed novel THz detectors based on het-
erostructures with LSJ, developed their models and
assessed the device characteristics. It was shown
that the devices proposed can substantially surpass
those studied previously. Numerical studies using
more detailed and complex device models are nec-
essary.
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INTRODUCTION

Many fundamental processes in matter like
electron–electron or electron–phonon scattering in
solids, occur on a time scale ranging from a few
tenth of a femtosecond (1 fs = 10−15 s) to a
picosecond (1 ps = 10−12 s). These ultrafast phe-
nomena are experimentally accessed by monitoring
the interaction of ultrashort light pulses with a given
sample. Among the experimental techniques avail-
able nowadays, the so–called pump–probe methods
are most frequently used. In such a pump–probe
experiment one needs two ultrafast laser pulses: a
pump pulse, which excites the investigated system
and a probe pulse, delayed in time, which explores
the relaxation of the excited system.

Based on the superposition principle of electro-
magnetic fields, within the Slowly Varying Envelope
Approximation (SVEA) the total external electric
field in a pump–probe experiment is given by

�E(�r, t) = �Epu(�r, t) + �Epr(�r, t) (1)

= �epuEpu,0 Ẽpu(t) exp [i (�qpu �r − ωput)]

+ �e pr Epr,0Ẽpr(t− τ) exp [i (�qpr�r − ωprt)] ,

where Ẽpu(t) and Ẽpr(t) are the time–dependent
envelopes of the pump and the probe pulse prop-
agating in the directions �qpu and �qpr with the
carrier frequencies ωpu and ωpr and having the
polarizations �epu and �e pr. In considering an external
electric field as defined in Eq. (1), it is assumed that
no significant overlap in time exists between the
pump and probe pulse, i.e., all coherence coupling
effects can be neglected.

GENERALIZED KUBO THEORY

Because in Eq. (1) a possible overlap between
the pump and probe pulse is neglected, it can be
considered that for t > τ the probe pulse interacts

only with the pump–excited system. The problem to
be solved reduces therefore in finding the dynamic
linear response of the pump–excited system with re-
spect to the probe pulse at times t > τ . If within the
interaction picture the only source of perturbation is
the probe pulse then from the linearization of the
density,

ρpr(t) � ρpu +
i

�

∫
t

τ

dt′
[
�r(t′), ρpu

]
�Epr(t′) , (2)

where the density for the pump–excited state is
written

ρpu � ρ0 +
i

�

∑
κ

∫
τ

−∞

dt [�r(t), ρ0] �Epu(t)

≡ ρ(0)
pu + ρ(1)

pu .

Accordingly the frequency–frequency representa-
tion of the generalized, strictly linear conductivity
for the pump–probe experiments is given by [1]

σ̃(0)
μν (ωpr, ω; τ) =

1
2π

exp [+i (ω − ωpr) τ ]

× L

[
Ẽpr(t)

]∣∣∣
i(ωpr−ω)

σ̃μν(ω) ,

(3)

where in terms of ω this quantity is now resolved
with respect to the spectral components of the
probe pulse. The first order conductivity, on the
other hand, is resolved with respect to the spectral
components of the pump pulse and hence is written

New Scales: Properties of Nanostructures in the
Femtosecond Regime



as [1]

σ̃(1)
μν (ωpr, ωpu, ω; τ) =

β

2π
exp [+i (ω − ωpu) τ ]

×

∑
κ

Epu,0κ

∫
∞

0

dt exp (+iωt)

∫
t

0

dξ Ẽpr(t− ξ) exp (+iωprξ)∫
∞

0

dξ′
〈
Jμ(t); Jν(t− ξ); Jκ(−ξ′)

〉

×Ẽpu(τ − ξ′) exp
(
+iωpuξ

′
)
.

(4)

Although for this form one can also take advan-
tage on the properties of Laplace transforms, for
σ̃

(1)
μν (ωpr, ωpu, ω; τ) a similar expression to that in

Eq. (3) cannot be deduced. The total and formally
linear dynamic conductivity is finally obtained by
combining the zeroth and first order conductivities
as given by Eqs. (3) and (4),

σ̃μν(ωpr, ωpu, ω; τ) = σ̃(0)
μν (ωpr, ω; τ)

+ σ̃(1)
μν (ωpr, ωpu, ω; τ) .

SUMMARY

By linearizing the density of both the pump–
and probe–excited states and neglecting the overlap
between femtosecond laser pulses, the Kubo re-
sponse theory has been extended to describe pump–
probe experiments. The main advantages of this
response scheme is that although second order re-
sponses are included, it formally remains a linear
theory and therefore all obtained expressions can be
implemented straightforwardly within any standard
bandstructure method.
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INTRODUCTION 
For nanoscale wurtzite structures such as 

quantum dots and nm-thick layers, the surfaces may 
terminate locally in different atoms; for example, 
GaN structures may terminate with Ga-surfaces or 
N-surfaces.  In this paper, the spontaneous 
polarization is calculated and shown to be depend 
on these surface terminations. 

  

DISCUSSION 

   Fig. 1 shows the unit cell of wurtzite crystals.  The 
left hand side of Fig. 1 shows the geometry for ideal 
wurtzite structures.  The lattice constant along a-
axis of GaN is 3.189Å, consequently, the ideal 
height of the unit cell is 5.208Å.  However, the 
actual height of the unit cell is 5.185Å.  This is 
caused by the polarization in the crystal.  In the 
wurtzite unit cell, the number of atom is identical 
for each layer.  This means that the sheet charge 
density of each layer is same and the only the sign is 
different.  If the horizontal area is large, the 
horizontal polarization can be approximated as zero.  
In the following, the vertical polarization is 
evaluated from the sheet charge density.  Now, the 
large white circle in Fig. 1 is assumed to be a 
nitride, on the other hand, the gray circle is assumed 
to be a gallium.  Thus, the sheet charge density is as 
shown in the left hand side of Fig. 2.  The bottom 
area of the GaN unit cell is 
(3.189Å)2sin60o=8.807Å2.  As a result, the sheet 
charge density σ is, 
 
     σ = (1.6 x 10-19 C)/(8.8 x 10-20 m2)  = 1.8 C/m2

 

The contribution for polarization is half of the sheet 
density to consider both sides of the layer. The 
polarization P can be evaluated by averaging the 
total dipole moment of the unit cell with regard to 

the volume.  The right hand side of Fig. 2 describes 
the dipole moment of each layer. Assuming a given 
area S, the polarization is expressed by 
 
                             P = σ (c1 – c2)/2(c1 + c2) 
 
At the same time, the height of the unit cell is 2(c1 + 
c2) = 0.5185 nanometer as mentioned above.  The 
spontaneous polarization of bulk wurtzite GaN is 
taken to be -0.029 C/m.  From above equations and 
the spontaneous polarization, the thickness of layers 
in the equilibrium state is obtained as c1 = 0.1256 
nm and as c2 = 0.1338 nm. Here, the polarization 
change from the spontaneous polarization is 
evaluated for four cases shown in Fig. 3.  These two 
cases, 1 and 2,  are possible arrangements to change 
the polarization.  It is noted that there are two more 
cases, 3 and 4, that are simply turned upside down 
compared with cases 1 and 2, so, the polarization of 
the cases 3 and 4 will become the same value and 
the opposite direction of cases 1 and 2.   Fig. 4 
shows the polarization according to the number n, 
which is the number of the alternated units shown in 
Fig. 3.  The two dotted lines in Fig. 4 represents 
0.029 C/m2 and –0.029 C/m2, respectively.  These 
spontaneous polarization effects are considered for 
different nanostructures. 
 

CONCLUSION 

    Spontaneous polarizations have been calculated 
for nanostructures and the sensitivity of the results 
on the surface termination have been determined. 
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Figure 1.   Wurtzite unit cell.          
 

 
 

Figure 2.   Sheet charge density and its dipole moment. 

 

 
 

Figure 3.  Arrangements to  change the polarization. 
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Fig. 4. Polarization change according to the number of layers. 
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In spite of considerable research effort and
progress, high quality simulation-based design
of nanoscale emerging devices still presents
formidable modeling and computational challenges.
Characterization of nanoscale emerging devices
needs to be addressed via quantum simulations
that need to account for: (i) information of the
material at the atomistic level, (ii) multiscale aspects
of electron transport modeling and electrostatics
effects, (iii) high-fidelity treatment of the contact re-
gions, and (iv) efficient methodology for dissipative
scattering. For enhanced reliability and accuracy of
the simulation of transport phenomena, one needs
detailed knowledge of the electronic structure of
the materials. Ab-initio calculations have been, so
far, restricted to the simulations of small two-probe
molecular systems, that does not consider the cou-
pling with the surroundings such as electrostatics
gate effects [1]. In practice to reduce the computa-
tional costs, one needs to use simplified electronic
structure models such as effective mass type-models
for semiconductors [2], or semi-empirical and tight-
binding methods for molecules and nanotubes [3-4].

Given the advances in the-state-of-art of com-
puter architecture, processor and memory tech-
nology, underlying system software, and parallel
algorithms, computational scientists and engineers
can now expect to solve large-scale nanoelectron-
ics problems using real-space mesh techniques for
atomistic ab-initio simulations. These techniques
that were thought to be intractable in the not-too-
distant past, will result in fundamentally superior
accuracy to address a combination of the two fol-
lowing challenging problems: (i) a comprehensive
description of the transport problem, (ii) a fully
atomistic description of the materials.

In material sciences, real-space mesh techniques
such as the finite difference method (FDM) [5],
and the finite element method (FEM) [6-7], were
proposed in the early nineties, for the simulation
of electronic structures. In contrast to the Linear
Combinations of Atomic Orbitals (LCAO) methods
(along with the dominant use of Gaussian basis
sets), or plane waves expansion schemes, they offer
significant advantages that have been summarized
in [8]. They also produce very sparse matrices and
can be cast as linear scaling electronic structure
methods. These advantages, in turn, enable the use
of multiscale and multilevel methods, and other
sophisticated parallel numerical techniques on high-
end computing platforms [9-10].

In principle, it is possible to extend the capabili-
ties of an effective mass-based transport simulation
code such as NESSIE (see Fig. 1), to account for
higher degree of details of the electronic structure.
The Kohn-Sham/DFT equation is then expected to
replace the Schrödinger equation, and a pseudopo-
tential approach may be used to remove the core
electrons and the singularities in the discretization
[11]. These simulations pose, however, significant
challenges in developing robust and efficient large
sparse linear system solvers and eigenvalue problem
solvers resulting from the numerical handling of the
transport problems [14-16].

This work aims to explore strategies that will
result in fundamentally superior modeling accuracy
and will enhance our ability to handle multiscales
to achieve high-fidelity simulations of materials
and transport problems. We propose to review the
associated challenges in modeling, mathematical
and numerical techniques, and the needed parallel
algorithms.



Fig. 1. This figure summarizes the capabilities of NESSIE (1998-2006), that is currently using real-space mesh techniques for
performing nanoelectronics simulations on the following devices: 2D-MOSFET and 2-D DGMOSFET [12], 3-D Silicon Nanowire
transistors [13], 3-D electron waveguide devices (III-V heterostructure) [2], and electrostatics calculations of molecular transistors
and carbon nanotube devices [3], [4]. In carbon nanotube simulations, the transport phenomenon is localized in the nanotube while
the coupling with the surroundings is achieved by considering only the electrostatics. Within our simulations, the atoms inside the
device are considered as localized point charges, while FEM is needed for solving the Poisson equation in the overall transistor
[3], [4].
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INTRODUCTION

Carbon nanotube (CNT) fibers are promising
in applications involving high strength and light
weight conductors. Moreover, industrial-scale pro-
duction of 30 m long fibers appears to be feasi-
ble [1]. The measured electrical resistivity of fibers
are however considerably larger than that of individ-
ual CNTs. In fact, the fiber resistivity is 10−4Ωcm,
which is almost two orders of magnitude larger than
that of copper. In this work we perform first prin-
ciples calculations to determine the electronic and
transport properties of defect free CNT fibers. This
allows us to determine some underlying mechanism
for such high resistivity and ways to decrease it so
that CNT fibers compare better with copper.

METHODOLOGY

Our procedure to calculate transport properties
of a CNT fiber consists of the following steps: (i)
Determine the equilibrium distance between nan-
otubes in a bundle using density functional theory
(DFT). (ii) The inter-tube distance obtained in (i) is
used to construct junctions of two tubes as well as
single fiber trajectories which consist of a number
(N ) of CNTs. (iii) We determine the inter-tube
interaction Hamiltonian between two neighboring
tubes by performing DFT calculations on a system
of two adjacent tubes. (iv) The inter-tube Hamilto-
nian is treated as a perturbation to the ideal CNTs’
Hamiltonians. (v) We calculate the conductance
between two CNTs as a function of their overlap
distance. (vi) We model transport through a single
fiber trajectory in the phase decoherent limit by
following reference [2]. (vii) We use the com-
puted conductance in (vi) to derive the conductance
through macroscopically large fibers and determine
the limiting factors of fiber conductance.

RESULTS

Our calculations demonstrate that fibers are more
stable compared to CNTs. In Fig. 1-a, we show
the total energy (ET ) for an (8,8) CNT bundle as
a function of inter-tube distance (d) and orienta-
tion angle (θ) between CNTs. The lowest energy
configuration is obtained for d = 3.07 Å, with
very weak rotational barrier. In Fig. 1-b, we also
show the band-gap (Eg), which opens due to tube-
tube interaction. At the equilibrium distance, Eg ∼

50 meV and its effect on transport is expected to be
small at room temperature.

The inter-tube conductance oscillates as a func-
tion of overlap distance. When mirror symmetry is
preserved and for tubes with similar chiralities, the
conductance oscillates between 0 and 2Go. In Fig. 2,
we present the (8,8)x(7,7) inter-tube conductance
as a dotted line. If the tubes have different chi-
ralities, Fermi wave vectors of the two tubes are
different and this results in substantial conductance
reduction. The inter-tube conductance between (8,8)
and (12,0) CNTs is ≤ 0.01Go as shown in Fig. 2.
We also find that when mirror symmetry is broken,
the conductance decreases. In Fig. 3, we show the
inter-tube conductance between (8,8)x(8,8) CNTs,
which undergoes damped oscillations. The zero-
temperature conductance (transmission at EF ) is
shown in Fig. 3 as a continuous line, which van-
ishes for large overlap distance. This is due to Eg

formation and is demonstrated in the insets.
Our model for transport through a fiber trajectory

is shown in Fig. 4-a. For a given number of CNTs,
the conductance is independent of overlap length
(Lov) and bare CNT length (L0), as shown in
Fig. 4-b,c. However, the conductance is inversely
proportional to the number of tubes. In the phase
decoherent limit we determine inter-tube transmis-
sion coefficient, Ta = (N−1)T

1+0.5×(N−2)T
, where T is the



total transmission coefficient through the trajectory.
The calculated Ta values from all simulations are
shown in Fig. 4-d and result in Ta ∼ 1.0. Within
this model, the fiber resistivity is estimated to be,
ρ ∼ [ 1

Ta

− 0.5] × 1
l0
× 10−5 Ωcm, where l0 is the

average CNT length in μm. Using the computed
value of Ta ∼ 1.0 found in Fig. 4-d, we find
that if the fiber is composed of short nanotubes
(0.5μm) [1] the resistivity is ρ ∼ 10−5 Ωcm. This
value is within the experimental range of Ref. [1].
However, if each CNT has a length of 10μm, we
find that the conductivity of an the fiber can be
comparable to that of copper.
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Fig. 1. (a) Total electronic energy (ET ) per atom, and (b)
band gap (Eg) for an (8,8) CNT bundle as a function of inter-
tube separation distance d, and orientation angle θ between
tubes. Lines represented with • correspond to the results with
the lowest ET . Similar results have been obtained for other
metallic tubes, (10,4) and (12,0) CNTs.
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Carbon nanotube (CNT) based devices are 
promising structures for future electronic 
applications. An accurate treatment of quantum 
effects is necessary for short channel CNT devices. 
In this work, we describe a method to simulate 
realistic 3D CNT field effect transistors (CNTFETs) 
based on Finite Element Method (FEM) for the 
electrostatic treatment and nearest neighbour Tight-
Binding (TB) method for electron transport, 
employing Non-Equilibrium Green’s Function 
(NEGF) techniques.  

The device geometry treated is shown in Fig. 1. 
The continuous grid includes the positions of the 
carbon atoms of the CNT and the charge 
distribution is treated as delta functions (point 
charges). The mesh created is fine enough to capture 
atomistic resolution for the potential on the shell of 
the CNT. The solution of the Poisson equation is 
self-consistently coupled to the transport part of the 
simulator where we employ three different 
techniques: (1) a semiclassical ballistic transport 
model, (2) an uncoupled mode space, and (3) a real 
space Nearest Neighbor Tight Binding (NNTB) pz

orbital model using the NEGF technique [1]. The 
simulator can treat both MOSFET-like devices 
using open boundary conditions, and Schottky-
Barrier devices using a phenomenological model of 
metallic contacts. We have used two different 
algorithms in the computation of the Green’s 
functions in the transport kernel of the simulator: (1) 
the LAPACK routines for solving a complex system 
of linear equations utilizing the LU decomposition 
with partial pivoting and row interchanges, and (2) 
the recursive Green’s function (RGF) approach. Fig. 
2 shows a comparison of the two approaches as a 
function of the Hamiltonian size (corresponding to 

the total number of atoms in the nanotube as the 
length of the nanotube is changed) through non-self-
consistent simulation experiments. Noticeable is the 
superior performance with the RGF algorithm as the 
system size increases.    

The simulator has been used to study the effects 
of vacancies on the performance of metallic 
CNTFETs. The model device used is a (12,0) 
metallic CNT within a 3D geometry (Fig. 1). We 
introduce a single vacancy in the mid-region of the 
channel by raising the on-site energy of the vacancy 
and thus preventing any hopping of electrons to that 
particular site. Fig. 3 shows the local density of 
states (LDOS) in the vicinity of the vacancy and 
transmission (Tr) calculated from non-self 
consistent simulations.  For comparison, we also 
show the results for a device without a vacancy. We 
find that the presence of a single vacancy locally 
modulates the LDOS significantly. More 
importantly, regardless of the chirality of the 
nanotube, the transmission is reduced throughout 
the entire energy spectrum (note the reduction by 
one quantum unit in some regions) in agreement 
with [2, 3]. 

We also address the efforts and on-going 
activities on building and deploying community 
nanotechnology software tools on nanoHUB.org 
which currently provides the nanoscience research 
community with interactive on-line simulation and 
educational resources such as tutorials, seminars, 
and on-line courses. One such community tool is the  
CNTFET which is going to be publicly released and 
has recently been expanded in its capabilities 
through detailed numerical performance analysis. 
Fig. 4 shows the graphical user interfaces for this 
simulator used in an interactive session. 
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Fig. 1. The device structure and the creation of finite element mesh.      Fig. 2. Comparison between RGF and LU approaches.   
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Fig. 4. (Right panels) The rappturized graphical user interfaces for the CNTFET simulator.
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INTRODUCTION

Exceptional electronic and mechanical properties
together with nanoscale diameter make carbon nan-
otubes (CNTs) candidates for nanoscale field effect
transistors (FETs). High performance CNTFETs
were achieved recently [1, 2]. In this work we focus
on an n/i/n device [2, 3]. Using the non-equilibrium
Green’s function (NEGF) formalism quantum phe-
nomena like tunneling and scattering processes can
be rigorously modeled. Recently a semiclassical
Monte Carlo analysis of the effect of scattering on
CNTFET characteristics has been reported [4, 5].
However, even with quantum corrections included,
semiclassical methods cannot accurately predict the
behavior of these devices because of the strong
quantum effects. Therefore, in this work the NEGF
formalism has been chosen to investigate transport
phenomena in CNTFETs. Based on this method
the performance of CNTFETs has been studied.
The effects of elastic and inelastic scattering on
the device performance have been investigated. The
results indicate that elastic scattering has a more
detrimental effect on the device characteristics than
inelastic scattering. However, for short devices the
performance is not affected because of the long
mean free path for elastic scattering.

APPROACH

We have solved the coupled transport and Poisson
equations. In this work we assume bias conditions
in which the first sub-band contributes mostly to
the total current. In the mode-space approach [6]
the transport equations for each sub-band can be
written as:

GR
= [EI −H − Σ

R
el−ph

− Σ
R
s,d]

−1 (1)

G<,>
= GR

[Σ
<,>
e−ph

(E) + Σ
<,>
s,d (E)][GR

]
†

(2)

In (1) an effective mass Hamiltonian was as-
sumed. All our calculations assume a CNT with

Eg = 0.8 eV, and m∗
= 0.05m0 for both electrons

and holes. A recursive Green’s function method
is used for solving (1) and (2) [7]. The self-
energy due to electron-phonon interaction consists
of the contribution of elastic and inelastic scattering
mechanisms, Σ

<,>
e−ph

= Σ
<,>
el

+ Σ
<,>
inel

. Assuming a
single sub-band the electron-phonon self-energies
are simplified as (3)-(6).

Σ
<,>
el

(E) = DelG
<,>

(E) (3)

Σ
<
inel

(E) =

∑
ν

Dinel,ν

[(nB(�ων) + 1)G<
(E + �ων)

+nB(�ων)G
<
(E − �ων)]

(4)

Σ
>
inel

(E) =

∑
ν

Dinel,ν

[(nB(�ων) + 1)G>
(E − �ων)

+nB(�ων)G
>
(E + �ων)]

(5)

�m[Σ
R
e−ph

(E)] =
1

2i
[Σ

>
e−ph

− Σ
<
e−ph

] (6)

where nB is given by the Bose-Einstein distribution
function. Del, and Dinel are related to the mean
free path of the corresponding scattering mecha-
nisms [8]. The transport equations are iterated to
achieve convergence of the electron-phonon self-
energies, resulting in a self-consistent Born ap-
proximation. The transport equations are iterated
to achieve convergence of the electron-phonon self-
energies, resulting in a self-consistent Born approx-
imation. The carrier concentration and the current
density at some point j of the device is calculated
as (7) and (8).

nj = −2i

∫
G<

j,j(E)
dE

2π
(7)

jj =
4q

�

∫
2Re{G<

j,j+1
(E)Hj+1,j}

dE

2π
(8)

The coupled transport and Poisson system is solved
iteratively.



SIMULATION RESULTS

The mean free paths of carriers in semiconducting
CNTs at high energies approach those in metal-
lic CNTs [4]. Reported values are λel ≈ 1.6 μm

and λinel ≈ 10 nm for a metallic CNT with
a diameter of 1.8 nm, [9]. Elastic scattering is
due to acoustic phonons, and inelastic scattering
due to zone boundary and optical phonon modes
with energies of �ωop = 160 meV and 200 meV,
respectively [9]. Elastic scattering conserves the
energy of carriers as in the ballistic case, but the
current decreases considerably due to the elastic
back-scattering of carriers. On the other hand, with
inelastic scattering the energy of carriers is not
conserved. Carriers which acquire enough kinetic
energy can emit phonons and scatter into lower
energy states. This process does not decrease the
current as much as elastic scattering does (Fig. 2),
since scattered carriers lose their kinetic energy and
the probability for back-scattering is low [4]. Due to
a long mean free path for elastic scattering process,
the performance of short devices (less than several
hundred nano-meter) is only weakly affected. On
the other hand, the mean free path for inelastic
scattering in CNTs is quite short, but this process
does not degrade device performance. Fig. 1 and
Fig. 3 show the current spectrum in the absence and
presence of scattering. In the presence of scattering
the current decreases slightly and carriers at high
energy states are scattered into lower energy states.

CONCLUSION

We theoretically investigated the effect of scatter-
ing on the performance of CNTFETs. Because of

Fig. 1. The current spectrum for ballistic transport.

back-scattering, elastic scattering has a detrimental
effect on the device performance. Our analysis
shows that short CNTFETs can operate close to
their ballistic limit.
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Single-wall carbon nanotubes (SWCNTs) are

promising candidates for future electronic applica-

tions. The development of high performance nano-

tube devices requires a thorough investigation of

their fundamental transport properties. At high ap-

plied fields, the interactions of electrons with optical

phonons are the dominant scattering mechanisms

in SWCNTs. Calculations of the optical mean free

path (lop) in metallic SWCNTs according to the

density functional theory (DFT) [1] lead to val-

ues which strongly disagree with those obtained

by fitting the results of transport simulations to

measured IV-characteristics [2]. Very recently, it

was suggested that this disagreement is due to a

nonequilibrium behavior of the optical phonons [3].

In order to quantify the hot-phonon effect in

metallic SWCNTs, we perform simulations of the

electron transport by taking into account the full

dynamics of optical Γ- and K-phonons. The consid-

ered kinetic model is based on the coupled set of

semiclassical Boltzmann transport equations (BTEs)

[∂t ± vf∂z ∓ eEvF ∂ε] fR/L = CR/L, (1)
[

∂t +
∂ωΓ/K

∂q
∂z

]

gΓ/K = DΓ/K (2)

for electrons and phonons. Linearly dispersive elec-

trons which move right (R) and left (L) with the

Fermi velocity vF are characterized by the distribu-

tion functions fR/L(z, ε, t) depending on position

z, energy ε and time t. The distribution functions

gΓ/K(z, q, t) describe optical Γ-phonons and zone-

boundary phonons with wave vector q and energy

~ωΓ/K. The electron and phonon BTEs (1) and (2)

are coupled by the collision terms CR/L and DΓ/K

which model backscattering processes of electrons

via phonon absorptions and emissions.

A new deterministic numerical method is applied

to solve the kinetic equations (1) and (2). This

method is based on fixed uniform discretizations of

the phase-space variables z, ε and q. The numerical

grid is constructed so that the collision operators

can be evaluated exactly at the grid points. A high-

order conservative finite-difference scheme [4] is

used to approximate the derivatives of the distri-

bution functions with respect to the phase-space

variables. The time integration of the discretized

kinetic equations is performed with the help of total

variation diminishing Runge-Kutta type schemes.

The developed numerical method provides highly

accurate results for the distribution functions with-

out statistical noise (see Figs. 1-3). This is the main

advantage over the usually applied Monte Carlo

techniques.

The transport simulations performed for metallic

SWCNTs with several lengths and diameters clearly

show that the Γ- and K-phonons are driven far

from equilibrium (see Figs. 1 and 3). We observe

that these hot phonons have major influence on

the electron transport. Comparisons of experimental

data with results obtained by using DFT-values for

the electron-phonon coupling strength exhibit very

good agreement (see Fig. 4).

ACKNOWLEDGMENT

This work has been supported by the Fond zur

Förderung der wissenschaftlichen Forschung, Vi-

enna, under contract number P17438-N08.

REFERENCES

[1] S. Piscanec et al., Kohn anomalies and electron-phonon in-

teractions in graphite, Phys. Rev. Lett. 93, 185503 (2004).

[2] A. Javey et al., High-field quasiballistic transport in short

carbon nanotubes, Phys. Rev. Lett. 92, 106804 (2004).

[3] M. Lazzeri et al., Electron transport and hot phonons in

carbon nanotubes, cond-mat/0503278 (2005).

[4] G. Jiang and C.-W. Shu, Efficient implementation of

weighted ENO schemes, J. Comput. Phys. 126, 202 (1996).



0

100

200

300

−2

−1

0 

1 

2 

0

0.5

1

1.5

2

2.5

w   [eV]

z   [nm]

g
Γ

(z,w) 

Fig. 1. Steady-state results for a 300 nm long SWCNT at 1 V

bias: distribution of Γ-phonons as a function of position z and

energy w = ~vF q.

0

100

200

300

−2

−1

0 

1 

2 

0

20

40

60

80

w   [eV]

z   [nm]

g
K
(z,w) 

Fig. 2. Steady-state results for a 300 nm long SWCNT at 1 V

bias: distribution of K-phonons as a function of position z and

energy w = ~vF q.

0

100

200

300

−1  

−0.5

0   

0.5 

1   
  

0

0.2

0.4

0.6

0.8

1

z   [nm]ε−ε
F
   [eV]

f
R
(z,ε) 

Fig. 3. Steady-state results for a 300 nm long SWCNT at

1 V bias: distribution of right moving electrons as a function

of position z and energy ε.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

0

5

10

15

20

25

30

35

40

45

U   [V]

I 
  

[µ
A

]

300 nm 

150 nm 

85 nm 

Fig. 4. Current-voltage (I-U) characteristics of SWCNTs with

different lengths: solid lines refer to experimental data [2] and

markers represent results of our transport simulations.



Electronic and Transport Properties of Silicon 
Nanowires 

 
F.Sacconi1, M. Persson1, M. Povolotskyi1,  L. Latessa1, A.Pecchia1, A. Gagliardi2, B. Aradi2, T. 

Frauenheim2,3, A. Di Carlo1,*

1Dept. Electronics Eng. , Univ. of Rome “Tor Vergata”, via Politecnico 1, 00133 Roma, Italy 
2University of Paderborn, Warburger Str. 100, 33100 Paderborn, Germany 

3on move to  Center for Computational Material Science, University of Bremen, Germany, 28359  Bremen. 
*e-mail: aldo.dicarlo@uniroma2.it 

INTRODUCTION 
The  current process of scaling of semiconductor 

devices to the nanoscale size can lead to great 
improvements in the device  performance, such as 
increased speed and low-voltage operation. 
In Si metal-oxide-semicoductor field effect 
transistors (MOSFETs), the scaling of channel 
length requires that gate performs an effective  
control action. This can be achieved with new 
technology solutions such as silicon nanowires, 
which allows 3D control of the channel. Silicon 
nanowire structures can be obtained by using both a 
“top-down” approach, mainly based on etching 
techniques and a “bottom-up” approach, where 
silicon nanowires are directly synthesized. Both 
approaches are well suited for the realization of 
nanoMOSFET, however, structural and electronic 
properties of top-down and bottom-up nanowire are 
different. During nanowire synthesis atomic 
position are relaxed while in the top-down process 
the silicon nanowire maintains a typical bulk atomic 
structure.  

This work present a detail investigation of 
structural, electronic and transport properties of 
silicon nanowires  and silicon nanowire based 
nanoMOSFET 

METHODS AND RESULTS 

Electronic properties of etched silicon nanowires 
are investigated with two different approaches, 
namely the Empirical Tight-Binding (ETB) model 
and the Linear Combination of Bulk Bands (LCBB) 
method.  Within the ETB the system is described by 
using a nearest-neighbour  sp3d5s*  parameterization 
for silicon. We consider both hydrogenated and 
SiO2 terminated silicon surface. SiO2  is  wrapped 
around the  Silicon cell, by means of  an  interface 
which avoids dangling bonds and surface  states; we 

use the β-crystobalite  polytype of SiO2 which is 
described with a second-nearest-neighbour sp3  
parameterization [1]. With this  model, we have  
calculated electronic energies, dispersion, minimal 
gap and  effective  masses of  silicon nanowires 
structures (see Figs.1-3). LCBB approach  is based 
on an empirical pseudopotential description of the 
Si structure[2]. Single-particle eigenstates of 
electron and  holes are obtained as a linear  
combination of conduction or valence bands states 
of  bulk silicon. Here SiO2 is  modelled  as  a  
potential  barrier. Dispersion relation for two typical 
silicon nanowires as obtained with LCBB is shown 
in Fig. 4. A comparison between LCBB and ETB 
will be given.  

The structure of synthesized Si nanowires 
(freestanding and functionalized)  is obtained by 
minimizing the total energy by using  an 
approximated DFT tight-binding method (DFTB). 
Figure 5 shows a calculation of the final geometry 
of a (110) oriented hydrogenated silicon nanowire.  

Transport properties of nanowires are obtained 
by applying the Green function method to both 
empirical and DFT tight-binding description.[3] 
Figure 5 shows the calculated IV characteristics for 
the relaxed silicon nanowire. The non-equilibrium 
Green function (NEGF) approach has been 
considered to describe nanoMOSFET devices based 
on Silicon nanowires. Figure 6 shows the calculated 
potential profile and charge density for a silicon 
nanowire based nanoMOSFET. 
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Fig. 1 Conduction band minimum as a function of silicon 
nanowire size for both (100) and (110) oriented nanowires. ETB 
results 

Fig. 2 Effective mass as a function of silicon nanowire size as 
obtained with ETB.   

 
 

  
Fig. 3 Structure of the silicon nanowire surrounded by  SiO2  Fig. 4 band dispersion of two Silicon nanowires as obtained with 

LCBB.   
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Fig. 5 Current flowing in a Silicon nanowire as a function of 
applied voltage (inset) Relaxed structure of the hydrogenated 
silicon nanowire. 

Fig. 6 NEGF results of a coaxially gated silicon nanowire. The 
system is symmetric with respect to AA’ line.  Gate bias is 0.5 V. 
Charge is referred as a difference with respect to  zero bias 
condition. 
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Ab initio density functional theory calculations

have been widely successful in many �elds, includ-

ing bulk semiconductors, semiconductor-insulator

interfaces, and semiconductor surfaces. For the

modeling of semiconductor devices, the well known

underestimation of band gaps, however, remains

a yet unsolved problem; in some cases, the band

structures are even qualitatively wrong. This makes

prediction of effective masses, impurity levels or

band alignments often unreliable or even impossi-

ble. The incorrect prediction of band gaps also pos-

sibly deteriorates the description of the energetics

of defects.

Several remedies to this problem have been sug-

gested over the last 10 years. Hybrid functionals,

that include a �xed fraction of the exact non-local

exchange operator, hold the promise to yield both,

an improved description of the energetics of defects,

as well an improved description of their energy

levels. The drawback of this approach is that it is

computationally more demanding than traditional

semi-local density functionals, but with the rapid

advances in computer performance, this has become

less of an issue. The availability in widely used

DFT codes, however, has been limited as well, with

ef�cient implementations becoming available only

very recently[1], [2].

Another approach, known even before the foun-

dations of density functional theory were laid, is

the GW method[3]. In this approach, the non-local

exchange interaction is dynamically screened by the

electrons, requiring the calculation of the frequency

dependent non-local dielectric matrix ε(r, r′,Ω).

The method is generally even more demanding than

the aforementioned hybrid functionals, but should

yield accurate band gaps and transport properties

across all materials, including metals and wide gap

insulators. Its application has yet been limited to

very small systems, one major drawback being that

easy to use implementations were not available in

standard DFT packages.

In the present lecture, hybrid functionals and

the GW method will be brie�y introduced and

discussed. Systematic studies for a large variety

of systems are presented (see Fig. 1 and Fig. 2).

We show that the GW approximation indeed im-

proves signi�cantly upon DFT, but the often applied

approximation that the GW wavefunctions equal

the DFT groundstate wavefunctions— the so called

G0W0 approximation —can give unsatisfactory re-

sults. A novel hybrid scheme merging non-local

exchange functionals with GW inspired screening

is presented and discussed. It allows predictive band

gap engineering, even in those cases, where the

other two approaches fail.

Particular attention will be given to two case

studies. The lead chalcogenides pose a critical test

to any electronic structure method. Their band gaps

are small and follow an usual trend with PbS >
PbSe ≈ PbTe. We show that, in this case, hybrid

functionals as well as GW can recover the correct

trend, if spin orbit coupling is properly included.

The second case study concentrates on ZnO,

where the precise properties of native point defects

are still a question of debate. We concentrate on

native electron donors, such as oxygen vacancies,

and address the question of their precise electronic

structure by performing large scale density func-

tional calculations with up to 700 atoms, and hybrid

density functional studies for medium sized systems

with more than 100 atoms.
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ABSTRACT

Using a density functional approach we com-
pute vibrations of molecules adsorbed on metal
and semiconducting substrates and the electron-
phonon coupling of these modes. A non-equilibrium
Green’s function approach is used to compute the
partially coherent transmission in molecular junc-
tions due to electron-vibration scattering [1], [2].
The electronic power dissipated into molecular vi-
brations allows to set a rate equation for the phonon
population in the vibrational degrees of freedom
of the molecule. The rate equation includes the
phonon emission rate and phonon decay due to
absorption, electron-hole pair production and dissi-
pation into the contacting leads, which are assumed
to behave as reservoirs. The rate of phonon decay
is computed using a microscopic approach which
includes a first-principle calculation of the coupling
of the molecular modes with the vibrations of the
contacts. In turn, the calculated phonon lifetime is
used to correct the phonon propagator. As the power
dissipated in the molecular junction depends non-
trivially on the phonon populations, the equilibrium
distribution under bias condition is a complex issue.

A self consitent loop allows to compute the
steady state non-equilibrium phonon population of
the molecular junction under bias condition. We find
that the resulting average population is far from
the equilibrium thermal distribution, frequently as-
sumed in such calculations, which allows to obtain
a mean temperature of the junction. As expected the
deviations increase with applied bias.

As molecular electronics is moving to semicon-
ducting substrates, it is relevant to explore and
understand thermal issues. Metallic substrates have

in fact a very efficient channel of phonon damping
into electron-hole pairs, while vibrational coupling
to the substrate may not be very efficient due
to ionic mass mismatch and a weaker bond. On
the other hand the the electron-hole generation
is prevented on semiconducting substrates, where
instead vibrational coupling is stronger. We compare
thermal behavior of organic molecules adsorbed on
Si with molecules adsorbed on metallic substrates
(Au or Cu) and determine the molecular temperature
as a function of applied bias and for different
temperatures of the termostats.

PRELIMINARY RESULTS

While the electrons cross the system, they interact
with the molecular ionic vibrations from which they
can be inelastically scattered. The electron-phonon
scattering within the leads is not considered. The
electronic system is described via a single-particle
tight-binding Hamiltonian derived from Density
functional theory (DFTB) [3], [4]. The method
has been extended to the non-equilibrium Green’s
function (NEGF) approach [?]. In order to study the
electron-phonon coupling we consider the first order
diagram in the expansion of the Green’s functions
[6], [7] as

Σ
<,>
ph (ω) = i

∑
q

γ2

q

∫
dω′

2π
G<,>

(ω−ω′
)D<,>

0 , q (ω′
),

(1)
where the D<,>

0 , q are the correlation functions related
to the vibrational modes. The power dissipation is
obtained using the virtual contact concept [1].

In this illustrative example we consider a di-
thio-phenyl molecule bridging two metal con-
tacts. The analysis is restricted to those vibra-
tional modes which give non-negligible incoherent



electron-phonon scattering [8]. These have frequen-
cies of wq =756 cm−1, wq =1147 cm−1, wq =1182
cm−1 and wq =1754 cm−1, respectively. The
molecule and its vibrational modes are represented
in Figure 1.

The coupling of the vibrational modes with the
reservoirs gives a phonon decay rate of the or-
der of 10−13 sec. The self-consistent solution of
the steady-state phonon population of the different
modes gives the results shown in Figures 2 and 3.

Figure 2 shows the power dissipated and the non-
equilibrium equivalent temperature of each mode as
a function of applied bias for a contact temperature
of 300 K. Similarly, Figure 3 is computed for a
contact temperature of 100 K. It is possible to see
that the highest energy modes heat up considerably,
reaching a temperature of almost 600 K, while low
energy modes are less sensitive. This is related to
the larger power emitted in such modesand the fact
that the power emitted depends on the population
itself. Since the lowest modes have an equilibrium
population larger than N=1 the absorption probabil-
ity becomes similar to the emission, decreasing the
net emission rate.
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Fig. 1. Vibrational mode representation of the most important
modes for incoherent electron-phonon scattering. a) 756 cm−1,
b) 1147 cm−1,c) 1182 cm−1,d) 1754 cm−1.

0.2 0.4 0.6 0.8 1

300

400

500

600

T
em

pe
ra

tu
re

 (K
) 47 cm -1

756 cm-1

1147 cm-1

1182 cm-1

1749 cm-1

0.2 0.4 0.6 0.8 1
bias (V)

0

0.2

0.4

0.6

0.8

Po
w

er
 (n

W
)
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into the molecule as a function of bias for a reservoir temper-
ature of 300 K.
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INTRODUCTION 

Recent development of CMOS industry has 

demonstrated the possibility to fabricate ultimate 

semiconductor nanowire MOSFET [1]. Since this 

device represents a promising candidate due to its 

better electrostatic control, it then becomes relevant 

to develop modeling tools based on atomistic and 

quantum methods capable to calculate nanowire 

bandstructures [2,3]. In this work, we study Ge 

nanowires using a tight-binding approach. We 

consider a sp
3
 model which includes the third-

neighbor-interactions as well as the spin-orbit 

coupling. The present model was developed by 

Niquet et al. [4] and gave very good agreement with 

the sp
3
d
5
s* [5] tight-binding approach and ab initio 

LDA calculations.  

RESULTS AND DISCUSSION 

We investigate germanium nanowire 

bandstructures. The [100] orientation is first 

adopted as the wire axis and the square cross-

section (size D) is confined with four {100} faces 

(Fig. 1). The wire surfaces are saturated by 

hydrogen atoms in order to removes the dangling 

bonds. We consider the standard sp
3
 tight-binding 

scheme using a supercell periodically repeated 

along the nanowire axis and setting 4 orbitals (one s 

and three p) on each Ge atom. In the sp
3
 model, 

each orbital interacts with the third neighbors 

whereas its sp
3
d
5
s* counterpart, which has more 

orbitals per atom, only includes the nearest neighbor 

interactions. As a result, the number of orbitals and 

the number of neighbor-interactions compensate 

each other, and these two tight-binding models 

finally provide very close physical features. Figure 

3 shows the energy bandstructures of the Ge 

nanowires previously described. For large cross-

sections (D>4 nm), the minimum of the conduction 

band is determined by four degenerated half-bands 

at the limits of the Brillouin zone (kx±π/a, where a is 

lattice constant of the Ge) and represents the eight 

projected L-valleys of the bulk. When quantum 

confinement becomes stronger (D<3 nm) the         

L-valleys are lifted, showing that the effective mass 

approximation (EMA) is no longer valid. Figure 4 

compares the energy bandgap for Ge and Si [2] 

nanowires (with the same surface configuration) as 

a function of the diameter D. For the two materials, 

the bangbap increases by reducing the cross-section 

as predicted by the EMA. Although the silicon 

bandgap is the largest, the increase of the Ge 

bandgap is more pronounced as expected from the 

transverse effective mass difference [6]. At the 

ultimate scaling, Ge nanowires have then a bandgap 

very close to the one of Si. We can note that such 

effect should have a beneficial impact on the 

leakage current of Ge nanowire-transistors. Figure 5 

shows the hole effective mass of the valence band 

versus the diameter calculated from the E-kx 

dispersion relations. Strong transverse confinement 

(i.e. diameters smaller than 4 nm) induces a 

significant variation of the hole effective mass from 

-0.20×m0 to -0.46×m0.  

Different wire orientations and confinement 

directions have also been studied. As a conclusion, 

we found that the physical properties of Ge 

(bandgap, effective masses) are more dependent to 

the quantum confinement than in Si and should have 

an important impact in the transport of ultimate Ge-

nanowire MOSFETs. 
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Fig. 1.  Atomistic view of a Ge square nanowire [1.36nm × 

1.36nm × 9nm] playing the role of the conduction channel in 

the active region of the transistor. Germanium atoms are in red 

and the dangling bonds are saturated by hydrogen atoms (in 

blue). 
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Fig. 2. Energy bandstructures of [100]-oriented Ge nanowires 

with two diameters: a) 1.41 nm and b) 4.24 nm. The transverse 

surfaces are {100} faces with dangling bonds pacified by 

hydrogen. The lattice constant a=0.5658 nm and kx is the 

wavevector along the nanowire axis. 
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Fig. 3. Bandgap versus the diameter D of Ge and Si [2] 

nanowires with axis oriented along the [100] direction. The 

same surface configuration (orientation and boundary 

conditions) is considered for the both materials. 
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ABSTRACT

Despite its mathematical complexity, the non-
equilibrium Green’s function method has gained a
great popularity in recent years in the computa-
tion of transport across molecular junctions, mostly
because of the elegant way in which, at least in
principle, electron-phonon and electron-electron in-
teractions can be treated in a unified and systematic
way [1], [2], [3].

In most cases the system Hamiltonian is de-
scribed within a single particle DFT approach.
The advantage is the possibility to include several
hundreds of atoms which are normally necessary in
order to describe both contacts and molecule. The
main problem of DFT is related to the description of
the unkown exchange-correlation potential, usually
approximated as that of a free electron gas. This
tends to overestimate the metallic characteristics of
the molecular states, producing among the others,
an underestimation of the HOMO-LUMO gap, with
relevant consequences to transport.

Therefore a batter correlation potential is a cen-
tral issue in order to achieve not only quantitative
predictions of tunneling currents, but also correct
qualitative trends. In order to improve this aspect
many groups have tried to improve the DFT for-
malisms either using hybrid functionals, or includ-
ing correlated transport [4], [5] and self-interaction
corrections [6].

In this paper we present a different approach
based on the GW approximation technique, related
to Green’s function theory [7], [8]. The system
Hamiltonian is obtained within the spirit of a DFT-
based tight-binding approach called DFTB [9]. The
implementation of the GW method over DFTB in
the plasmon-pole approximation is a fast and flex-

ible scheme [10]. This scheme is quite accurate in
predicting correction to HOMO and LUMO states,
in good agreement with the experimental workfunc-
tion and affinities. Unfortunately the quasiparticle
energies degrade for energy levels of the molecule
far from the gap. This is due to the approxima-
tions of our GW implementation and the use of
a minimal basis set. However this lack of accu-
racy becomes problematic in transport calculations.
Numerical artifacts have been observed, producing
large broadering of the energy levels tailing in the
energy gap considerably enlarging the transmission.
We expect however the off-resonant transmission to
be dominated by the position and broadening of the
HOMO and the LUMO energies only, with little
effect of the other levels. For these reasons we have
worked around the problem by using the GW cor-
rection as a first step for the energy gap correction
and implemented a simple scissor operator which
rigidly shifts the valence and conduction set of
molecular orbitals according to the GW prediction.
This scheme was applied to calculations of various
polymeric chains. Here we show results relative to
poly-phenylene molecules represented in Figure 1.

Figure 2 shows the complex band structure cal-
culated for an infinite poly-phenylene chain. The
imaginary part of the complex bandstructure repre-
sents the tunneling decay for vanishing states and
is related to off-resonant tunneling. The plot shows
the difference between the full GW renormalization
in comparison to the shissor operator.

Figure 3 shows the coherent tunneling across
phenylene chains of varying lengths. The figure
shows a significant increase of the HOMO-LUMO
gap with a consequent decrease of tunneling prob-
ability at the Fermi level of the Cu-Molecule-Cu
system used in our calculations.
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Fig. 1. Schematic representation of a poly-phenylene-dithiol
molecule.

Fig. 2. Complex bandstructure of poly-phenylene. Thin curves
correspond to a complete GW calculation, thick curves to the
cut-shift operator based on the GW gap renormalization.
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calculations, dashed lines to GW corrected results.
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INTRODUCTION

The term ”multi-scale” is presently very much
en vogue, one almost gets the impression that this
term very often is simply used to emphasize the
”importance” of a particular scheme or to impress
an audience with a ”buzz word”. In the applied
mathematics literature [1] it seems that essentially
two types of multi-scale schemes are in discussion,
namely ”one shot” schemes in which one approach
is combined in a consecutive manner with another
one of different mathematical origin, and procedures
by intertwining two such approaches ”iteratively”,
or, to use a term more common in physics and
chemistry, ”selfconsistently”.

Clearly enough the easiest way to define multi-
scale procedures in particular in the realm of physics
and chemistry would be to state that a combination
of say two different kinds of differential equations is
required. Although this in principle would be a valid
definition it is too narrow, since, e.g., any use of
density functional theory (DFT) requires already the
application of two differential equations of different
kind, namely the Kohn-Sham equations (effective
Schrödinger or Dirac equation) and the Poisson
equation, in an ”iterative” manner. Surely enough
nobody would call ab-initio type calculations in
terms of the DFT a ”multi-scale” procedure. This
simple counter-example indicates that it is perhaps
quite appropriate to discuss the concept of ”multi-
scale” only in the context of a particular field of
research or discipline. In the present paper such a
discussion is devoted to computational physics, in
particular to computational materials science, since
this is a well-established field of research in which
many different types of computer simulations are
performed.

FORMAL DISTINCTIONS

Suppose multi-scale schemes refer to a com-
bination of different levels in physics such as,
e.g., by combining quantum mechanical approaches
with phenomenological ones, or, phrased differently,
by combining microscopical with macroscopical
schemes. A ”one shot” multi-scale procedure would
then consist of a quantum mechanical calculation
(e.g., within the framework of the DFT) followed
by a phenomenological one, in which the results
of the former are used; an ”iterative” procedure
combines both in a kind of selfconsistent manner
[2 – 7]. In the latter case of course great care has to
be taken that fundamental concepts are not violated
(microcosmos versus macrocosmos), i.e., that only
quantities can be varied that are well-defined on
both ”conceptual” levels.

Two typical situations will be discussed, namely
augmenting a time-independent quantum mechan-
ical scheme with (1) the concept of time (e.g.,
in terms of the phenomenological Landau-Lifshitz-
Gilbert equation), and (2) with a method typical for
statistical mechanics (e.g., Monte Carlo simulations
based on ab-initio determined parameters), both
schemes in fact can be operated in an iterative
manner. Most frequently in computational materials
science ”one-shot” multi-scale procedures are used,
in which typically physical properties of materials
are calculated in terms of the results of ab-initio
approaches. In order to be classified as a multi-
scale approach the evaluation of these properties
has to be based on a scheme, which by defini-
tion is different from a typical DFT method such
as, e.g., the Kubo equation for evaluating electric
and (magneto-) optical transport, i.e., by requiring
“physically separate” computer program packages
that in the end provide macroscopic quantities. Very



often also multiple combinations of ”one shot”
multi-scale procedures are used as for example in
evaluating magnetic domain wall properties [8 –
10], the switching times (pico-second regime) in
current induced switching [11 – 13], or, rotation and
ellipticity angles in the magneto-optical Kerr-effect
[14 – 16].
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INTRODUCTION

State of the art first-principles calculations of
electronic structures aim at finding the ground state
electronic density distribution. The performance of
such methodologies is determined by the effective-
ness of the iterative solution of the nonlinear density
functional equation. We present a novel approach
based on the appropriate density mapping. We start
with the simplest density functional model, i.e., the
atomic Thomas-Fermi model.

Traditional mixing methods may not be appro-
priate for the larger complex systems of current
technological interest. Mixing employs successive
approximation iterates of a fixed point mapping.
Such iterates are often found to converge very
slowly or not at all. Attempting to resolve this, we
have designed a quadratically convergent operator
version of the Newton-Raphson method. From the
minimization of the Thomas-Fermi functional, one
obtains by variational methods a nonlinear integral
mapping for which the ground state density function
is a fixed point.

THOMAS-FERMI MODEL

After the functional minimization, we obtain, for
the atomic number Z, the following mapping for
the nonnegative density ρ in SI units:

5κ

3
ρ2/3

(r) −
e2

4πε0

Z

|r|
+

e2

4πε0

∫
d

3r′
ρ(r′)
|r − r′|

= 0,

(1)
where κ = 3

5/3π4/3h̄2/(10m). Here, the usual
Lagrange multiplier μ, which fixes the number of
electrons, has been set to zero, as appropriate for the
neutral atom [1]. After assuming spherical symme-
try, we introduce a new variable Q(r) = r3/2ρ(r)
which regularizes the density at the origin. We then
obtain the mapping in the form

Qout
= R ◦ P

[
Qin

]
, (2)

where

P [•] ≡

[∫ ∞

r

dr′ •

(
r′ − r
√
r′

)]3/2

(3)

and
R [•] =

N

4π
∫ ∞
0

dr′ •
√
r′

•, (4)

where N is the number of electrons.

OPERATOR NEWTON-RAPHSON METHOD

To apply the Newton-Raphson method, we in-
troduce the mapping Y = I − R ◦ P . In terms
of this mapping, the iterates are given by Qnew

=

Qold
+ δQ, where δQ is determined by the implicit

relation

Y ′
[
Qold

]
δQ = −Y

[
Qold

]
. (5)

DISCUSSION

We observed that
∫ ∞
0

drδQ(r)
√
r = 0, which

ensures the charge conservation for the Newton-
Raphson algorithm. The figures are based upon
simulations involving a damped Newton-Raphson
implementation of Eq. (5) with simple integration
rules. An iteration history is included. A discussion
of the Thomas-Fermi model using the variable χ =

Q2/3 may be found in Ref. [2].
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In this presentation a review is  given covering 
recent developments in the simulation of biological 
ion  channels.  Biological  ion  channels  perform 
important functions ranging from the destruction of 
cancer  cells  to  electrically  enabling  heart  beat. 
Correspondingly  a  detailed  understanding  of  ion 
channel function is desirable and the only way for 
this detailed understanding is offered by numerical 
simulation using a multi-scale simulation tool,  for 
the processes that need to be understood range from 
the  molecular  dimensions  of  the  constituting 
proteins to the macroscopic ion concentrations and 
membrane potentials. A multi-scale approach, as it 
is available for semiconductor devices in TCAD has 
not existed for ion channels in the past and is only 
now being developed in analogy to the TCAD tools. 
Ion channels have been treated in the past mainly by 
Molecular  Dynamics  as  pioneered by K.  Schulten 
and  coworkers,  a  method  very  demanding  with 
respect to computational resources. Alternatively the 
so  called  PNP  method  has  been  used  that 
corresponds  in  essence  to  the  drift  diffusion 
approach  (plus  equation  of  Poisson)  of 
semiconductor theory. In-between methods such as 
Brownian  Dynamics  have  been  applied  by 
Jakobsson, Roux and others. Monte Carlo solutions 
of the Boltzmann transport equation have recently 
been developed by Ravaioli and his group.

The  case  that  the  methods  of  computational 
electronics may be used for ion channel simulation 
was mainly made by R. Eisenberg and is based on 
the fact that the ion transport properties in channels 
should  be  describable  by  the  Boltzman  transport 
equation for a variety of reasons, including: (i) The 
large ion mass and corresponding small de Broglie 
wavelength  around room temperature  and  (ii)  the 
dilute ion concentrations and small ion numbers that 
are at any instance in a channel which permits one 
to think of an ion “gas”. Counterarguments to the 
use of the Boltzmann transport equation center on 
the fact that chemical forces lead sometimes to ion 
localization and hopping and, more importantly on 

the fact that the ions are mostly surrounded by water 
molecules. While treatments of ions in bulk water 
has been well researched and is largely understood, 
the case of a few water and ion molecules in narrow 
channels is not; except, of course, for the results of 
molecular dynamics methods that typically require 
large computational resources.

I will show in my review that the localization of 
ions  in  channels  can  be  treated  by  the 
semiconductor  methods  developed  by  Shockley, 
Read and Hall. This method had not been applied by 
bio-physics  researchers  of  ion  channels  and  has 
been shown to expand the PNP method significantly 
for channels such as Gramicidin. Furthermore it will 
be shown that the Monte Carlo method as used in 
semiconductor  electronics  can  be  extended  to 
include important ion properties such as their finite 
size  and  that  this  method  may  serve  as  a  link 
between  continuum  methods  and  molecular 
dynamics. It will also be discussed that the question 
of  how  to  treat  water  is  still  open  and  that 
interesting possibilities exist. On the molecular level 
a few examples will  be given how other methods 
such  as  density  functional  theory  are 
advantageously  being  used  to  understand  natural 
and also certain artificial channels such as carbon 
nanotubes and how the knowledge of both types of 
channels currently expands through simulation.

In  summary,  this  presentation  will  show  the 
fruitfulness  of  an  interdisciplinary  approach  to 
develop new simulation tools and to modify known 
tools from different research areas to achieve a more 
extensive and precise multi-scale simulation tool. A 
few  insights  will  also  be  given  on  the 
interdisciplinary  difficulties  and  the  barriers  that 
exist when such a broad subject is approached. 
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INTRODUCTION 

The class of biological macromolecules known 
as ion channels are becoming of great interest to 
physical scientists and engineers, as well as 
biophysicists and pharmacologists. Long term 
stability and the wide range of properties displayed 
by this large group of proteins, makes them one of 
the most popular contenders to bridge the gap 
between solid state and biological systems. 
However, many of the most basic properties of sub-
nanometre pores are poorly understood. 

We present a comparison between continuum 
and discrete simulation methods in model sub-
nanometre pores. We demonstrate that continuous 
methods are not sufficient to model simple pore 
structures. 

SIMULATION METHODOLOGY 

In order to make comparison as accurate as 
possible, all simulations were carried out on 
identical model structures (a 6Å square channel 
model pore is shown in Fig. 1). Materials are 
represented by blocks of either, ion accessible or in-
accessible regions. In order to obviate effects from 
the geometry of the simulation domain, a single 
dielectric constant of 80 is applied to all regions of 
the simulation. 

Continuous simulations have been performed 
using the commercial 3D Drift Diffusion (DD) 
simulator, Taurus [1]. Particle simulations were 
performed using the Glasgow self-consistent 
Brownian dynamics (BD) simulator [2]. Particle 
simulations with exact ions and ion splitting in 
micro particles (BDM) [3] were carried out to better 
compare with continuous methods. All simulations 
were performed using a bulk concentration of 
mobile Potassium ions of 1M and a continuous 
background charge density ensuing electro-
neutrality of the solution. 

RESULTS 

Due to the discrete nature of ions, the effect of 
inter-particle interactions becomes significant in 
channels with dimensions comparable to the 
characteristic length of the Coulomb interactions. 
Fig. 2 shows the single filing of ions in a model 
pore with 3Å cross-section. By comparing the 
temporal correlation in pore occupancy, we can 
attempt to quantify the impact of single filing on the 
permeation of ions through the pore.  

Fig. 3 shows that the magnitude of the 
conduction mediated by single filing is strongly 
dependant on the diameter of the pore. 

Single filing reduces the overall occupancy of 
the pore, which produces a drop in the conductivity 
when compared with continuous calculation. Fig. 5 
shows a comparison between the calculated current 
using DD, BD and BDM. In a 3Å pore BD shows 
~60% less current compared to DD. As expected the 
BDM simulations of the same structure show much 
closer agreement with DD. Fig. 5 and  

Fig. 6 show the difference in average charge 
density through pores of 3Å and 12Å when 
compared to DD. Note that the BDM simulation 
compares well with DD but BD shows a very 
different charge distribution. 

CONCLUSIONS 

While continuous methods are both efficient and 
accurate in many situations, great care must be 
taken when modelling particular transport through 
very small structures such as nano-pores. Due to the 
discrete nature of ionic transport continuum results 
can differ widely from discrete particle methods. 
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Fig. 1. The model pore simulation structure for a 6Å square 
channel pore. Ion accessible water is shown in blue, 
inaccessible material is shown in red. Particle and electrostatic 
boundaries are applied at x=0nm and x=12.8nm. 

 
Fig. 2. Single filing of Potassium in a 3Å pore 

 
Fig. 3. Time correlation of model pore ion occupancies. 

 
Fig. 4. Model pore current relative to Taurus drift diffusion 
simulation 

 

Fig. 5. Single particle Brownian simulation. Charge densities 
through the pore are compared to continuum simulation. 

 

Fig. 6. Micro-particle simulation charge densities compared to 

continuum. 



Exploring Free Energy Profiles Through Ion
Channels: Comparison on a Test Case

E. Piccinini, M. Ceccarelli∗, F. Affinito, R. Brunetti, and C. Jacoboni
CNR-INFM S3 Research Center,

via Campi 213/A, I-41100 Modena, Italy
e-mail: piccinini.enrico@unimore.it

∗Dept. of Physics and Sardinian Laboratory for Computational Materials Science,
University of Cagliari, Cittadella Universitaria, I-09042 Monserrato (CA), Italy

ABSTRACT

The calculation of free energy profiles in proteins,
and more specifically in ion channels, is a challenge
in modern numerical simulations due to conver-
gence problems associates with the electrostatics of
the environment and to the modelisation of the fields
acting on the permeating ions. The present study is
aimed at comparing different simulation techniques,
with the purpose of testing their capabilities and
limits.

INTRODUCTION

The translocation of single ions through cell
membranes underlies many important physiological
features, such as electrical signaling in neural and
muscular systems [1], but despite of a large number
of electrophysiological recordings many keypoints
are still open questions.

Several steps forward to a deeper knowledge
of these problems have been performed after the
elucidation of the crystal structure of a bacterial
potassium channel, KcsA from Streptomices Livi-
dans [2], when it became clear that only mi-
croscopic simulations can provide a detailed and
quantitative description of many properties of such
systems. From atomistic simulations an estimate of
teh potential of mean force (PMF) can be obtained
and, from it, the energy profiles and barriers ruling
the conduction process can be extracted.

DISCUSSION

Different techniques aiming at the reconstruction
of the PMF have been applied so far. We here show
an application of three methods, namely Steered

Molecular Dynamics (SMD) [3], the most widely
used Umbrella Sampling Method [4] and finally the
recently appeared Metadynamics [5] to a test case,
i.e. ions permeating the KcsA potassium channel.
The purpose is to establish the degree of reliability
and the convergence limitations of the three tech-
niques through their application to the same system.

X-ray investigations, furtherly confirmed by
molecular dynamics simulations, show that the con-
duction process in the KcsA channel involves a
short and narrow region of the protein called se-
lectivity filter. Two ions should always reside in
this region in a stable conductive situation; at lower
potassium concentrations the protein changes it con-
formation and switcehs to a non-conductive state.
The conduction process involves the simultaneous
and concerted movement of ions in a single-file,
giving origin to a cycle of different occupancy
configurations, as indicated in the sketch reported
in Fig. 1. Each transition between different config-
urations is identified by a proper free energy barrier.

In this study we are interested in reconstructing
the free energy profile associated to internal transi-
tions, i.e. transitions not involving new ion entries
or exits. Our simulative framework is composed
by the KcsA atomic structure solved at 2.0 Å
resolution [6], 8 potassium ions, 24 clorine ions
acting as counterions to keep the system electrically
neutral, 500 octane molecules mimicking the cell
membrane, and 8802 water molecules (SPC model),
giving a total of approximately 35000 atoms. In the
simulations we adopted the standard GROMACS
force field, using the GROMACS [7] package for
SMD and US and the ORAC [8] code for metady-



namics.
Preliminary results for SMD and US simulations

are shown in Fig. 2 for a concerted motion of two
ions where the energy profile has been reported
to a comparable scale with a common reference.
From both techniques an energy barrier of approx-
imately 2.5kT is found, which is consistent with
analogous calculations available in the literature [9].
However the position of the minima obtained from
independent implementations of the two methods
is different, mainly for the situation after barrier
crossing, which is higher for SMD. We address this
problem to the intrinsic one-dimensional one-way
forced motion of ions in SMD with respect to US.
Some minor, but not less important differences due
to the reduced set of coordinates used in the two
simulations, are also present in trajectory analysis
and can affect the final results.

The third proposed technique should be imple-
mented to futher validate the PMF reconstruction.
Metadynamics, which is still under investigation at
present time and whose results will be discussed
at the Workshop, promises to be a more easily
converging method and produces an estimate of the
PMF without introducing artificial biases on ion dy-
namics. In fact once a set of appropriate coordinates
is chosen, the dynamics is “driven” directly by the
free energy profile of the system and it is biased
only through the controlled summation of Gaussians
centered on the particular trajectory followed. The
sampled potential can provide directly quantitative
informations on the original structure of the PMF.
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Fig. 1. Conduction cycle inside the channel. Ions move
concertedly following a 4-step mechanism like entry (c), double
movement (d), triple movement (t) and exit (m). Light grey
balls represent potassium ions and dark grey balls stand for
water molecules.
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ABSTRACT

The simulation of complex biological systems
such as ion channels require very efficient and accu-
rate computer models. A Particle-Particle-Particle-
Mesh (P3M) force field scheme for molecular and
Brownian dynamics simulations was developed to
improve the original approach proposed by Hock-
ney [1], allowing the simulation of non-periodic
systems by computing the Particle-Mesh component
in real-space [2]. An assessment methodology for
the error associated with the force computation
within this framework was also developed in a
previous work [3], together with the analysis of the
accuracy and efficiency of the P3M approach.

In this work, this error analysis methodology is
applied to the study of various integration schemes
used in Brownian Dynamics algorithms. The dura-
tion of the timestep between two successive inte-
grations of the particle motions governs the trade-
off between the accuracy of the particle trajectories
and the time required for the simulation. Three
algorithms have been compared for the integration
of the full Langevin equation [4]. A first-order
Euler scheme [2], the Verlet-like algorithm proposed
by [5], and a novel Predictor-Corrector scheme [6]
have been implemented and analyzed using our
assessment methodology. Our results, presented in
Fig. 1 show the maximum value of the Radial
Distribution Function (RDF) of K+ and Cl− ions
as a function of the timestep duration for the three
integration schemes and an analytical calculation
based on the Hypernetted Chain approximation [3].
It can be seen that a significant increase in the
integration timestep, and a subsequent reduction in
computational cost, is obtained with the Predictor-

Corrector scheme, while maintaining an excellent
accuracy for the description of both structure and
dynamics of the electrolyte solution.

While the methodology discussed in [3] focuses
on equilibrium properties of bulk electrolyte solu-
tions, this work extends the analysis to dynamic
properties of the solution as well as the structural
aspects of inhomogeneous systems such as a lipid
membrane. The conductivity of bulk KCl electrolyte
solutions is computed with the Predictor-Corrector
integration scheme and compared to published data.
Furthermore, the simulation of a dielectric mem-
brane separating two electrolyte solutions and sub-
jected to an applied potential is performed as well.
The ionic distribution in this non-periodic system,
such as the KCl solution in Fig. 2 shows the pre-
dicted accumulation of ions of opposite signs on the
membrane surfaces. This distribution is compared to
the theoretical prediction of the double layer theory
of Gouy and Chapman [7] to validate the highly
efficient modeling scheme proposed here.
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Fig. 1. Comparison of 3 different integration schemes for a
range of integration timesteps. The RDF peak value for a bulk
KCl solution of 0.30 M is used as a benchmark and compared
to the analytical HNC result.

Fig. 2. Ionic distribution from a KCl 0.30 M solution in the
vicinity of a dielectric membrane subjected to a potential of
1.0 V.
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INTRODUCTION 

Negative bias temperature instability (NBTI) 
commonly observed in p-MOSFETs, when stressed 
with negative gate voltages at elevated temperature, 
is a major reliability problem. We discuss the results 
of such stress on device and circuit performance and 
review interface traps and oxide charges, their ori-
gin, present understanding, and changes due to 
NBTI. Next we discuss the effects of varying para-
meters (hydrogen, deuterium, nitrogen, water, fluo-
rine, and boron) on NBTI and conclude with the 
present understanding of NBTI and its minimiza-
tion.   

 
NBTI  MECHANISM 

NBTI has been known since the very early days 
of MOS device development, having been observed 
as early as 1966 [1]. It occurs in p-channel MOS 
devices stressed with negative gate voltages at ele-
vated temperatures and is the result of interface trap 
generation at the oxide/silicon interface and positive 
charge creation in the oxide. It manifests itself as 
absolute drain current and transconductance decrea-
se and threshold voltage increase. The threshold 
voltage change typically exhibits the gate voltage, 
temperature, and time dependence 
        (1) )/exp()exp( kTEVAtV AG

n
T −=∆ β

NBTI is lower, in n-MOSFETs biased into ac-
cumulation. Typical stress temperatures lie in the 
100-250°C range with oxide electric fields below 6 
MV/cm, i.e., fields below those that lead to hot ca-
rrier degradation. Such fields and temperatures are 
typically encountered during burn in, but are also 
approached in high-performance ICs during routine 
operation. Either negative gate voltages or elevated 
temperatures can produce NBTI, but a stronger and 
faster effect is produced by their combined action. 
In MOS circuits, it occurs most commonly during 
the “high” state of p-MOSFET inverter operation. It 

leads to timing shifts and potential circuit failure 
due to increased spreads in signal arrival in logic 
circuits and matching problems in analog circuits. A 
fraction of NBTI degradation can be recovered by 
removing the stress voltage. Early MOS devices, 
containing only SiO2 as the gate dielectric exhibited 
NBTI. Migration to nitrided oxides aggravated 
NBTI coinciding with a shift from research to pro-
duction around 1999 after nitrided oxides became 
the industry standard in advanced CMOS.  

NBTI-generated interface traps (Dit) and oxide 
charges also have an adverse effect on 1/f noise, 
which is believed to be closely related to these 
charges. NBTI has also been reported for HfO2 
high-K insulators [2]. Figure 1 shows typical chan-
ges of threshold voltage and transconductance as a 
function of stress time [3]. Transconductance is 
related to mobility that is degraded during the stress. 
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Fig. 1. Time-dependent threshold voltage and stress-induced 

transconductance increase. Data after Kimizuka et al. [3]. 
 

The exact model describing NBTI physics re-
mains somewhat elusive at this time.  One model 
assumes that SiH bonds at the SiO2/Si interface are 
broken by a combination of electric field, tempera-
ture, and holes. First-principles calculations show 
that positively-charged hydrogen or protons, H+, 
react directly with the SiH to form an interface trap, 
according to the reaction [4] 



           (2)    233 HSiSiHSiHSi +•≡→+≡ +

where is a hydrogen-terminated interface 
trap and  is an interface trap with the dot 
representing the dangling bond. As shown in Fig. 2, 
the hydrogen is assumed to originate from phospho-
rus-hydrogen bonds in n-Si substrates. This model 
predicts reduced NBTI for n-channel devices due to 
the difficulty of breaking boron-hydrogen bonds in 
p-Si substrates. 

SiHSi ≡3

•≡ SiSi3

 
 

Fig. 2. Possible interface trap creation by hydrogen 
 

The P-H bonds dissociate and the hydrogen on 
the way to the SiO2/Si interface “picks up” a hole to 
become H+, to react with the H from the SiH bond 
to form H2 leaving behind a positively charged Si 
dangling bond (or trapping center).  The H2 diffuses 
from the interface into the oxide or poly-Si gate. It 
can later passivate a dangling bond by diffusing 
back to the interface when the stress voltage is inter-
rupted. In another model, a hole, captured by a SiH 
bond, weakens the bond which then breaks to form 
an H2 molecule. 

In the reaction-diffusion model the gate voltage 
initiates a field-dependent reaction at the SiO2/Si 
interface that is initially limited by the SiH dissocia-
tion and Dit generation rate [5]. Later, the limiting 
rate is hydrogen diffusion from the interface into the 
SiO2.   

 
AMBIENT EFFECTS  

Hydrogen is a common impurity in MOS oxides, 
being incorporated into the oxide during various 
phases of IC fabrication, e.g., nitride deposition and 
forming gas anneal and is believed to be the main 
passivating species for Si dangling bonds. Deute-
rium, a hydrogen isotope, reduces NBTI due to its 
heavier mass or giant isotope effect. Deuterium can 
be introduced early or late in the device fabrication 
process. It is not clear yet, whether this improve-
ment is enhanced at the low fields that are more 
typical of actual circuits. Nitrogen, commonly in-

corporated into gate oxides to reduce boron diffu-
sion, improve hot carrier resistance, and increase the 
dielectric constant, can improve or degrade NBTI. It 
appears that low nitrogen densities in SiO2 improve 
NBTI due to strong SiN bonds at the SiO2/Si inter-
face. However, higher nitrogen density in the oxide 
degrades NBTI, possibly by trap formation. Water 
and boron in the oxide also degrade NBTI while 
fluorine improves it. 
 

CONCLUSION 
H  Si 
H  Si 
H  Si 

_ 
_ 
_ 

NBTI has become a significant reliability prob-
lem in today’s, thin-oxide integrated circuits. It 
degrades both digital (transconductance, delay time) 
and analog (current mirror, device matching) cir-
cuits. The type of circuit operation is important for 
NBTI, with ac degradation usually less than dc deg-
radation because the gate voltage stress is inter-
rupted for unipolar stress and reversed for bipolar 
stress. For sufficiently long dormant times, NBTI 
damage is totally healed. To minimize NBTI, one 
should start with low densities of electrically active 
defects at the SiO2/Si interface, keep water out of 
the oxide, minimize stress and hydrogen content, 
and keep damage at the SiO2/Si interface to a mini-
mum during processing. Fluorine and deuterium 
improve NBTI, but it is important to ensure deute-
rium can get to the SiO2/Si interface and passivate 
dangling bonds or replace the hydrogen with deute-
rium in SiH bonds. 

H-P -VG
n-Si 

H  Si 
     Si 
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On Prospects of Computational Modeling of
Reliability Phenomena

Muhammad A. Alam,
Purdue University, West Lafayette, IN 47906, USA

Transistor design has been always been bracketed
by the trade-off between performance and relia-
bility. Yet, even a cursory review of the existing
mainstream CAD tools shows that optimization of
transistor performance (defined in terms of on cur-
rent, on-off ratio, power dissipation, circuit delay,
etc.) has been the primary focus on the CAD tools
and reliability considerations have only been used
to define a static guard-band (typically plus-minus
15%) for IC design. Although there have been a
number of attempts to develop reliability simulators,
these stand-alone reliability tools have never been
integrated within the mainstream CAD software.

In recent years, however, the scenario is begin-
ning to change. As scaling becomes difficult and
design margin for high-performance IC becomes
small, a static, worst-case guard-band limited design
is both wasteful and unsustainable. Indeed, CAD
tools that allow IC-specific optimization for both
reliability and performance would allow additional
design margin for a given technology node. In this
presentation, I will review the development both
TCAD models to predict performance degradation
for specific operating conditions as well as IC-
design approaches to optimize overall design in
response to specific degradation. Below, we briefly
discuss the status of modeling approaches to various
degradation mechanisms.

Negative Bias Temperature Instability (NBTI) has
been known to be an important degradation mech-
anism for PMOS transistors since 1970s. Jeppson
et al. analyzed the NBTI phenomena within a
Reaction-Diffusion (R-D) model and was able to ex-
plain the observed time-dependence ( t0.25) during
the stress phase as well as relaxation behavior when

the stress is removed. In this version of R-D theory,
the negative gate bias on PMOS transistors allows
a hole-assisted dissociation of Si-H bonds at the
Si/SiO2 interface. Atomic H diffuses away from the
interface, leaving behind a depassivated, dangling Si
bond that acts as interface trap. Recent refinement of
the original R-D model have been able to interpret
long term saturation characteristics, the relevance
of measurement delay, frequency independence of
AC lifetime, etc. The key feature of this refined R-
D model is the realization that atomic H diffusion
must be complemented by diffusion of molecu-
lar H2 to interpret NBTI experiments consistently.
The R-D model equations are now well defined
and can be included in TCAD software. Finally,
the R-D model is phenomenological and therefore
the model parameters (e.g., forward and reverse
dissociation rates, diffusion coefficients, etc.) must
be extracted from experiments and/or first-principle
theory. There have been considerable progress on
both fronts in recent years.

There have also been some progress in translating
the TCAD NBTI models to appropriate VLSI design
algorithms such that the circuits can be optimized
for a given power-delay product. Both logic as
well as memory circuits have been considered. The
Lagrangian-based transistor sizing, activity rebal-
ancing, redundancy algorithms, etc. show consid-
erable promise, although it is still too early to
predict if the algorithms would be practical for large
designs.

Time-Dependent Dielectric Breakdown is another
important reliability consideration for modern IC
design and has been particularly important since
late 1990s as oxide thickness has scaled to sub



5nm regime. It is widely believed that under typical
operating conditions, the dielectric breakdown is
soft and the breakdowns only contribute to the total
leakage current. This increase in gate leakage is a
predictable function of operating conditions, oxide
thickness, and area of the oxide and its implication
on transistor performance can easily be analyzed
with TCAD and SPICE models both for logic as
well memory circuits. Many companies use in-
house simulators to predict these performance char-
acteristics, although there have been no academic
or commercial software available for general use.

Although Hot-Carrier Degradation is no longer
the dominant degradation mechanism for core tech-
nology it once was in late 1980s and early 1990s,
the continued scaling of channel length makes HCI
a relevant design consideration. In addition, HCI
degradation remains an important design consider-
ation for Flash memories as well high-voltage de-
vices like LDMOS and DeMOS. The early models
of HCI discussed the relative merits of hot electron
and/or hot hole degradation and the research results
were encapsulated in compact models suitable for
TCAD analysis. The relatively compact form of
the models helped define the SPICE model and
have been used in HCI circuit simulator like BERT,
RELY, and more recently GLACIER.

Radiation Induced Single Event Upset (SEU),
Radiation Induced Gate Leakage (RILC), and Ra-

diation Induced Gate Rupture are important design
considerations for modern ICs and there have been
consideration progress in modeling these radiation
induced phenomena. For example, the accurate
modeling of ion tracks have been demonstrated,
the modeling of SEU with 3D device simulators
now provides predictable estimates, and the RILC
and radiation induced gate breakdown has been
considered within the same framework as TDDB. In
addition, the circuit implication of correlated multi-
bit failure as well as development of appropriate
error correction codes are active research areas, re-
sults from which can be translated to CAD models.

In short, the physics of many important reliability
phenomena are now generally well understood

and therefore a systematic effort may allow
development of a new generation of TCAD and
CAD tools that can simultaneously optimize for
performance and reliability of integrated circuits.
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Probing Negative Bias Temperature Instability
using a Continuum Numerical Framework:

Physics to Real World Operation

Srinivasan Chakravarthi,
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A quantitative model is developed that comprehends all the unique characteristics of NBTI degradation.
Several models are critically examined to develop a reaction/diffusion based modeling framework for
predicting interface state generation during NBTI stress. The model captures key NBTI features including
recovery, experimental delay and frequency effects successfully.
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INTRODUCTION 

The gate dielectric has been the subject of 
constant improvement and innovation since the 
invention of the MOSFET transistor. The gate oxide 
is the major transistor component to control the 
transistor channel underneath with respect to 
leakage currents as well as saturation drive currents. 
The demand for higher drive currents and better 
performance has also pushed the gate oxide 
thickness towards it material limits, especially as we 
enter the 65nm technology node. The common 
candidate for the ultimate gate dielectric, silicon 
dioxide, is facing its structural boundaries and 
silicon dioxide/nitride stacks will become main 
stream for 65nm technologies and beyond. Since the 
introduction of heavily nitrided gate oxides the 
NBTI phenomena gained significantly on 
importance. Extensive work has been published on 
the NBTI reliability for standard DC test conditions 
(Vs,Vd,Vb=0.0V) as well as under pulsed 
conditions. However, the role of hydrogen is still 
not fully understood [1]. Less work was published 
on the circuit level reliability degradation due to 
NBTI and the impact of relaxation. This work is 
analyzing all possible circuit level biasing 
conditions, maximum operating temperatures, and 
operating cycles to understand the impact on the 
circuit level. A simple analytical reliability model is 
referenced to estimate the threshold voltage shift 
during real operation conditions. This additional 
threshold voltage shift is counting against the design 
margin budget and, hence, has to be added to the SS 
corner at elevated temperature in order to evaluate 
the worst case circuit conditions.  

TRANSISTOR LEVEL RELIABILITY 
 Numerous transistor level reliability data and 

degradation curves have been published in the 
recent literature on NBTI. A typical threshold 
degradation plot for a 90nm PMOS transistor is 
shown in Fig.1. The same gate oxide measured in a 
package level testing system which has a relaxation 
between the stress and the measurement cycle of 
700ms is shown in Fig.2. It can be clearly shown 
that relaxation gives false readings in the early 
phases of the stress experiment, whereas the 

degradation curves converge at higher stress levels 
suggesting that recovery is limited at longer stress 
intervals. The recovery phenomenon has been 
reported extensively in the literature and was 
attributed to the re-passivation of the broken Si-H 
bonds at the Si-Gate oxide interface by molecular 
hydrogen [2]. Almost 40% of the damage recovers 
after 30min of relaxation (see Fig.3). Whether to 
achieve higher level of recovery depends on the 
local stress equilibrium at the gate oxide and the 
availability of hydrogen to passivate the Si-H bonds. 
Fig.4 gives a PMOS transistor which has been 
stressed up to a certain stress time at a constant bias 
and afterwards different stress bias conditions have 
been applied. It is worth noting that the new 
equilibrium established fairly quickly and in the 
case of a lower stress voltage a recovery of NBTI 
degradation occurred for the 1.35V stress condition. 
Recently, it has been shown that NBTI lifetime 
under low frequency stress can be enhanced by a 
factor of 10 as compared to the DC NBTI lifetime 
[3,4]. Similar results are given in Fig.5 and a 
comparison with simulation results using a reaction 
based diffusion model to predict the DC and AC 
degradation [5] is given. 

PRODUCT LEVEL RELIABILITY 
Fig.6 shows the product level NBTI stress data for a 
low power asynchronous SRAM memory. We 
selected the access time as quality criterion to 
evaluate the NBTI lifetime. The memory is stressed 
at constant accelerated DC bias and temperature and 
different read points are acquired for the access time 
Taa  at 0.5, 1, 2, 3 and 4hours. The Taa push out 
caused by NBTI stress is then used to extract the 
lifetime using a power law dependence. Taa reflects 
well the NBTI related degradation behavior. The 
lifetime slope was correlated to single transistor 
data and showed good agreement.  

CONCLUSION 
Transistor and product level reliability data have 

been presented and correlated. It is important to 
notice that product level reliability is at least an 
order of magnitude higher compared to the 
transistor level reliability lifetime.  
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Fig. 1. Stress plot for extrapolation of NBTI lifetime for a 10/10 
90nm PMOSFET device. The lifetime can be extrapolated for 
different Vtsat criteria. 

1

10

10 100 1000 10000 100000 1000000

Time (sec)

Id
sa

t (
%

)

Package 1

Package 2

Package 3

Package 4

Package 5

Package 6

Package 7

Package 8

Bench 1

Bench 2

Fig. 2.  NBTI Idsat degradation for different S-M-S methods. 
Package level (Symbols) and bench (lines) testing show the 
impact of relaxation at the early stress phases. 

NBTI: Idsat Recovery

0.90

0.92

0.94

0.96

0.98

1.00

1.02

Pre-
st ress

Post -st ress

Idling Time (min)

Id
sa

t (
a.

u.
)

Idsat@1.8V
Idsat@2.2V

 
Fig. 3. Idsat recovery vs. relaxation time for 90nm PMOSFET. 
Almost 40% of the degradation recovers after 30min.  
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Fig. 5. NBTI degradation for a DC vs. 200kHz AC signal. 
Significant improvement is found for AC stressing. 
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INTRODUCTION 

High-  gate dielectrics, in combination with metal 
gates, are extensively studied for the potential 
replacement of SiON/poly-Si stacks in advanced 
MOSFETs [1]. One of the most promising high-
gate oxides is HfSiON [1]. However, reliability 
issues concerning this material remain a challenge 
for CMOS devices scaling, in particular NBTI [2]. 
In this work, the impact of N incorporation in 
HfSiON layers on NBTI in SiOx/HfSiON/TaN 
pMOSFETs is investigated. Like in SiON-based 
devices, the presence of nitrogen is shown to 
strongly degrade NBTI immunity of the high-  gate 
stack. The enhanced degradation is shown to mainly 
arise from the generation of slow states in the gate 
stack. The kinetics, field and temperature 
dependence of fast and slow states generation are 
simulated, assuming the former defects to be Si 
dangling bonds at the Si/SiOx interface (so-called 
Pb0 centers) and the latter to be N-related traps 
present in the high-  stack.

EXPERIMENTAL DETAILS 
pMOSFETs with 1nm SiOx/2 nm HfSiO(N) gate 
stacks and TaN gates were fabricated using a 
conventional self-aligned flow. The gate stacks 
received post-deposition anneals in different 
ambient, i.e N2, O2, or NH3, or exposed to 
decoupled plasma nitridation (DPN).  

RESULTS AND DISCUSSION 
The threshold voltage shifts of HfSiO(N)/TaN 
stacks are presented in Fig. 1 as a function of the 
electric field across the interfacial oxide, Eox (NBT 
stress performed at 125 oC). The nitrided stacks 
present a clear enhanced degradation, compared to 
the non-nitrided layers. The fraction of (fast) 
interface states generated during NBTI stress, 
estimated from charge-pumping measurements at 3 
MHz, is presented in Fig. 2 for gate stacks annealed 
in N2, NH3, or exposed to DPN. The enhanced 

degradation of the nitrided stacks is caused 
essentially by the generation of slow states, most 
likely resulting from the trapping of holes (injected 
from the channel) at N-related defects in the gate 
stack. The kinetics, electric field and temperature 
dependence of interface states (Nit) generated in a 
typical HfSiON stack are presented in Fig. 3. These 
data can be reproduced (Fig. 4) by considering the 
generation of Pb0 centers during NBT stress, taking 
into account the dispersive transport of H+ away 
from the Si/SiOx interface [3]. The kinetics, field 
and temperature dependence of the slow states (Not)
generated in a nitrided stack are presented in Fig. 5. 
The Not generation probability, Pgen=Not/Ninj, where 
Ninj is the density of holes injected from the channel 
(assuming slow states are related to the trapping of 
holes in the gate stack) is shown in Fig 6 as a 
function of Ninj, at different stress voltages. The 
increase of Pgen with IVgI suggests that these defects 
are generated during the NBT stress, as opposed to 
filling of pre-existing traps. Considering the 
generation of N-related defects in the gate stack 
(like e.g. N dangling bonds), followed by hole-
trapping at these defects, the kinetics and generation 
of Not can be well reproduced [4], as shown in Fig. 
7 and 8, respectively. 

CONCLUSIONS 
NBTI degradation of HfSiON stacks was shown to 
be much enhanced when N was incorporated in 
these layers. The enhancement was correlated to 
generation of slow states, most likely related to hole 
trapping at N-related defects. The kinetics of fast 
and slow states was successfully simulated, taking 
into account the generation of Pb0 defects and N 
dangling bonds, respectively.  

[1] G. Wilk et al., J. Appl. Phys. 87, 484 (2000). 
[2] M. Houssa et al., IEDM Tech. Dig. (2004), p. 121. 
[3] M. Houssa et al., Appl. Phys. Lett. 86, 093506 (2005). 
[4] M. Aoulaiche et al., IRPS (IEEE, 2006), p.317. 
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HfSiO(N)/TaN gate stacks.  

Fig. 2. Fraction of fast interface states, Nit, generated during 
NBT stress of HfSiO(N)-based gate stacks. 

Fig. 3. Kinetics of fast interface states generation of a 
HfSiON/TaN stack stressed at different Vg. Inset shows Nit as a 
function of inverse temperature. 

Fig. 4. Simulations of the kinetics and inverse temperature 
dependence (inset) of Pb0 center generation within the 
dispersive H+ transport model [3]. 

Fig. 5. Kinetics of slow states generation of a HfSiON/TaN 
stack stressed at different Vg. Inset shows Not as a function of 
inverse temperature. 

Fig. 6. Generation probability of slow states, as a function of 
the injected hole density during NBT stress, for different values 
of Vg stress.  

Fig. 7. Simulations of the kinetics of generation of slow states 
for different values of the electric field across the gate stack.  

Fig. 8. Simulations of the generation probability of slow states, 
as a function of the injected hole density, for different values of 
the electric field across the gate stack.
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Physical Modeling of Negative Bias Temperature
Instabilities for Predictive Extrapolation

Vincent Huard,
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Based on recent developments in the analysis of the NBTI degradation, the emphasis will be put on three
main topics. First, several measurement methodologies will be compared to figure out how to totally assess
the degradation in spite of the presence of transient effects. Second, due to an optimized measurement
approach, the consequences on the understanding of underlying physical mechanisms will be described.
Finally, the consequences of the various contributions on extrapolation laws will be discussed.
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ABSTRACT 

Process influences on NBTI as observed on 
30nm-GOX trench MOSFETs of two recent power 
technologies are presented. Both front end of line 
(FEOL) und backend of line (BEOL) processes are 
shown to have major effects on the interface quality. 
A p-channel device serves as demonstrator that 
nitrogen, introduced into the MOS system during a 
long-time, high-temperature diffusion step in FEOL 
processing, plays a major role in the NBTI 
characteristics. For a n-channel device, we discuss 
influences of the metallization/passivation BEOL 
stack on NBTI, but also on initial MOS 
characteristics and time dependent breakdown. 
Here, effects are attributed to the release of reactive 
hydrogen from PECVD deposited silicon-nitride 
layers.  

PROCESS EXPERIMENTS/RESULTS 

In case of the p-channel Trench MOSFET a 
short summary of the different process experiments 
concentrating on the integration of a long-time, high 
temperature diffusion step is given in Table 1. 

Our observations of parameter degradation of 
the investigated DMOS devices at NBTI are 
consistently explained by a diffusion-reaction model 
([1], [2]) introduced by Jeppson and Svensson [1] in 
its basic form. Fig. 1 shows the power-law time 
dependence of the normalized changes of VT for the 
different process experiments. 

It is found that the degradation is less severe the 
better the gate oxide was sealed during the body-
diffusion step (see fig.1). Actually the fabrication 
process influences the density of latent defects. As 
the sealing of the gate oxide during the body drive 
strongly influences the amount of latent defects we 
considered the possibility of an atmospheric species 
intruding into the MOS system during the drive, 
increasing the latent defect density. The model of 
varying latent defect density is supported by the 
long-term drift data in fig.1 as saturation is observed 
within stress time at different levels. 

 

The device for the BEOL study is a n-channel 
trench MOS-FET with a 30 nm oxide. Over the 
trenches a pre-metal dielectric (PMD) is deposited 
and structured, isolating gate poly from the 
aluminum source metallization. The metallization 
stack is completed by inter-level dielectric (ILD) 
and power metal. For experiments, a PECVD-SNIT 
(silicon nitride) layer was integrated by different 
means to the BEOL stack, or the BEOL stack 
completely omitted (M1 control wafer). 

There is a negative correlation between virgin-
device interface quality and NBTI characteristics as 
illustrated in Figs. 2 and 3. The overall GOX-quality 
defined by TDDB performance is worse when the 
virgin interface state density is low (Fig. 2). The 
evolution of Dit upon NBTI stress is displayed in 
Fig. 3: The ILD/SNIT wafer starts on a very good 
Dit level, but its Dit rapidly increases and after 
15000 s of stress amounts to roughly three times the 
Dit of the M1 wafer.  

DISCUSSION 

For FEOL experiments the differences in the 
absolute values of the degradation are ascribed to 
different densities of latent defects at the Si-SiO2 
interface of virgin devices. A long-time high 
temperature body diffusion step in nitrogen was 
detected as the key process concerning NBTI 
degradation. Based on this observation the role of 
nitrogen intruding into the system and enhancing 
the formation of latent defects is discussed.  

With the BEOL experiments we demonstrated 
that deposited silicon nitride layers act as a source 
of reactive hydrogen [3] with significant influence 
on the gate oxide of a trench MOS transistor. On the 
one hand, this reactive hydrogen is more efficient 
than standard forming-gas tempering and leads to 
well annealed Si-SiO2 interfaces and good masking 
of positive bulk-oxide charge. On the other hand the 
reactive hydrogen has adverse effects on the 
reliability of the devices, both concerning drift 
behavior under negative bias temperature stress and 



dielectric lifetime measured by TDDB tests. 
Therefore, backend of line processing must be 
carefully optimized in order to obtain technologies 
which show a correct device performance together 
with the required high reliability. 
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EXPERIMENT 
LAYER ON GATE 

OXIDE DURING BODY 
DRIVE 

body drive before poly 
deposition none 

body drive before poly 
deposition + nitride 7 nm CVD-Si3N4 

standard p+polysilicon in trench 
(recessed) 

nitride on poly p+polysilicon in trench + 
7 nm CVD-Si3N4  (recessed) 

body drive after poly 
deposition 950 nm p+polysilicon  

 
Table 1: overview of FEOL process experiments  
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Fig. 1. Time dependence of ∆VTnorm (shift to more negative 
values at Id=1 mA) after 4 MV/cm, 175°C NBTI. 

 

 
Fig. 2. Dit of virgin device revealed by charge pumping 
measurements (bars) and characteristic TBD 
(diamond/line). Roughly, the higher the interface trap 
density on the virgin device, the better the TDDB 
performance. 

 

 
Fig. 3: Evolution of the Dit during NBTI for M1-control 
(diamonds), ILD/SNIT (squares), and standard process 
(crossed squares) wafers, respectively. In contrast to the 
M1 wafer, the SNIT wafer starts from a good level, but 
traps are rapidly revealed and at the end it is worse than on 
the M1/std wafers. The values at time “1” are the Dit 
values of the virgin devices. 
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BACKGROUND 
Several instabilities play important roles in 

limiting the reliability of metal-oxide-silicon field 
effect transistors (MOSFETs).1-7  These instabilities 
almost always involve the creation of interface traps 
at the Si/dielectric boundary and also frequently 
involve deep level centers within the oxide.  
Important instabilities have involved the response of 
MOSFETs to ionizing radiation, hot carrier 
injection, high oxide field stressing, and the 
response of p-MOSFETs to moderately elevated 
temperature and negative gate bias, the negative 
bias temperature instability (NBTI). 
 The deep level defects involved in these 
instabilities can be observed by both conventional 
electron paramagnetic resonance (EPR)8-10 and 
electrically detected magnetic resonance (EDMR) 
generally with spin dependent recombination 
(SDR).10-13  The EDMR approach can allow studies 
of deep level defect structures in fully processed 
MOSFETs.  Present day conventional EPR and 
SDR offer sensitivities close to that of standard 
MOS electrical characterization tools. 

THIS PRESENTATION

This presentation will include a very brief 
introduction to relevant magnetic resonance 
techniques with emphasis on SDR detected EDMR.  
The presentation will also include an introduction to 
trapping centers typically observed in 
technologically relevant instabilities.10,13-26  This 
introduction will include the fairly well understood 
Si/dielectric interface Pb centers, SiO2 deep level 
defects called E’ centers, several nitrogen related 
defects and some recently observed defects in HfO2

based MOSFETs.  This introduction will include a 
brief description of defect structure and energy 
levels primarily though not exclusively obtained 

through EPR studies.  A major focus of this 
presentation will be recent magnetic resonance 
results on NBTI in conventional SiO2 and nitrided 
SiO2 based devices21-25 as well as some preliminary 
results on negative bias stressing of HfO2 based 
metal gate transistors.26

 The conventional SiO2 and nitrided SiO2

device NBTI studies indicate that several silicon 
“dangling bond” defects can clearly play 
dominating roles in this technologically important 
problem and further indicate that processing, in 
particular the introduction of nitrogen into the 
oxide, leads to gross differences in the structure of 
the performance limiting defects.  Some very recent 
preliminary EDMR results on negative bias stressed 
metal gate HfO2 transistors26 will also be included in 
this presentation. 
 In addition to the introduction to defect 
structure and electronic properties, a brief 
discussion of some relevant aspects of the statistical 
mechanics of the point defects will also be 
provided.27
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Hydrogen Transport in Doped and Undoped
Disordered Silicon

Norbert Nickel,
Hahn-Meitner-Institut, Berlin, Germany

Hydrogen transport in amorphous, microcrystalline, and polycrystalline silicon has been studied in-
tensively in the past due to its importance for understanding structure, growth, metastability, and defect
passivation. Further substantial insight in the microscopic mechanism governing hydrogen diffusion can be
obtained by comparing diffusion in doped material with H diffusion in undoped disordered silicon. Hydrogen
migration was investigated by deuterium diffusion-experiments as a function of temperature, deuterium,
phosphorous, and boron concentrations. At high D concentrations the diffusion is dispersive depending on
the plasma exposure time. With increasing doping concentration the effective diffusion-coefficient, Deff ,
increases. Poly-Si doped with a boron concentration of 1018 cm−3 exhibits an increase of Deff by one order
of magnitude compared to undoped poly-Si. On the other hand, phosphorous doped poly-Si shows only
a 40% increase of Deff . The diffusion activation energy, EA, depends significantly on the Fermi energy
EF and the hydrogen concentration. In polycrystalline silicon EA varies between 0.1 and 1.69 eV while in
microcrystalline silicon the diffusion activation energy varies between 0.01 and 0.4 eV. This is accompanied
by a variation of the diffusion prefactor by 15 orders of magnitude and is even consistent with results reported
on H diffusion in hydrogenated amorphous silicon. Using the theoretical diffusion prefactor the energy EA
required to yield the diffusion coefficient was calculated. EA reveals a Fermi energy dependence similar to
that of the formation energy of H+ and H− in c-Si. Based upon the experimental data a unified microscopic
model for H diffusion in silicon is proposed.



 



 First-Principles Approach to the Reliability 
Issues of MOS Gate Oxides 

 
T. Maruizumi, J. Ushio*, I. Kitagawa*, Y. Okuyama**, and S. Ho* 

Musashi Institute of Technology, 1-28-1 Tamazutsumi, Setagaya-ku, Tokyo 158-8557, Japan 

*Advanced Research Laboratory, Hitachi Ltd., 1-280 Higashi-Koigakubo, Kokubunji-shi, 
Tokyo 185-8601, Japan 

**Central Research Laboratory, Hitachi Ltd., 1-280 Higashi-Koigakubo, Kokubunji-shi, 
Tokyo 185-8601, Japan 

e-mail: marui@ee.musashi-tech.ac.jp 
 
 

INTRODUCTION 
Negative-bias temperature instability (NBTI) is 

one of the important issues in reliability of metal-
oxide-semiconductor (MOS) devices.   
Understanding the mechanism of the NBTI is 
demanded to design a higher-performance and more 
reliable device.  Though the extensive studies have 
been done [1], the causes for  some dependence of 
the NBTI on stress conditions have remained 
unknown.  For example, the origin of the electric-
field dependence is not established yet.   

We have investigated the charged species that 
causes the electric field dependence of NBTI by a 
first-principles calculation.  

CALCULATIONAL METHOD 

We took a hydrogen-originated NBTI and 
considered the specific role of hydrogen paying 
attention to the difference of the Si/SiO2 and 
Si/SiOxNy interfaces.  Hole-trapping energy (an 
energy required to trap a hole into the interface) and 
hydrogen-migration energy (an energy required to 
migrate a H atom from one place to another in the 
interface trapping a hole) were calculated for the 
two interfaces. We used the molecular models of the 
interfaces (Figures 1 and 2) and a first-principles 
density functional theory program, deMon [2].  

RESULTS AND DISCUSSION 

The obtained hole-trapping and hydrogen-
migration energies are listed in Tables I and II.  The 
Si/SiOxNy interface needs less energy to trap a hole 
than the Si/SiO2 interface does.  This corresponds to 
the fact that the N incorporation into the Si/SiO2 
interface enhances the NBTI.  The hole-trapping 

energy at the O or N site in the interfaces is lower 
than that at the Si-H site or at the O or N vacancy, 
showing that hole trapping can occur most easily at 
the O or N site.  On the other hand, the generation 
of a proton and a Si dangling bond from the hole-
trapping Si-H site was calculated to be energetically 
less favorable to the generation of a H atom and a 
hole-trapping Si atom by 5.8 eV.  We conclude that 
the hole trapping, an initial step of the NBTI, occurs 
at the O or N site in the interface, not at the Si-H 
site.  The H atom should play a role in the following 
step of the NBTI. 

 The hydrogen migration from Si to O or an O 
vacancy trapping a hole destabilizes the hole-
trapping state of the Si/SiO2 interface by about 0.4 
eV, while the migration from Si to N trapping a hole 
stabilizes the Si/SiOxNy interface by 0.1 eV.  This 
difference in the hydrogen-migration energies is 
another reason for the enhancement of NBTI by the 
N incorporation into the interface.    

 Next, we investigated the possibility of reducing 
activation energy by electric field in the case of 
hydrogen migration at a Si(100)/SiO2 interface.  The 
calculated energies of the interface along the 
assumed path (Fig. 3) of hydrogen migration are 
listed in Table III.   The effect of electric field 
(either forward or backward) on the neutral state is 
negligible. The activation energy of the hole-
trapping state, even without electric field, is 
significantly smaller than those of the neutral state.  
We conclude that the Si-H bond dipole is not the 
origin of the electric field dependence of the NBTI.  
A good correspondence between the hole-trapping 
energies and the NBTI tendencies of the dielectric 
materials implies that the rate-limiting step of the 



NBTI is a hole trapping in the interface.  So, the 
electric field dependence of NBTI may be explained 
by the hole-trapping rate under an applied electric 
field. 

CONCLUSION 

Hole trapping, the initial step of the NBTI, 
occurs at the O or N atom in the Si/SiO2 or 
Si/SiOxNy interface.  The electric field dependence 
can be explained by the hole-trapping rate in the 
interface under the electric field. 
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Fig. 1.  Molecular models of Si/SiO2 and Si/SiOxNy interfaces.  
The O-vacancy and N-vacancy structures are the same.   

Fig. 2.  Molecular model of the Si(100)/SiO2 interface 
for the calculation of activation energy of hydrogen 
migration in an electric field. 

Fig. 3.  Definitions of four hydrogen positions and 
directions of the electric field: (a) the equilibrium 
structure, (b) the Si-H bond perpendicular to the Si(100) 
surface, (c) the Si-H bond and the Si-Si bond on the same 
linear line, and (d) the H atom on the Si-Si bond. 

Table III.  The energiesa of the three kindsb of H positions in neutral 
and hole-trapping states of the equilibrium structures and the large 
lattice distorted structures (LLDSs) under an electric fieldc. 

aFor the equilibrium base structure, the energy of the fully optimized 
structure in each charge state with or without an electric field was 
taken as zero of the energy. For the LLDS base structure in each 
charge state, the energy of the LLDS whose Si-Si bond length was 
3.0 Å keeping the other part the same as the equilibrium structure 
was taken as zero. 

bSee Fig. 3 for the structures of H-positions (b), (c), and (d). 
cThe electric field strength was 10 MV/cm. 

Table I.  Hole-trapping reaction energies of Si/SiO2 interfaces 
with and without hydrogen migration. 

Table II.  Hole-trapping reaction energies of Si/SiOxNy interfaces 
with and without hydrogen migration.a 

.aThe energies for N vacancy are not shown, because the values 
are the same as those for O vacancy in Table I. 
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INTRODUCTION 

Hydrogen is intentionally introduced in 
metal-oxide-semiconductor field-effect transis-
tors (MOSFETs) because of a highly beneficial 
effect at the Si-SiO2 interface: it passivates the 
so-called dangling bonds, which results in high 
carrier mobilities in the channel. Over the years, 
many undesirable phenomena, observed in 
MOSFETs under different conditions and caus-
ing varying degrees of degradation, have gradu-
ally been attributed directly or indirectly to hy-
drogen. In the last several years, we pursued ex-
tensive first-principles calculations of hydrogen 
configurations and reactions in MOSFETs in the 
context of pertinent experimental data, both old 
and new. The calculations were based on den-
sity-functional theory, the local-density ap-
proximation for exchange-correlation, super-
cells, and plane-wave basis sets. The key ques-
tions were: where, in addition to passivated dan-
gling bonds at the interface, does hydrogen re-
side? How is it released and in what charge 
state? How does it migrate? If H is released 
elsewhere and migrates to the Si-SiO2 interface, 
how might it depassivate dangling bonds? Does 
it get through the interface in one or both direc-
tions and what are the consequences? As it mi-
grates, can it induce the formation of other de-
fects? The pertinent experimental data are the 
so-called bias temperature instability (BTI) and 
radiation-induced phenomena such as increase 
of interface trap density and pertinent annealing 
cycles, deactivation of dopants in Si, and com-
bined radiation/BTI conditions. This talk will 
summarize a few of the key findings. 

 

DEPASSIVATION OF DANGLING BONDS 

It has long been recognized that H is re-
leased as H+ from various sites in the oxide un-
der a variety of conditions (radiation, hot elec-
trons, etc). Under suitable bias, it can travel to 
the interface, where it depassivates dangling 
bonds, and potentially crosses the interface, 
where it can deactivate dopants. It was believed 
that, in order to depassivate a dangling bond, H+ 
must first capture an electron from the Si side 
and then, as neutral H, migrate until it finds its 
target, when the reaction Si-H + H → D + H2 
occurs (here D is a neutral dangling bond). De-
tailed density-functional calculations have dem-
onstrated that H+ can depassivate directly via the 
reaction Si-H + H+ → D+ + H2. The result has a 
significant consequence for modeling depassiva-
tion processes because they do not depend on 
the availability of excess electrons [1]. 

 
DEACTIVATION OF DOPANTS IN Si 

Dopant deactivation was also believed to 
require prior neutralization of H+. In fact, it has 
been shown that H in Si is a negative-U defect, 
meaning that neutral H is not the stable species 
at any value of the Fermi energy. We now have 
shown [2] that direct deactivation of boron im-
purities occurs by H+. We have modeled the 
process in the presence of bias using Monte-
Carlo simulations and showed that the observed 
strong dependence of deactivation on electric 
field is due mainly to transport of H+ in the de-
pletion region. The dependence of the deacti-
vated-boron concentration on irradiation bias, as 



measured by Witczak et al. [3], was accounted 
by the model (see  Figure above, taken from 
[2]). 

NEGATIVE BIAS TEMPERATURE INSTABILITY 

The interface trap density has long been 
known to increase under negative bias (2-6 
MV/cm) at moderate temperatures (100-200ºC). 
Small activation energies (~0.3 eV) are gener-
ally attributed to hydrogen-mediated depassiva-
tion of dangling bonds (larger activation ener-
gies are generally attributed to H2O-mediated 
processes). The effect is more pronounced in p-
channel MOSFETs under negative bias. It is 
widely believed that, in the presence of the elec-
tric field and excess holes, Si-H at the interface 
undergoes direct dissociation, i.e., Si-H + h+→ 
D + H+. We have shown with parameter-free 
density-functional calculations [4] that the direct 
dissociation activation energy in the absence of 
holes is 2.4 eV (in agreement with the experi-
mental value of 2.6 eV) and that, in the presence 
of holes, the activation energy only drops to 2.1 
eV. We proposed that deactivation must be me-
diated by H, which in this case, must originate 
on the Si side. Calculations of H release from 
dopants suggest that hydrogen attached to the 
dopant atoms is the likely source. The observed 
small activation energy, only ~0.3 eV, is the re-
sult of quasi-equilibrium that is established by 
the pertinent reactions. A diffusion-reaction the-
ory developed by Jeppson and Svensson[5] in 
1977 was applied. The activation energy is given 
by QEEa 4

1
2
1 +∆= , where ∆E is the reaction 

energy of depassivation by H+, as described ear-
lier, and Q is the diffusion barrier of H+. Using 

our calculated values for these energies (∆E = 
0.5 eV, Q = 0.45 eV), we find 36.0=aE  eV. 
We have confirmed the experimental values 
with new experiments for both Si-SiO2 and Si-
SON-HfO2 (an alternate dielectric) and found 
similar activation energies [6], establishing the 
generality of the phenomenon. We have also 
investigated the response of such structures to 
combined NBTI and radiation and found that the 
two phenomena can influence each other 
strongly, and often in surprising ways.   
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