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Abstract—This paper presents an anisotropic adaptation
strategy for three-dimensional unstructured tetrahedral meshes,
which allows us to produce thin mostly anisotropic layers at the
outside margin, i.e., the skin of an arbitrary meshed simulation do-
main. An essential task for any modern algorithm in the finite-ele-
ment solution of partial differential equations, especially in the
field of semiconductor process and device simulation, the major
application is to provide appropriate resolution of the partial
discretization mesh. The start-up conditions for semiconductor
process and device simulations claim an initial mesh preparation
that is performed by so-called Laplace refinement. The basic idea
is to solve Laplace’s equation on an initial coarse mesh with
Dirichlet boundary conditions. Afterward, the gradient field is
used to form an anisotropic metric that allows to refine the initial
mesh based on tetrahedral bisection.

Index Terms—Anisotropy, mesh refinement, tetrahedral bi-
section, tetrahedral meshes.

I. MOTIVATION

B EGINNING in the mid-1970s, aggressive efforts were
undertaken to scale down metal–oxide–semiconductor

(MOS) devices. Transistor dimensions soon reached a point at
which first-order assumptions about physical effects and dopant
distributions began to break down. An intimate coupling of
process conditions, device behavior, and circuit performance
to a degree previously unknown was observed. This situation
prompted the introduction of computer simulation into the
design process. Many important interrelated process and device
effects were identified by means of simulation tools. Computer
simulation of the fabrication process of semiconductor devices
is attractive because of its rapid turn-around time and lower
cost when compared to experimental approaches. Comparably
inexpensive “computer experiments” can be made, instead of
performing actual experiments by fabricating test structures.
Technology computer-aided design (TCAD) programs for sim-
ulating the fabrication process and the electrical behavior of
transistors are now well accepted in the semiconductor industry.
The individual processing steps involved in the fabrication of
integrated circuits (IC) can be arranged in four groups [1]:

1) pattern definition: lithography;
2) pattern transfer: etching;
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3) layer formation: oxidation, deposition;
4) layer modification: diffusion, ion implantation.
Our in-house process simulator FEDOS [2] deals with two

major process steps, namely, diffusion and oxidation. Diffusion,
in the sense of an IC processing step, refers to the controlled
migration of dopants within the substrate or adjacent material.
Dopants typically diffuse both vertically and laterally from the
surface at comparable rates. Dopants are introduced mainly
by ion implantation, whereby dopant atoms are accelerated to
selectively bombard the substrate so that they actually become
lodged inside the substrate near the surface.

Oxidation is a process whereby oxygen or H2O molecules
from a gas above the substrate cause the growth of an oxide on
the surface. When applied to silicon substrates, the oxidation
process produces silicon dioxide.

Diffusion, oxidation, and ion implantation are directional and
near-surface process steps. This means that the interesting sim-
ulation region is near the surface and therefore it is important to
guarantee good spatial resolution at the skin of the simulation
domain.

This can be efficiently achieved only by use of anisotropic
meshes. Strict isotropic three-dimensional (3-D) regular
meshes are impractical for realistic structures due to the resolu-
tion required as compared to the size of the simulation domain
[3], [4]. The demand on calculation time and the limitation of
memory call for anisotropic appropriately adapted meshes.

We first want to give a short introduction as to what is
meant by the term anisotropy, with emphasis on a mathematical
formulation of a tensor-based function that describes anisotropy
as a distributed quantity. After an explanation of the so-called
tetrahedral bisection refinement method in Section III, we are
well prepared to have a close look on how Laplace’s equation
can help us define a tensor-based anisotropy suitable for refine-
ment demands. The paper is concluded with a section about
representative examples.

II. ANISOTROPY

As applied in [5], the element shapes are controlled by a
tensor-based metric space for representing mesh anisotropy
over the domain.

Anisotropy is defined by three orthogonal principal direc-
tions and an aspect ratio in each direction. The three principal
directions are represented by three orthogonal unit vectors �ξ,
�η, and �ζ.
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Fig. 1. Definition of Euler angles (φ, µ, ψ) in so-called x-convention rotation scheme according to rotation components given in (2).

According to Euler’s Rotation theorem, any rotation can be
described using three angles. If the rotations are written in terms
of rotation matrices A, B, and C, then a general rotation R can
be written as

R = ABC. (1)

The three angles giving the three rotation matrices are called
Euler angles. There are several conventions of Euler angles,
depending on the axes about which the rotations are carried out.
The so-called x-convention (see Fig. 1) is the most common
definition. In this convention, the rotation is given by Euler
angles (φ, θ, ψ), where the first rotation is by an angle φ about
the z axis, the second is by an angle θ ∈ [0, π] about the x axis,
and the third is by an angle ψ about the z axis (again).

In the x-convention, the component rotations are then
given by

A :=


 cosψ sinψ 0

−sinψ cosψ 0
0 0 1




B :=


 1 0 0

0 cos θ sin θ
0 −sin θ cos θ




C :=


 cosφ sinφ 0

−sinφ cosφ 0
0 0 1


 . (2)

Hence, the general 3 × 3 rotation matrix R is given by

r11 = cosψ cosφ− cos θ sinφ sinψ

r12 = cosψ sinφ + cos θ cosφ sinψ

r13 = sinψ sin θ

r21 = −sinψ cosφ− cos θ sinφ cosψ

r22 = −sinψ sinφ + cos θ cosφ cosψ

r23 = cosψ sin θ

r31 = sin θ sinψ

r32 = −sin θ sinψ

r33 = cos θ. (3)

The idea used in our approach is to apply a combination
of rotation and dilation to define an anisotropic metric. The
dilation is represented by three scalar values λξ, λη, and λζ ,

respectively. Using (�ξ, �η, �ζ) and (λξ, λη, λζ), we define two
matrices

R :=


 ξx ηx ζx

ξy ηy ζy

ξz ηz ζz


 and S :=


λξ 0 0

0 λη 0
0 0 λζ


 . (4)

Combining matrices R and S gives a 3 × 3 positive definite
matrix

M := RSRT (5)

which describes 3-D anisotropy. In our implementation, the
anisotropic metric M is a tensor function that varies over the
domain M = M(x, y, z). The tensor function is symmetric and
positive definite, which allows to use this tensor as a metric
tensor. Very roughly, the metric tensor mij determines how
to compute the distance between any two points in a given
space. Its components can be viewed as multiplication factors
that must be placed in front of the differential displacements
dxi in a generalized Pythagorean theorem ds2 = m11dx

2
1 +

m12dx1dx2 + m22dx
2
2 + · · ·.

In Euclidean space, mij = δij , where δ is the Kronecker
delta (which is 0 for i �= j and 1 for i = j), reproduc-
ing the usual form of the Pythagorean theorem ds2 =
dx2

1 + dx2
2 + · · ·.

A set S with a global distance function (the metric g) that for
every two points x, y in S gives the distance between them as
a nonnegative real number g(x, y) is called a metric space [6].
The distance function must also satisfy

g(x, y) = 0 ⇔ x = y

g(x, y) = g(y, x)

g(x, y) + g(y, z) ≥ g(x, z). (6)

Applying this metric to tetrahedral meshes means that cal-
culating the length of an edge of an element in a metric space
can be seen as calculating a line integral. An arc length �C is
defined as the length along a curve C : �C =

∫
C ds. The length

of a line segment PQ in a metric space is calculated by

�PQ =

1∫
0

√
PQ

T
M(P + tPQ)PQdt (7)

where M(P + tPQ) is the metric at point P + tPQ,
t ∈ [0, 1].
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Fig. 2. Local 3-D simplex partitioning.

Fig. 3. Tetrahedral bisection influences whole refinement edge batch.

III. MESH ADAPTATION METHODS

In general, there are three mesh adaptation methods, namely,
r-method, h-method, and p-method [7].

Using the r-method, the mesh connectivity is unchanged.
Instead, node relocation is used to move the mesh nodes either
by means of a weighted barycentric smoothing based on the lo-
cation and the weight of the nodes in some neighborhood, or by
means of element distortion. The criteria (weights) governing
these operations are obtained by analyzing the current solution.

The h-method adaptation is defined in terms of local or
global mesh enrichment by means of refining (by partitioning)
or coarsening selected elements or all the elements in a mesh.

The p-method approach is based on an invariant mesh
(in terms of points (nodes) and elements) and adjusts the degree
(in terms of the interpolation functions) of the finite elements
constructed on the mesh elements as a function of the current
solution analysis.

To achieve a local partitioning that is required for the
h-method, three configurations of inserting a new point (node)
on the 3-D simplex are possible. It is possible to define a
new point along an edge, on a face, or inside the tetrahedron
(see Fig. 2).

In our implementation, we use a special h-method adaptation
in which only mesh refinement by inserting a point on an edge is
allowed, which is well investigated [8]–[10]. When bisecting a
tetrahedron, a particular edge—called the refinement edge—is
selected and split into two edges by a new vertex (cf., Fig. 3).

As new tetrahedra are constructed by refinement, their re-
finement edges must be carefully selected to take anisotropy
into account without producing degenerately shaped elements.
Therefore, one always has to keep in mind that bisecting a

particular edge always influences the whole batch. To avoid ill-
shaped elements, the longest edge of the refinement tetrahedron
is used as refinement edge [11]. It is obvious that the longest
edge of one tetrahedron is not necessarily the longest edge of all
attached tetrahedra. To tackle this problem, all new tetrahedra
are directly tested and included into the refinement procedure.

A recursive approach for local mesh refinement, which was
suggested, e.g., in [12], cannot be applied in our situation due
to the fact that anisotropy has to be taken into account.

To embrace anisotropy, the basic idea of our refinement
strategy is to calculate the length of an edge in a certain metric
space [13], i.e., the strain of the space varies from point to point
with the consequence that the length of an edge depends on its
position in space. The edge with the longest anisotropic edge
length is cut in the middle.

IV. SURFACE DISTANCE TRANSFORM

As mentioned in Section I, diffusion, oxidation, and ion
implantation are directional and near-surface process steps. To
set up an accurate simulation of these processes, it is essential
to provide a dense mesh of the simulation domain, especially
in near-surface regions, including the surface itself. To deter-
mine such regions, one has to compute the Euclidean distance
transform, also known as distance map or distance field, of the
entire simulation domain, which can be seen as a solution of the
Eikonal equation |∇u| = 1. In [14], an algorithm is presented
in which the Eikonal equation is solved by the method of
characteristics. The drawback of this promising method is the
need of a special representation of vertex polyhedra, which
increases the memory demand dramatically.

Due to the fact that our simulator FEDOS has an adaptable
finite-element kernel that allows to use arbitrary boundary
conditions in a very flexible way, we decided to solve Laplace’s
equation as an approximation for the surface distance function.
This approach is, compared to the pure calculation of the
distance transform, more flexible and can also handle multiple
segment domains with appropriate interface conditions.

The following section gives a detailed description of the sur-
face distance approximation concept with the help of Laplace’s
equation demonstrated on a simple physical device—the plate
capacitor. The section is closed by a mathematical formulation
of the gradient field based on Laplace’s equation solution,
which is used later on for the derivation of the anisotropy metric
definition function.
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Fig. 4. (a) Typical plate capacitor structure. Two coplanar metal planes are connected to voltage supply. Lower plane is riddled with a bead. (b) Resulting
electrostatic field. Electrical field intensity is vector quantity that is perpendicular to iso-surfaces of electrostatic potential ψ.

A. Laplace Equation

The scalar form of Laplace’s equation is the partial differen-
tial equation

∇2ψ = 0. (8)

A function ψ that satisfies Laplace’s equation is said to be
harmonic. Solutions have no local maxima or minima. Because
Laplace’s equation is linear, the superposition of any two
solutions is also a solution. A solution to Laplace’s equation
is uniquely determined if appropriate boundary conditions are
posed [15].

B. Plate Capacitor

Our idea is to use the solution of Laplace’s equation as an
approximation for a surface distance function. The imagination
is based on electrostatic field calculations of the plate capacitor
[16] (see Fig. 4). A typical plate capacitor structure is formed by
two coplanar metal planes that are connected to a voltage sup-
ply. We neglect the surrounding area by applying homogenous
Neumann boundary conditions at open borders of the capacitor
and Dirichlet boundary conditions at the electrodes (assumes an
infinitely expanded capacitor).

Iso-surfaces of the electrostatic potential inside the plate
capacitor also form coplanar planes that can be used as a
measure for the perpendicular distance to the surface. This
measure is exact if and only if the plates are real coplanar.
For nonplanar structures, the electrostatic potential is only an
approximation for the surface distance [see Fig. 4(b)].

In technical terms, the electrical field �E can be written as a
gradient field of the electrostatic potential ψ as

�E = −∇ψ. (9)

C. Gradient Field

The gradient ∇ψ = grad(ψ) of a scalar field ψ = ψ(x, y, z)
in Cartesian coordinates is given by

∇ψ =
∂ψ(x, y, z)

∂x
�i +

∂ψ(x, y, z)
∂y

�j +
∂ψ(x, y, z)

∂z
�k. (10)

We are looking for (10) expressed through local coordinates on
the 3-D unit simplex T . The gradient can be calculated by using

Fig. 5. Coordinate transformation from arbitrary tetrahedron to unit simplex.

linear basis functions [17] applied to the 3-D unit simplex. The
coordinate transformation

x =x1 + (x2 − x1)ξ + (x3 − x1)η + (x4 − x1)ζ

y = y1 + (y2 − y1)ξ + (y3 − y1)η + (y4 − y1)ζ

z = z1 + (z2 − z1)ξ + (z3 − z1)η + (z4 − z1)ζ (11)

allows the mapping of an arbitrary tetrahedron at global coor-
dinates (x, y, z) to the unit simplex T (cf. Fig. 5) with local
element coordinates (ξ, η, ζ). In matrix notation, this can be
written as

�r − �r1 = J · �δ (12)

where �r = (x, y, z)T , �r1 = (x1, y1, z1), �δ = (ξ, η, ζ)T , and J
denotes the Jacobian matrix that when applied to (11) results in

J =


x2 − x1 x3 − x1 x4 − x1

y2 − y1 y3 − y1 y4 − y1

z2 − z1 z3 − z1 z4 − z1


 . (13)

Using linear basis functions on the 3-D unit simplex [18] allows
a linear approximation of the scalar field over the element in
the form

ψT (ξ, η, ζ) =
4∑

k=1

Nk(ξ, η, ζ)ψk (14)

where ψk denotes the scalar value of the solution on vertex k of
the 3-D unit simplex T .

Applying (10) to the linear approximation, given by (14),
results in

∇ψT (ξ, η, ζ) =


−ψ1 + ψ2

−ψ1 + ψ3

−ψ1 + ψ4


 (15)
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Fig. 6. Rotation evolution for the anisotropy function at the unit simplex.

for the gradient. Using the inverse of the transposed Jacobian
matrix, the gradient in global coordinates can now be
expressed by

∇ψT (x, y, z) = (JT )−1∇ψT (ξ, η, ζ). (16)

It is in the nature of this approach that the gradient ∇ψT (x, y, z)
(16) is constant over an element T and forms a piecewise
constant gradient field that gives a granular approximation of
the proper gradient field given by (10).

V. METRIC FUNCTION

For the construction of the metric tensor function, we first
calculate the solution of Laplace’s equation under consideration
of appropriate given Dirichlet boundary conditions on the initial
coarse mesh. This approach allows us to define in a very flexible
way where the refinement should take place.

To take anisotropy into account, we use the derivative of
the electrostatic potential ψ [see (9)] as the primary stretching
direction for the anisotropic metric description (5).

To accomplish this task, we first rotate the three axes of the
Cartesian coordinate system (x, y, and z axes) so that the new y
axis is parallel to the gradient vector ∇ψ. The evolution of this
rotation is illustrated in Fig. 6. The rotation matrix can be easily
calculated according to Euler rotation angles (see Section II). At
the second step, we apply a dilation factor function

λη = λη(ψ). (17)

Thus, the dilation along the gradient direction depends on the
potential ψ. Preliminary experiments showed that a Gaussian
distribution (18) is a good choice for a smooth and well-
adjustable dilation factor function.

A normal distribution in a variate X with mean µ and
variance σ2 is a statistic distribution with probability function

P (X) =
1

σ
√

2π
exp

(
−(X − µ)2

2σ2

)
(18)

on the domain X ∈ (−∞,∞).
Fig. 7 shows a typical dilation function in which a belt

of approximately 20% from the maximum of the electrostatic
potential is influenced by the dilation. This means that in
regions where the electrostatic potential drops beyond 80% of
the maximum, no refinement takes place. Since the solution
of the Laplace equation is said to be harmonic, the minimum
and the maximum of the solution are located on the border
of the simulation domain (Dirichlet boundary conditions). Due

Fig. 7. Dilation function f(ψ) for stretching parameter λη according to (17).

to the special choice for the dilation function, also an element
grading is adjusted, so that surface-near elements (within the
20% belt and close to 100%) are dilated more, which means
stronger refinement.

All other stretching weights, which are not gradient direc-
tional, are set to unity. This guarantees a dilation only along the
gradient field. According to (5), the anisotropic metric function
is now completely specified over the element. For 3-D simplex
partitioning, the anisotropic lengths of all tetrahedron edges are
calculated under consideration of (7). The longest anisotropic
edge that transcends the maximum edge length value is chosen
as the refinement edge and cut at the middle. This procedure is
repeated until no edge of the whole simulation domain is longer
than the maximum edge length value.

VI. EXAMPLES

In this section, we present four refinement examples. The
first one is a propaedeutic one that shows the functionality
on an eighth of sphere. The second is an oxidation simulation
example, which explains the underlying refinement strategy in
detail. The others are from a real simulation cycle that mirrors
practical usage.

A. Propaedeutic Example

To illustrate how our Laplace refinement strategy works, we
start with an elementary example in which primarily element
grading, without anisotropy, plays a role. The task is to provide
a dense isotropic mesh in an area around the tip of an eighth of a
sphere, all other regions should be mostly filled with an coarse
mesh. First, we start with the initial coarse mesh provided by
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Fig. 8. Left figure shows initial mesh of an eighth of sphere. Appropriate boundary conditions are applied where spike is set to unity and outer rounded hull is
grounded. All other boundaries are supplied with zero Neumann boundary conditions. Solution of Laplace equation is carried out and iso-surfaces and gradient
field are depicted in (b). (a) Initial coarse mesh of eighth of sphere with 151 points and 561 tetrahedra. Gray-scale coloration shows solution of Laplace equation.
(b) Iso-surfaces of Laplace’s equation solution and according to gradient field vectors on initial coarse mesh.

an arbitrary mesh generator, e.g., our in-house product DELINK

[19], shown in Fig. 8(a).
Due to the fact that we need a fine mesh around the tip and a

coarse mesh on the outer rounded hull of the sphere, we apply
Dirichlet boundary conditions so that the tip is set to unity and
the outer rounded hull is grounded. All other boundaries are
supplied with zero Neumann boundary conditions. Endowed
with this setup, we now calculate the solution of Laplace’s
equation on the initial coarse mesh and compute the gradient
field as well, which is depicted in Fig. 8(b). Applying the
dilation-function, cf. Section V, shown in Fig. 7 to all stretching
directions λξ, λη , and λζ , cf. (4), causes an isotropic dilation
in all directions by the same amount and therefore isotropic
refinement in this region. In this particulare case the isotropic
refinement procedure result is shown in Fig. 9.

B. Demonstrative Oxidation Example

At the beginning of the simulation procedure, it is important
to deliver a high spatial resolution in a small layer beneath the
oxidant exposed surface Fig. 10. This can be achieved by our
Laplace refinement method. Fig. 10(a) shows the initial coarse
mesh that was generated with our in-house mesh generator
Laygrid [20], [21]. We used as starting conditions a cubic
silicon (Si) structure with a mostly regular mesh. One part of the
cube is covered by an L-shaped silicon nitride (Si3N4) mask.

The Dirichlet boundary conditions where chosen as follows.
The upper surface of Si, which is exposed to an oxidizing
atmosphere, is set to unity and the opposite part of the Si
body is set to zero. Fig. 10(b) shows the corresponding iso-
surfaces and the gradient field of Laplace’s equation solution.
For the dilation function, (17), cf. Fig. 7, was used. The function
approaches unity for ψ values smaller than 0.75, so refinement
should mostly cover only regions where ψ is larger than 0.75.
For higher ψ values, the dilation rises, so an element grading
takes place from a very small edge length near the surface to
the initial coarse mesh toward the interior.

Fig. 9. Refined sphere part with 441 points and 1801 tetrahedra. The upper
part is cut away to see the interior of the solid.

The result of our refinement strategy applied to the demon-
strative example is shown in Fig. 11. The refinement covered
a well-defined layer along the surface. Anisotropic element
shapes are achieved so that small point distances are obtained
perpendicular and large edge lengths appear parallel to the sur-
face. Fig. 11(b) shows a cross-section of the refined structure.
The refinement covers exactly the dilation function given in
Fig. 7. Regions with a ψ value smaller than 0.75 are untouched
and so the original mesh could be kept, which guarantees usage
of a (nearly) minimal number of grid points.

Under the mask (see Fig. 10), the elements are slightly
influenced by the refinement. This is obvious due to the fact
that for the elementary refinement a tetrahedral bisection was
used. So inserting a new point on an edge refines the whole
batch connected to this edge (see Fig. 3).
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Fig. 10. (a) Initial mesh that was generated with Laygrid. Cubic silicon (Si) body with L-shaped silicon nitride (Si3Ni4) mask on top. Initial, mostly coarse
regular mesh, 316 points and 1152 tetrahedra. (b) Appropriate boundary conditions are applied and solution of Laplace equation is carried out. Iso-surfaces and
gradient field are depicted. Iso-surfaces of Laplace’s equation solution and according gradient field vectors on initial coarse mesh.

Fig. 11. Cubic silicon (Si) body with L-shaped silicon nitride (Si3Ni4) mask on top after anisotropic refinement step. Thin anisotropic surface-near mesh layer
was generated and used as input for an oxidation simulation. (a) Highly anisotropic thin mesh layer after Laplace refinement in upper region of silicon body,
10 712 points and 55 438 tetrahedra. (b) Cross section of anisotropic refined mesh structure.

The resulting refined structure forms the initial mesh input
for oxidation simulation. The L-shaped silicon nitride (Si3N4)
mask blocks the oxygen and therefore only the silicon body
(Si) is influenced. During the transient simulation of oxidation,
a conversion from silicon (Si) to silicon dioxide (SiO2) takes
place [22], [23]. This reaction consumes silicon and the newly
formed silicon dioxide has more than twice the volume of the
original silicon, so there is a strong volume deformation of the

initial crystal structure that yields nonplanar surfaces. Fig. 12
shows the results of the oxidation simulation.

C. Nonplanar Surface

For a typical semiconductor process step, the surfaces of
the structure are nonplanar [24]. This example demonstrates
that our refinement strategy also works for curved surfaces.



2136 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 25, NO. 10, OCTOBER 2006

Fig. 12. Result of oxidation simulation example. For initial mesh, anisotropic refined structure was used. (a) Oxidation simulation result. (b) Cross section of
oxidation simulation structure.

Fig. 13. Nonplanar surface example for anisotropic refinement. Refinement takes place only in well-defined layer beneath surface. Contour in middle of structure
shows one iso-surface of Laplace equation solution. (a) Initial, mostly regular mesh, 3884 points and 20 534 tetrahedra. (b) Mesh after anisotropic refinement,
14 490 points and 72 523 tetrahedra.

Fig. 13(a) shows the initial regular coarse mesh. The exposed
surface is again covered by a mask. For Dirichlet boundary
conditions and for the dilation function, we used the same
assumptions as in the first example (see Section VI-B).

The resulting mesh after refinement can be seen in Fig. 13(b).
Due to the fact that the solution of Laplace’s equation is only
an approximation for the surface distance function, the refine-
ment layer covers surface-near regions with different thickness,
which is acceptable for our simulation tasks.

D. EEPROM Cell

This example shows an anisotropic refinement result of the
simulation domain of an EEPROM cell, which was part of a full
manufacturing cycle simulation [25]. Fig. 14 shows the initial
coarse and the refined mesh (one quarter of the cell is shown).
This was required in preparation for an oxidation process that
forms the isolation between the two gates in the EEPROM cell.
Therefore, an anisotropic refinement is required in the active
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Fig. 14. One quarter of nonvolatile memory cell (EEPROM). Refinement covers top part of structure. White rectangles mark zooming region. (a) Initial
unstructured mesh, 10 872 points and 39 142 tetrahedra. (b) Mesh after anisotropic refinement, 18 439 points and 58 922 tetrahedra.

Fig. 15. Detail of nonvolatile memory cell (EEPROM) mesh before and after anisotropic refinement (see also Fig. 14). (a) Initial unstructured mesh. (b) Resulting
mesh after anisotropic refinement.

area of the field oxide and along the floating gate, which are
exposed to the oxidation.

Fig. 15 shows a detailed view of the initial coarse and the
refined mesh structure whereby the initial mesh as part of the
refined mesh can be clearly observed.

VII. CONCLUSION

The generation of small, strongly anisotropic, and unstruc-
tured mesh layers by 3-D mesh generators is, unfortunately
from a technology point of view, still something of an art,
as well as a science. A more robust approach, compared to

anisotropic mesh generation, is to generate mostly isotropic
coarse initial meshes, for instance, with a Delaunay mesh
generator, followed by a mesh adaptation postprocessing step
on demand.

We presented an efficient anisotropic refinement strategy that
allows local modifications of an arbitrary 3-D mesh. Laplace
equation calculations with special Dirichlet boundary condi-
tions provide useful approximations of the surface distance
functions and are therefore a good choice for introducing
small anisotropic layers on an initial mesh. The flexible use of
boundary conditions enables the application of our refinement
strategy for arbitrary complex 3-D structures.
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Practical usage of our refinement strategy was shown on
the most challenging process simulation step, namely, 3-D
oxidation. As a basic refinement step, tetrahedral bisection is
used, which guarantees safe elementary partitioning and a valid
mesh at every time of the refinement cycle.
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