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Abstract

We present a comparison of models describing the pyrolytic deposition of SiO2 with a low pressure chemical vapor deposition process.
In order to meet industrial simulation requirements, e.g. accuracy and fast delivery of results, we present an overview of established and
new models, their use within TCAD applications, and their best results which have been obtained by calibrations according to SEM
measurements.
� 2007 Elsevier Ltd. All rights reserved.

1. Introduction

Recent developments of semiconductor device structures
require more accurate material deposition models. This is
particularly true for embedded materials such as silicon
dioxide which is used as a common dielectric or a hard
mask material [1]. One widely applied process is oxide
deposition with a TEOS (tetraethoxysilane) LPCVD (low
pressure chemical vapor deposition) process. The rigorous
description of oxide deposition with TEOS requires the
consideration of more than 40 different chemical reactions
[2,3], which increases the simulation time tremendously and
offers at the current stage improvement for the insight into
the rather complex pyrolytic deposition process only at
high computational costs, which limits any industrial inter-
est [2]. Industrial applications require fast and accurate
simulation results for this fairly complex chemical process.

For reasonably accurate and fast simulation of deposi-
tion processes it is frequently claimed that chemical reac-
tion mechanisms should be used rather than sticking
coefficients. However, the quantitative predictability of
such fairly complex models is still very limited for indus-

try-related processes [2]. Thus, simple process models
applying calibrated sticking coefficients are a good alterna-
tive for process investigations, especially for time-consum-
ing optimizations, calibrations, and design of experiments.

We present several models which sufficiently describe the
oxide deposition with TEOS within reasonable computa-
tion times to meet the industrial requirements.

2. Simulation method

To investigate the complex deposition process, a level-
set algorithm [4] has been implemented into our topogra-
phy simulator ELSA (Enhanced Level-Set Applications)
[5]. This algorithm describes the evolution of a moving
boundary by applying a speed function F(x, t) (normal to
the boundary) to the level-set function u(x, t):

otuðx; tÞ þ F ðx; tÞkrxuk ¼ 0: ð1Þ

The initial condition for u(x, 0) is the initial surface geom-
etry. The speed function F represents the physical behavior
(growth rate) during the deposition process which can be
approximated to suit our demands. The current position
of the evolving surface is determined by the zero values of
the level-set function u(x, t) = 0. A particularly intriguing
feature of the use of level-set algorithms is that the compu-
tational effort of tracking a three-dimensional surface
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evolution is comparable with that of a two-dimensional
one, when using a cell-based algorithm [4]. Hence, the order
of the computational effort is dramatically reduced.

3. Model description

First, a model based on a single point-shaped source of
species [5] is considered, which yields excellent results for
wide rectangular trenches. When this model is applied to
thinner trenches or trenches with non-rectangular shapes,
it fails due to overestimation of the local fluxes at some
parts of the trench surface.

Since this approach does not deliver satisfactory results,
we extend the single source model into a continuous line-
source model where the flux depends only on the visible
angle between the surface elements and the source. Com-
pared to our previous work [5,6], the problem that the
trench closes at its top with increasing AR (aspect ratio,
height to width ratio), is shifted to higher ARs, but the shape
of the calculated surface at the bottom of the trench still
does not reproduce the trends of the corresponding mea-
surements, as shown in Fig. 1. However, for wide trenches
with low ARs, this models is applicable and very fast.

In order to describe the deposition for trenches with
large AR, we have implemented a flux-depended sticking
coefficient model which considers the sticking coefficients
as a function of the local material flux at the surface of
the trench. The sticking probability of the incoming mole-
cules follows a half-order kinetic law [3], where the sticking
coefficient b is proportional to the inverse of the square
root of the local material flux C(x,t) coming from the
TEOS material source

b ¼ b0C
�1=2ðx; tÞ; ð2Þ

where b0 represents a constant scaling factor to guarantee
that the sticking probability of b remains within the open
interval ]0,1[. This model produces results in good agree-
ment with measurements for b0 = 0.852, as presented in
Fig. 2, in particular also at the top of the trench. Further-

more, a good accordance at the top of the trench is shown.
However, as soon as the sidewalls grow towards each
other, an overestimation of the sidewall growth is also
clearly evident for this model. Hence, this model can be ap-
plied for deposition thicknesses d < 0.5 AR.

To overcome this constraint, we have developed an
improved model considering a main contribution of the
material deposition and a second contribution that follows
from the sum of the deposition of the by-products. We
model these two processes as statistically independent pro-
cesses, dealing with two independent sticking coefficients b1
and b2, which describe the sticking probabilities for parti-
cles coming directly from the source and already produced
particles on the surface due to chemical surface reactions,
respectively.

A calibration of this model yields the values for the two
sticking probabilities as b1 = 0.581 and b2 = 0.732, which
results in excellent agreement with experimental data.

4. Comparison

Each of the proposed models has been calibrated using
the simulation and optimization framework SIESTA
(simulation environment for semiconductor technology
analysis) [6,7].

As a result of the calibration process we obtained tech-
nology-dependent coefficients for the linear source model
and the flux-dependent sticking coefficient model, which
affect only the speed of material growth. The calibration
of the two-species model was more sensitive to the model
parameters, because the variations of the sticking coeffi-
cients alters the shape of the surface of the deposited mate-
rial, which can cause numerical shadowing effects and
yields non-physical deposition results. This requires to
renormalize the probabilities of the sticking coefficients as
an equivalent to mass conservation which has also
improved the numerical robustness of our model. Finally,
we obtained the best values for the sticking coefficients of
the two-species model as b1 = 0.581 and b2 = 0.732.
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Fig. 1. Simulation using the linear source model compared with

measurements.

Fig. 2. Comparison of measurements and simulation result with the flux-

dependent model using b0 = 0.852.
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Because the two-species model considers two different
species for deposition, there is only a slight coupling
between them. Instead of a numerical intensive calculation
as for the flux-dependent sticking coefficient model, the
two-species model uses the benefit of two independent coef-
ficients, which speeds up simulation and demands only 80%
of the CPU time compared to the flux-dependent sticking
coefficient model. Furthermore, the two-species model
overcomes the overestimation at the sidewalls of the
trenches (cf. Fig. 3). Thus, the presented method enables
efficient and accurate geometry optimizations.

5. Summary and conclusion

We have presented models for state-of-the-art algo-
rithms to track the surface evolution during oxide deposi-

tion by a TEOS deposition process in two and three
dimensions. The calibration and inverse modeling with
SIESTA provides a fast and accurate calibration of the
model parameters. However, for each new technology node
the model parameters have to recalibrated to maintain the
same accuracy and predictability of the simulations tools.
For that purpose, SIESTA offers various features,
e.g. design of experiments, statistical analysis, and different
methods of calibrations, to improve the speed of model cal-
ibrations. Comparisons of the two-species model with mea-
surements give a perfect agreement for arbitrarily shaped
geometries.
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Fig. 3. Comparison of measurements and simulation results with the two-

species model using b1 = 0.581 and b2 = 0.732.
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