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ABSTRACT

Many recent publications discussing the stress and recovery behav-

ior of bias temperature instability (BTI) have suggested the existence

of two components contributing to the phenomenon. One of these

components was found to be quickly relaxing while the other was

only slowly relaxing or even permanent. Curiously, although the most

likely suggested mechanisms are the generation of interface states and

the capture of holes into pre-existing traps, there is no agreement

on which mechanism corresponds to which component and both

possibilities have been suggested. Alternatively, other groups have

suggested evidence that BTI is dominated by a single mechanism,

and used the reaction-diffusion (RD) model to describe the degra-

dation. However, RD theory cannot explain the recovery and related

intricacies of the phenomenon.

We present a new modeling framework based on the various possi-

ble energetic configurations of the system and tentatively assign these

levels to the hydrogen binding/transport levels in an amorphous oxide.

We investigate the possibility that the often observed recoverable and

permanent components are in fact two facets of a single degradation

mechanism proceeding as a series of steps. We finally subject the

model to various experimental data (DC, AC, duty-factor, negative

and positive stress, mixed stresses) which are all well reproduced by

the model.

I. INTRODUCTION

After four decades of research, bias temperature instability (BTI)

is still a highly puzzling phenomenon which has so far eluded our

complete understanding [1–4]. Particularly intriguing are the complex

degradation/recovery patterns which are observed when the gate bias

is modulated [5–8]. Understanding this behavior is mandatory for any

estimation of device degradation in a circuit setting.

Quite contrary to these experimental observations, most modeling

approaches published so far have focused on constant gate bias stress

and are remarkably oblivious to any recovery of the degradation

which sets in as soon as the stress is removed. This dilemma is easily

illustrated using the reaction-diffusion (RD) model [9, 10] as the most

prominent example: the RD model describes the stress phase as a

delicate interplay between the reaction-limited forward rate and the

diffusion-limited backward rate [11]. The forward rate alone would

predict a degradation directly proportional to the stress time ts, while

only in combination with the backward rate the ominous ∼ t
1/6
s time-

dependence is obtained. During recovery, the backward-rate can be

studied on its own, predicting recovery to occur basically within four

decades of time, in stark contrast to the experimentally observed log-

like recovery over twelve decades [8, 12]. Recent attempts to rectify

this problem [13–16] have so far been unsatisfactory [4].

Triggered by the interest in the origin of the recovery [5, 17], the

last couple of years have seen a lively debate on whether NBTI is

caused by interface states alone [3] or whether the observed degrada-

tion is a superposition of interface state generation and hole capture

into pre-existing traps [1, 18–21]. In particular, charge-pumping (CP)

experiments have delivered results which are quite different from

degradation observed during electrical measurements. For instance,

it has been observed that the CP signals show a remarkably different

recovery behavior compared to conventional data. This and similar

facts have been used to separate the overall degradation into interface

state and hole trapping contributions.

In our recent studies [8, 12] we have demonstrated how the wealth

of information present in the recovery data can be used to deepen our

understanding of the phenomenon. Utilizing the universality of the

recovery [12, 22] we have extracted a fast and universally recovering

component which is observed on top of a permanent or very slowly

recovering component.

The existence of two components appears to be consistent with a

growing number of recent publications [1, 18–20]. The fast univer-

sally recovering component is often identified as hole trapping while

the permanent or slowly recovering component may be caused by

interface states. Curiously, however, contradictory explanations have

also been given speculating that deep hole traps form the permanent

component [18].

From a physical point of view these interpretations would mean

that two independent degradation mechanisms act in parallel with

only the overall degradation being visible. While an NBTI model

may eventually be constructed using such two individual components

[1, 12], one may ask if these two components are in fact not parallel

but act in series and are therefore two facets of a single degradation

mechanism proceeding in steps. Such a view is supported by the fact

that the degradation of the drain current (actually, ID(ts)− ID(1ms))

in a simple on-the-fly (OTF) measurement obtained at different

temperatures and voltages can be made to overlap using simple

scaling (see Fig. 1 and Fig. 2). If two independent mechanisms

were to contribute to NBTI, it would be highly unlikely for these

mechanisms to have a similar voltage and temperature acceleration,

because only then would a superposition of these two mechanisms

result in such a scalability. In fact, quite different activation energies

have been extracted for such two possible mechanisms [8] which

appears to be inconsistent with the apparent scalability of the data.

Also, PBTI and mixed negative/positive stresses (NBTI/PBTI), as

shown in the following do not seem to be consistent with the hole-

trapping model suggested by Tewksbury [23] and suggested for NBTI

by Huard et al. [1], since independently of the stressing voltage,

positive charge is created in the device (at least for the samples

used in this study). However, creation of positively charged defects is

consistent with donor-like (or amphoteric) states [24, 25] in the silicon
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Fig. 1: The change in the drain current recorded in an on-the-fly (OTF)

measurement with an initial delay of 1ms at different temperatures for

an oxynitride PMOS with EOT = 1.4nm. The OTF measurement is

interrupted periodically to record 12s long relaxation sequences. Data

obtained at the same stress voltage (−2V) can be made to overlap

by multiplication with a suitably chosen (temperature-dependent) factor,

given in the legend.

bandgap [26] which are able to rapidly exchange charges with the

silicon substrate and thus appear as positive charges when measured

at VG =Vth.

As previously suggested, we first direct our efforts at understanding

the peculiarities of recovery [12]. A particularly noteworthy property

of the recovery is its nearly logarithm-like character lasting at

least twelve decades in time [8, 27]. This kind of recovery can be

empirically described by various analytic expressions, including the

stretched-exponential form [12], which is characteristic to an abun-

dance of diverse physical phenomena (dielectric relaxation, voltage

recovery in Leyden bottles, recovery of mechanical strain in wires,

decay of luminescence in wires, etc. [28]) and commonly attributed

to some kind of disorder.

One modeling approach considers such systems as having two

closely coupled energetic minima, the equilibrium and a slightly

higher second minimum separated by an energy barrier [29, 30].

This barrier may either be surmounted by thermal excitation or by

quantum-mechanical tunneling [30, 31]. During the application of

stress, the second minimum may be lowered below the equilibrium

minimum, making it the preferred energetic state. Depending on

the transition mechanism and the statistical distribution of these

barrier energies, a time-dependent transition between the two wells

is observed. Once the stress is removed, the equilibrium well will be

occupied again, which commonly involves long recovery transients.

Based on these principles we will develop a new model for bias

temperature instability in the following which provides an explanation

for the issues raised in our previous work [4, 8, 12]. In particular,

we do not just consider the stress phase for the formulation of our

theory, but put equal emphasis on a correct description of the recovery
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Fig. 2: Same as Fig. 1, but now at constant temperature (125 ◦C) with

varying stress voltages. Again, the data can be made to overlap. Con-

sequently, the quantity ID(ts)− ID(1ms) is proportional to a temperature

and voltage dependent prefactor. This is not necessarily true for the ’real’

∆Vth(ts). Nevertheless, this could possibly indicate the dominance of a

single (complex) mechanism.

phase [5]. Consequently, the model is evaluated for DC NBTI/PBTI

stress and recovery, duty factor dependence, and mixed NBTI/PBTI

stresses.

II. AN ENERGY-LEVEL PERSPECTIVE

Our new model can be understood in terms of previously suggested

mechanisms for the dissociation of silicon-hydrogen bonds, which

creates an electrically active defect, for instance a Pb center at the

SiO2/Si interface or a KN center inside SiON [26]. In equilibrium,

that is, after the passivation step used during fabrication and before

application of stress, most hydrogen atoms are bound to silicon

dangling bonds, which represents the ground state. Such a scenario

is schematically sketched in Fig. 3. However, this is not the case for

all configurations as wells are assumed to exist where a site next

to the dangling bond is energetically favored. This is a reasonable

assumption because during passivation it is possible to passivate a

large number of interface states (e.g. 1012 cm−2) but not all (e.g.

109 cm−2 remain).

Upon application of an electric field and at elevated temperatures

the hydrogen atom may overcome the barrier to the neighboring trans-

port state via thermal emission [30]. Alternatively, particularly at low

temperatures, the hydrogen may tunnel from an excited level to the

transport state. Such a mechanism has been suggested for dielectric

relaxation in order to explain the linear temperature dependence of

the specific heat at very low temperatures (T < 1K) [32]. However,

as we are interested in temperatures above room temperature, we

will not further consider this possibility. Furthermore, the theory we

present in the following is purely classical based on the ground-

state only. In a possible interpretation of the energy levels, the first

transport state may be the anti-bonding (AB) site [33], which has been
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Fig. 3: The energy-levels involved during creation of a dangling bond

in an amorphous network, after [34]. Hydrogen is released from a Si–H

bond over a barrier into transport states (tetrahedral interstitial sites, bond

center sites, etc.). Emission may occur via thermal emission or, at very

low temperatures, via tunneling.

associated with electrically active trap levels in the silicon bandgap.

The anti-bonding site is located behind the Si atom on the other

side of the dangling bond. In order to move the hydrogen atom

from the dangling bond (DB) to the AB site, lattice relaxation is

required, thereby coupling the dissociation process to the silicon-

silicon vibrational modes [33].

Upon capture of a carrier, the binding energy is further reduced,

thereby favoring complete dissociation of the hydrogen from the

silicon dangling bond. In the following we will assume this capture

of carriers to happen instantaneously, that is, capture of carriers via

quantum-mechanical tunneling [23] will not be assumed to be rate-

limiting. Alternatively, instead of complete dissociation, when the

stress is removed, the particle will go back to the ground state, with

the time constant determined by the barrier height separating the

first transport state from the equilibrium position. Consequently, the

energy levels used in the final model may be considered ’effective

energy levels’, comprising more than a single effect.

Since the gate insulators we are dealing with are amorphous, the

barriers separating the ground state from the transport state will be

different for each silicon dangling bond. For example, with an effec-

tive maximum density of interface/oxide states of 1012 . . .1013 cm−2,

we obtain for a device with a channel length of 100nm and a width

of 1 µm a total number of possible bonds equal to N = 103 . . .104,

each of which with somewhat different barriers. Experimental support

for such a scenario has been given by Stesmans et al. [35, 36] for

both the transition from the ground state to the transport state and

back. Also, the fact that interface states at the SiO2/Si interface

show a rather broad Gaussian distribution of energy levels in the

silicon bandgap [37] may support the concept of similarly distributed

hydrogen binding energies.

For a pure SiO2 sample, it has been shown that the creation

of dangling bonds (Pb centers) directly at the Si/SiO2 interface is

primarily responsible for degradation [38]. In SiON, on the other

hand, it has been suggested based on spin-dependent tunneling and

recombination measurements that defects are created inside the oxide

but still close to the interface, so called KN centers [26]. These defects

have been suggested to also be silicon dangling bonds, but back-

bonded to three nitrogen atoms rather than three silicon atoms as in

the case of the Pb centers. This observation is compatible with the

similar degradation kinetics observed in SiO2 and SiON samples, by

placing the common Si–H bond at the heart of the problem. Due

to the amorphous nature of SiON, the possible reactions paths may

occur in various orientations as shown in Fig. 4, a possibility we will

make use of to explain PBTI together with mixed NBT/PBT stresses.

Gate

Substrate

Oxide

DB DB

DB

DB

x

x

x
x

Fig. 4: Schematic distribution of hydrogen bonding sites, possibly KN

centers, in an amorphous nitrided oxide. The orientation of the reaction

paths is arbitrary and in most well configurations the DB site is the

energetically preferred site.

It is interesting to note that this approach is very similar to a

model successfully used for the description of defect formation and

annealing in hydrogenated amorphous silicon [39]. In fact, many

of the experimental observations typical for this process seem to

have their direct correspondence in bias temperature instabilities

(stretched-exponential-like degradation and recovery, considerably

better efficiency of holes compared to electrons, etc.)

In order to model the behavior of the system depicted in Fig. 4 we

should include the ground state, the transition to the first transport

state, the transition to the other transport states, and eventually the

transition to another ground state after a certain number of ’hops’.

However, to study the characteristic features of our model we try

to limit the number of energy levels to the absolutely necessary

minimum in the following, similarly to the approach taken in [39].

It is also important to realize that previously published NBTI

models are in principle fully compatible with this physical picture.

However, in the final model formulation of existing models some

crucial simplifying assumptions are introduced which may not be

justified.

1. The reaction-diffusion model [9–11] assumes that the transition

rates between the ground state and the first transport state are in

equilibrium and that the degradation dynamics are controlled by

the redistribution of hydrogen between identical transport states

(diffusive process).

2. Reaction-dispersive-diffusion models [5, 40–42] also assume that

the transition rates between the ground state and the first

transport state are in equilibrium. By contrast, the degradation

dynamics are here controlled by the redistribution of hydro-

gen between energetically different transport states (dispersive-

diffusion process). However, the coupling of the distributed

transport states to a supposedly fixed ground state and fixed

barrier at the interface appears to result in some inconsistencies

[42].

3. The rate-limited model used by Huard et al. [1] assumes that the

barrier from the first transport state back to the ground state is

so large that practically no re-passivation of the dangling bonds

occurs. Such an assumption seems to be a contradiction with

the dangling bond being the equilibrium configuration. (The

recovery is attributed solely to hole trapping and detrapping into

pre-existing traps.)
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Fig. 5: A single double-well configuration and the impact of the electric

field. In equilibrium, well 1 (V1) is the energetically preferred configura-

tion. Application of the electric field tilts the wells, in analogy to [30],

favoring the second well (V3). The system is assumed to be positively

charged when in the second minimum and the total charge Q is given by

the sum over all possible configurations of (1− f1). Transitions between

the wells are assumed to follow first-order kinetics via thermal activation.

III. A DOUBLE-WELL MODEL

Based on the previous considerations we first investigate a double-

well model for BTS, where only the transitions from the ground

state to the first transport state (possibly the anti-bonding site) are

considered. This is schematically depicted in Fig. 5. Application of

an electric field is assumed to lower the barrier by an amount of ∆

and the second minimum by 2∆.

Assuming that a particular well is characterized by given barriers

V1, V2, and V3, the rate equations describing the depassivation process

are then

∂ f1(t)

∂ t
= − f1k13 + f3k31 , (1)

∂ f3(t)

∂ t
= f1k13 − f3k31 (2)

with the rates given by [30]

k13(V1,V2) = ν exp(−β (V2 −V1 −∆)) , (3)

k31(V2,V3) = ν exp(−β (V2 −V3 +∆)) . (4)

The probability of the hydrogen atom being in well one is given

by f1, the probability of it being in well 2 f3, while having a

defect is the probability of the particle not being in well 1, thus

1− f1. Furthermore, we use 1/β = kBT and an attempt frequency

ν ≈ 1013 s−1. Obviously, as only energy differences enter the rates, V1

may be set to zero and eliminated altogether. However, since from a

physical point of view each energy may follow a different distribution,

the full equation system is retained. We furthermore assume that the

individual energy wells are independent and that there is a single

hydrogen atom in each well, that is, f1 + f3 = 1. This assumption

may not be justified for unhydrogenated interfaces/oxides or devices

with a large background concentration of hydrogen.

Altogether, the threshold voltage shift due to the created defects

(assuming instantaneous capture and release of carriers once the

defect is created or annealed) is given by the sum of all possible

reaction paths and reads

∆Vth(t) = −

q

Cox

N

∑
i=1

(

1−∆ fi,1(t)
)(

1−
xi

tox

)

, (5)

with ∆ fi,1 = fi,1 − f
eq
i,1, fi,1 the occupancy of the first well in the i-th

reaction path, f
eq
i,1 its equilibrium value, and xi the distance from the

Si/SiO2 interface. Assuming that most defects are still close to this

interface, we will assume xi ≈ 0 in the following (we remark that this

approximation can be easily relaxed). Each of the N double-wells is
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Fig. 6: Evaluation of the double-well model (lines) against pMOS

recovery data (syms) at two different stress temperatures. While the

accuracy at 50 ◦C is very good, at 200◦C the ’lock-in’ is not reproduced,

resulting in too fast relaxation.

then characterized by a unique combination of V1, V2, and V3, which

are assumed to be given by independent Gaussian distributions [35,

36]. For computational reasons, however, we will approximate the

Gaussian distribution functions using the Fermi-derivative function

[1, 43]

gi(Vi,Vi,m,σi) =
1

σi

exp
(Vi,m −Vi

σi

)

(

1+exp
(Vi,m −Vi

σi

))2
. (6)

Under these approximations it is easy to show that the maximum

degradation obtainable in the system is given by

∆Vth ≈−

qN

Cox

( 1

1+exp
(V3,m − (V1,m +2∆)

σ3

)

−

1

1+exp
(V3,m −V1,m

σ3

)

)

. (7)

but a complete analytical solution will be published elsewhere.

A. Double-Well Model: Relaxation Behavior

The double-well model was calibrated to relaxation data obtained

on two different devices at the temperatures 50◦C and 200◦C, see the

appendix for experimental details. The calibration to both data sets

was performed simultaneously in order to extract physically feasible

parameters, see Table I for the extracted values. During calibration

of the double-well model it was observed that only data recorded

at lower temperatures could be well described. Consequently, the

weights between the two data sets during calibration were set slightly

in favor for the 50◦C data, for which excellent results could be

obtained. However, the long logarithmic tails at higher temperatures

and larger stress times could not be well reproduced, see Fig. 6.

This is put down to the emerging ’permanent/slow’ component
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Parameter Calibrated Value

σ2 0.34eV

σ3 0.46eV

V2,m 2.53eV

V3,m 0.09eV

∆(50◦C) 0.60eV

∆(200◦C) 0.44eV

TABLE I: The parameters extracted from a simultaneous calibration

of the double-well model to relaxation data obtained at 50 ◦C and

200◦C. Since the voltage applied during relaxation was different at these

temperatures (0.34V @ 50◦C vs. 0.23V @ 200◦C), ∆ was allowed to

be temperature-dependent to accommodate this difference. Interestingly,

the value for the first barrier height is very close to the value given

in literature for the dissociation energy of the Si–H bond (2.4 – 2.6eV

[44]). The same parameter values are of course used for both the stress

and relaxation phases in Fig. 6 and Fig. 7.
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Fig. 7: Data from the same measurement as in Fig. 6 but taken in between

the relaxation phases using the OTF approach. The model was calibrated

against the relaxation data only. While the basic features are captured,

it was not possible to calibrate for the correct amplitude (see the solid

lines, which emulate the initial measurement delay of 1ms and are too

low.)

which begins to slow down the relaxation. We were not able to

accommodate such a permanent/slow component, or, the oft-cited

’lock-in’ phenomenon [17], with a double-well model.

B. Double-Well Model: Stress Behavior

A comparison of the calibrated double-well model with the data

obtained during the intermediate stress phases is shown Fig. 7.

Although the basic features of the stress data can be captured, the

magnitude was found to be too low, which can be traced back to the

fact that the double-well model is not able to maintain the logarithmic

decay for enough decades and results in a too early roll-off at short

relaxation times.
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Fig. 8: Addition of the second transport state results in a triple-well

model. The second well is energetically higher than the first and the third

well and forms a transitional saddle point. Transitions from the second

well back to the first well are fast, while the third well represents the

permanent component/lock-in.

IV. A TRIPLE-WELL MODEL

As the double-well model cannot accommodate the whole range

of experimentally observed features, we include the next transport

level (a third well) which accounts for a more permanent deviation

of the system from its equilibrium configuration. The third well

would be separated by a different barrier and could be interpreted as

the hydrogen diffusing farther away from the defect (first extension

towards a multi-hop limit as suggested in [39]). Such a triple-well

model is depicted in Fig. 8. Each well is now characterized by a

particular combination of V1, V2, V3, V4, and V5 and we have to solve

the linear equation system

∂ f1
∂ t

= − f1k13 + f3k31 , (8)

∂ f3
∂ t

= + f1k13 − f3k31 − f3k35 + f5k53 , (9)

∂ f5
∂ t

= + f3k35 − f5k53 . (10)

By assuming again that wells do not interact and that there is exactly

one hydrogen atom in each well we make use of

f1 + f3 + f5 = 1 . (11)

The latter assumption seems to be justified as wells without a single

hydrogen atom are dangling bonds already, contribute to the initial

threshold voltage and will, at least initially, not react to changes in

the electric field. By contrast, wells with more than one hydrogen

atom will have larger difficulties to react to changes in the field since

possible states are already occupied.

The transition rates are modeled in analogy to the double-well

model, however, we allow for a different impact of the stress-field
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model evaluation the measurement sequence was simulated using fixed

parameters in a single simulation run, just like the real measurement.

Excellent accuracy is obtained for both temperatures during the relaxation

phase which is not sensitive to mobility changes [46].

on the two wells. The physical picture behind this is that the two

barriers are likely to either have a different dipole moment [30, 45],

a different tunneling distance, or some other, currently unspecified,

mechanisms which accelerates bond-breaking. Thus, quite generally,

we write

k13 = ν exp(−β (V2 −V1 −∆2)) , (12)

k31 = ν exp(−β (V2 −V3 +∆2)) , (13)

k35 = ν exp(−β (V4 −V3 −∆4)) , (14)

k53 = ν exp(−β (V4 −V5 +∆4)) . (15)

In the following, however, we assume that the dispersion of well

1 and well 3 can be neglected, σ1 = σ5 = 0, as well as a similar

response of the wells to the electric field, ∆2 = ∆4.

Parameter Calibrated Value

σ2 0.42eV

σ3 0.45eV

σ4 0.41eV

V2,m 2.56eV

V3,m 0.80eV

V4,m 3.00eV

V5,m 0.19eV

∆(50◦C) 0.47eV

∆(200◦C) 0.38eV

TABLE II: The parameters extracted from a simultaneous calibration

of the triple-well model to relaxation data obtained at 50 ◦C and 200◦C.

Note that we assumed σ1 = σ5 = 0 and ∆2 = ∆4. The calibrated values for

σi were very similar, σ2 ≈ σ3 ≈ σ4, and may be substituted by a single

parameter. Again, as for the double-well model, the first barrier energy

V2,m is in excellent agreement with literature data for the dissociation

energy of the Si–H bond.
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Fig. 10: Top: The threshold-voltage shift predicted by the triple-well

model is also in excellent agreement during each stress phase, at least

at 50◦C. Also, the initial delay in the first measurement was taken into

account by subtracting ∆Vth(1ms) from the simulation result (shifts the

dotted line to the solid line). At higher stresses (temperature or time), the

agreement is not that perfect, see the inlay for 200 ◦C. We put this down to

the error in the simple OTF prediction related to mobility degradation and

the compact modeling error [27, 46]. Bottom: The excellent agreement

is confirmed by plotting the individual stress phases on a log scale with

the time measured with respect to the beginning of each stress phase.

A. Triple-Well Model: Relaxation Behavior

The relaxation behavior predicted by the triple-well model is

evaluated against the same data used for the double-well model (cf.

Fig. 6) in Fig. 9. In contrast to the double-well model, the triple-well

model also reproduces the permanent component/lock-in very well

which becomes visible at larger stresses.
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Fig. 11: Top: Occupancy of the individual states in the second well as a

function of the energy after the eighth stress phase. Bottom: Impact of

a 12s relaxation phase on the occupancy. Shown is the impact after the

first and the last stress phase.

The extracted parameter values are given in Table II. Although the

model appears to require a large number of parameters, it is important

to realize that this is due to the complicated nature of BTI and that

for example the latest refined version of the reaction-diffusion model

(explicit conversion of H to H2, diffusion of both species, dynamic

occupancy of the interface states [16]) requires an even larger number

of parameters without giving comparable accuracy [4].

B. Triple-Well Model: Stress Behavior

The prediction of the triple-well model during stress is evaluated

in Fig. 10 against the OTF data obtained between the relaxation

sequences. Note that all data was recorded in a single measure-

ment/stress/measurement sequence. During stress the recorded IDlin

is converted to a threshold voltage shift using the simple on-the-
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Fig. 12: The influence of the duty factor on the overall degradation is

well reproduced by the triple-well model. The measured degradation is

strongly influenced by the measurement delay, 2ms in our case. Since

the period of the oscillation for 10kHz DF stress is much smaller than

the measurement delay, the measured degradation does not depend on

whether the stress is interrupted for the measurement during the on or

off phase (see inlay).

fly expression, (VG −Vth)∆ID/ID0. Recall that this expression is

only approximately accurate and prone to overestimation of the real

threshold-voltage shift [46].

In particular for moderate stresses, the triple-well model gives

excellent agreement during the stress phase, when the impact of the

error introduced by the time-zero measurement of ID is emulated by

subtracting ∆Vth(1ms) from the simulation data. Quite convincingly,

all characteristic features of the data are fully reproduced. For larger

stresses, however, a multiplicative offset is observed (a parallel shift

in a log-log plot), while the main features of the data are reproduced.

We put this down to the mobility variations in the OTF data [27,

46], which have been suggested to produce such an offset for

larger stress [16]. Note that ∆Vth during relaxation, which is also

calculated from ID using the single point ID method [47], appears to

be insensitive to these errors [46].

The occupancy of the second well as a function of the stress time

is shown in Fig. 11. With increasing stress, the bottom of well 2

is filled, while particles with higher energy are more likely to be

transferred to well 3 (the ’permanent’ component). Also shown is

the impact of a recovery phase which predominantly empties well 2,

beginning with the higher-energetic particles.

C. Triple-Well Model: Duty Factor Dependence

As a next step in the evaluation of the triple-well model, its pre-

diction of the duty-factor (DF) dependency is considered. Available

measurement data [8, 21, 48] show a plateau around a DF of about

50% in addition to a strong sensitivity for duty-factors close to 0%

and 100%. This issue has been notoriously difficult to model, with the

first successful attempt given only recently in [21]. The conventional

reaction-diffusion model, for instance, predicts a DF dependence of
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However, NBTI and PBTI are apparently asymmetric in our samples,

resulting in different parameters of the triple-well model in our current

formulation. The two stress bias conditions can be well reproduced using

a single parameter set. Note that PBTI stress also creates positive charge

and thus a negative ∆Vth, just like NBTI.

the form DF1/3 [4] and thus no sensitivity for a DF approaching

100%. In particular, RD theory predicts an AC/DC ratio of 80%, see

[49], in contrast to the nearly universally observed ratio about 50%

[8, 21, 48, 50, 51]. In Fig. 12 we show how the triple-well model can

be used to characterize a duty-factor dependent stress. While the

agreement is not as perfect as for the relaxation and stress data, the

triple-well model correctly predicts the plateau, and the other features

of the data.

D. Triple-Well Model: PBTI Stress

In addition to NBTI, the triple-well model can also be used to

describe PBTI, see Fig. 13, which, remarkably, also generates positive

charge. However, the degradation and relaxation is not completely

symmetric to NBTI [8] in our 1.4nm SiON samples. In a first attempt,

this can be described using different energy barriers in the triple-well

model. Whether this is an artifact of the abstract formulation of the

barriers where the microscopic origin is left unidentified (the substrate

being in inversion or accumulation does so far not enter the model)

or a feature of the interfacial layer remains to be investigated.

E. Triple-Well Model: Mixed NBTI/PBTI Stress

Our current interpretation of the asymmetry relies on the assump-

tion that during PBT stress the same kind of defect is created. For

this we assume that the defects responsible for degradation exist

with reaction coordinates in two orientations, one parallel and one

anti-parallel to the applied electric field, see also Fig. 4. Then, upon

application of a positive field to the triple-wells of Fig. 8, the NBTI-

wells would not dramatically change their occupancy of well 1. On

the other hand, the wells oriented the other way, the PBTI-wells,

would start to degrade.

Such an assumption is confirmed when looking at the behavior of

a sample first subjected to NBT stress followed by an analogous PBT
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Fig. 14: Application of a PBTI stress sequence during the relaxation

phase after NBTI stress leads to hitherto unexplainable relaxation patterns

(data: syms). Using the NBTI-wells calibrated for NBTI stress (Fig. 10)

and the PBTI-wells calibrated for PBTI stress (Fig. 13), these patterns

can be straightforwardly explained using superposition (solid lines). In

particular, the model explains why large positive biases result in stronger

degradation rather than complete recovery as expected from an electron

injection model.
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Fig. 16: Occupancy of the individual states in the second well as a

function of the energy after the eighth stress phase. After a 12s recovery

two cases are considered: (i) 14s additional (conventional) recovery,

which causes minimal changes (equal amount of recovery per decade).

(ii) 2s recovery at +0.5V followed by conventional recovery at VG =Vth

for 12s. The positive bias dramatically accelerates the recovery and also

causes the hydrogen in wells that have the second well as an equilibrium

position to move to the first well. Consequently, after application of the

positive bias, the occupancy is lower than in equilibrium, resulting in an

initial degradation when the bias is moved to Vth again.

pattern as used in our NBTI experiments. The most intriguing feature

of the NBTI-well/PBTI-well concept is that it allows us to correctly

predict the degradation/relaxation behavior of mixed positive/negative

stresses. This is demonstrated in Fig. 14 where during the relax-

ation phase after NBTI stress a PBTI stress/relaxation sequence is

employed. For small positive bias this leads to an acceleration of

recovery. This has previously been explained by assuming the fast

component to be due to trapped holes which are annihilated by

the injection of electrons at positive biases [1]. However, for larger

positive biases, the device begins to degrade again, rather than being

completely deprived of its recoverable fast component. This appears

in contradiction to a hole-trapping theory which assumes a pre-

existing number of traps. By simply superpositioning the NBTI-

and PBTI-wells of Fig. 10 and Fig. 13, the so-far unexplained

stress/relaxation patterns are naturally reproduced and explained.

Also revealing is a look at the detailed recovery pattern after

application of positive bias, as shown in Fig. 15. After removal of the

positive bias, the devices show some small initial degradation, a fact

nicely reproduced by the triple-well model. This can be explained

by looking at the simulated occupancy of the second well, see

Fig. 16, which after application of a positive bias is lowered below its

equilibrium value. Restoration of the equilibrium value at VG = Vth

results in some apparent degradation.

F. Triple-Well Model: Temperature Scaling

As demonstrated in Fig. 1, the experimentally obtained degradation

curves, ID(ts)−ID(1ms), obtained with the OTF technique at different

temperatures can be made to overlap by multiplying each data set
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Fig. 17: Temperature scaling of the triple-well model. After properly em-

ulating the measurement setup, the scaling property is nicely reproduced

by the triple-well model.

with a suitably chosen constant factor. Interestingly, the simulated

∆Vth(ts) of the triple-well model do not fulfill this requirement.

However, when the OTF measurement is emulated by subtracting the

value obtained at 1ms, a nearly perfect scalability is obtained, see

Fig. 17. This should again remind us of the dangers when discussing

experimental results which always have to be considered in the

context of the experimental setup they were obtained with:

• Our OTF measurements indicate that the degradation of the

drain current ID(ts)− ID(1ms) obtained at different temperatures

and stress voltages is scalable. This does not imply that the

’real’ drain current shift ID(ts) − ID(0ms) has to fulfill this

property. Nevertheless, it may indicate the dominance of a single

component.

• If the degradation is dominated by a single component, the

model does not have to be scalable, that is, it does not necessarily

have to be of the form

∆Vth(ts,T,Vstress) ≈ h(T,Vstress) × ∆Vth(ts) (16)

Nevertheless, ∆Vth(ts)−∆Vth(t0) should approximately be of that

form.

V. CONCLUSIONS

We have presented a physics-based NBTI/PBTI model derived

by considering the individual transitions between possible energetic

configurations. In order to find a good compromise between accuracy

and efficiency, two approximations were considered in greater detail.

The first model just considered a transition between a ground state

and an energetically higher state. Models of such kind have for

instance been used to explain dielectric relaxation. However, this

model was found to be not sufficient to explain NBTI. Inclusion of

one additional well, however, considerably improved the accuracy of

the model and a detailed and careful evaluation demonstrated that the

model is able to describe the degradation during stress and recovery,

positive, negative, and mixed biases, and the duty-factor dependence.
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The model also gives an intuitive explanation on why fast electrical

measurements appear to observe both the fast recovering component

on top of a permanent component while charge-pumping experiments

only ’see’ the permanent part.

APPENDIX

The various approximations of our model are evaluated against

MSM measurements obtained on pMOSFETs with EOT=1.4nm

[46] in Fig. 6. In these MSM measurements we record as much

information as possible in a single measurement run [5, 46, 52]:

• On-the-fly (OTF) drain current degradation during exponentially

growing stress intervals where eight subsequent stress intervals

were used. The degradation of the drain-current is then converted

to

∆Vθ ≈

ID − ID0

ID0
(VG −Vθ0) , (17)

a quantity often assumed to have similar properties as the

threshold voltage shift ∆Vth. In fact, it is now understood that

∆Vθ is contaminated by mobility variations and the error in ID0

[16, 27, 46], in particular at larger stress times. While the error

in ID0, which in our case is determined after 1ms, can be easily

emulated in the simulation, the impact of the mobility variation

remains elusive for the time being.

• After each stress interval, in our particular case at 2, 15, 58,

230, 743, 2015, 6008, and 18,610s, the gate voltage is switched

from the stress voltage to the (temperature-dependent) threshold

voltage and the recovery of the drain current is monitored for

about 12s. After the last stress interval, the device is allowed

to recover for 10,000s. The recorded drain current is then

converted to a Vth shift using an initial IDVG curve (recorded only

around the threshold voltage to avoid pre-stressing the device).

The first measurement point during recovery was obtained in

about 1ms.

• For Fig. 14 and Fig. 15, the last long recovery phase was

interrupted by positive bias sequences in the same manner as

employed during the NBT stress phase.

REFERENCES

[1] V. Huard, M. Denais, and C. Parthasarathy, “NBTI Degradation: From

Physical Mechanisms to Modelling,” Microelectr.Reliab., vol. 46, no. 1,

pp. 1–23, 2006.

[2] D.K. Schroder, “Negative Bias Temperature Instability: What Do We

Understand?,” Microelectr.Reliab., vol. 47, no. 6, pp. 841–852, 2007.

[3] S. Mahapatra, K. Ahmed, D. Varghese, A. E. Islam, G. Gupta, L. Mad-

hav, D. Saha, and M. A. Alam, “On the Physical Mechanism of NBTI in

Silicon Oxynitride p-MOSFETs: Can Differences in Insulator Processing

Conditions Resolve the Interface Trap Generation versus Hole Trapping

Controversy?,” in Proc. IRPS, 2007, pp. 1–9.

[4] T. Grasser, “Negative Bias Temperature Instability: Modeling Challenges

and Perspectives,” in Proc. IRPS, 2008, (Tutorial).

[5] B. Kaczer, V. Arkhipov, R. Degraeve, N. Collaert, G. Groeseneken,

and M. Goodwin, “Disorder-Controlled-Kinetics Model for Negative

Bias Temperature Instability and its Experimental Verification,” in Proc.

IRPS, 2005, pp. 381–387.

[6] C.R. Parthasarathy, M. Denais, V. Huard, G. Ribes, E. Vincent, and

A.Bravaix, “New Insights into Recovery Characteristics Post NBTI

Stress,” in Proc. IRPS, 2006, pp. 471–477.

[7] C.R. Parthasarathy, M. Denais, V. Huard, C. Guerin, G. Ribes, E. Vin-

cent, and A.Bravaix, “Unified Perspective of NBTI and Hot-Carrier

Degradation in CMOS using On-The-Fly Bias Patterns,” in Proc. IRPS,

2007, pp. 696–697.

[8] T. Grasser, B. Kaczer, P. Hehenberger, W. Goes, R. O’Connor,

H. Reisinger, W. Gustin, and C. Schlünder, “Simultaneous Extrac-

tion of Recoverable and Permanent Components Contributing to Bias-

Temperature Instability,” in Proc. IEDM, 2007, pp. 801–804.

[9] K.O. Jeppson and C.M. Svensson, “Negative Bias Stress of MOS

Devices at High Electric Fields and Degradation of MNOS Devices,”

J.Appl.Phys., vol. 48, no. 5, pp. 2004–2014, 1977.

[10] S. Ogawa, M. Shimaya, and N. Shiono, “Interface-Trap Generation at

Ultrathin SiO2 (4nm-6nm)-Si Interfaces During Negative-Bias Temper-

ature Aging,” J.Appl.Phys., vol. 77, no. 3, pp. 1137–1148, 1995.

[11] M.A. Alam and S. Mahapatra, “A Comprehensive Model of PMOS

NBTI Degradation,” Microelectr.Reliab., vol. 45, no. 1, pp. 71–81, 2005.

[12] T. Grasser, W. Goes, V. Sverdlov, and B. Kaczer, “The Universality of

NBTI Relaxation and its Implications for Modeling and Characteriza-

tion,” in Proc. IRPS, 2007, pp. 268–280.

[13] M.A. Alam and H. Kufluoglu, “On Quasi-Saturation of Negative Bias

Temperature Degradation,” ECS Trans., vol. 1, no. 1, pp. 139–145, 2005.

[14] A.T. Krishnan, C. Chancellor, S. Chakravarthi, P.E. Nicollian, V. Reddy,

A. Varghese, R.B. Khamankar, and S. Krishnan, “Material Dependence

of Hydrogen Diffusion: Implications for NBTI Degradation,” in Proc.

IEDM, 2005, pp. 688–691.

[15] H. Kufluoglu and M.A. Alam, “A Generalized Reaction-Diffusion Model

With Explicit H-H2 Dynamics for Negative-Bias Temperature-Instability

(NBTI) Degradation,” IEEE Trans.Electr.Dev., vol. 54, no. 5, pp. 1101–

1107, 2007.

[16] A.E. Islam, E. N. Kumar, H. Das, S. Purawat, V. Maheta, H. Aono,

E. Murakami, S. Mahapatra, and M.A. Alam, “Theory and Practice

of On-the-fly and Ultra-fast VT Measurements for NBTI Degradation:

Challenges and Opportunities,” in Proc. IEDM, 2007, pp. 1–4.

[17] S. Rangan, N. Mielke, and E.C.C. Yeh, “Universal Recovery Behavior

of Negative Bias Temperature Instability,” in Proc. IEDM, 2003, pp.

341–344.

[18] D.S. Ang, S. Wang, and C.H. Ling, “Evidence of Two Distinct

Degradation Mechanisms from Temperature Dependence of Negative

Bias Stressing of the Ultrathin Gate p-MOSFET,” IEEE Electron Device

Lett., vol. 26, no. 12, pp. 906–908, 2005.

[19] C. Shen, M.-F. Li, C. E. Foo, T. Yang, D.M. Huang, A. Yap, G.S.

Samudra, and Y.-C. Yeo, “Characterization and Physical Origin of Fast

Vth Transient in NBTI of pMOSFETs with SiON Dielectric,” in Proc.

IEDM, 2006, pp. 333–336.

[20] A. Haggag, G. Anderson, S. Parihar, D. Burnett, G. Abeln, J. Higman,

and M. Moosa, “Understanding SRAM High-Temperature-Operating-

Life NBTI: Statistics and Permanent vs Recoverable Damage,” in Proc.

IRPS, 2007, pp. 452–456.

[21] V. Huard, C. Parthasarathy, N. Rallet, C. Guerin, M. Mammase,

D. Barge, and C. Ouvrard, “New Characterization and Modeling

Approach for NBTI Degradation from Transistor to Product Level,” in

Proc. IEDM, 2007, pp. 797–800.

[22] M. Denais, A. Bravaix, V. Huard, C. Parthasarathy, C. Guerin, G. Ribes,

F. Perrier, M. Mairy, and D. Roy, “Paradigm Shift for NBTI Character-

ization in Ultra-Scaled CMOS Technologies,” in Proc. IRPS, 2006, pp.

735–736.

[23] T.L. Tewksbury and H.-S. Lee, “Characterization, Modeling, and

Minimization of Transient Threshold Voltage Shifts in MOSFETs,” IEEE

J.Solid-State Circuits, vol. 29, no. 3, pp. 239–252, 1994.

[24] V. Reddy, A.T. Krishnan, A. Marshall, J. Rodriguez, S. Natarajan,

T. Rost, and S. Krishnan, “Impact of Negative Bias Temperature

Instability on Digital Circuit Reliability,” in Proc. IRPS, 2002, pp. 248–

254.

[25] D.K. Schroder and J.A. Babcock, “Negative Bias Temperature In-

stability: Road to Cross in Deep Submicron Silicon Semiconductor

Manufacturing,” J.Appl.Phys., vol. 94, no. 1, pp. 1–18, 2003.

[26] J.P. Campbell, P.M. Lenahan, C.J. Cochrane, A.T. Krishnan, and S. Kr-

ishnan, “Atomic-Scale Defects Involved in the Negative-Bias Tempera-

ture Instability,” IEEE Trans.Dev.Mat.Rel., vol. 7, no. 4, pp. 540–557,

2007.

[27] H. Reisinger, U. Brunner, W. Heinrigs, W. Gustin, and C. Schlünder, “A

Comparison of Fast Methods for Measuring NBTI Degradation,” IEEE

Trans.Dev.Mat.Rel., vol. 7, no. 4, pp. 531–539, 2007.

[28] A.K. Jonscher and S. Bozdemir, “All Forms of Relaxation Take Place

in Fractal Time,” IEEE EIM, vol. 11, no. 2, pp. 30–33, 1995.

37



[29] W. Kauzmann, “Dielectric Relaxation as a Chemical Rate Process,”

Rev.Mod.Phys, vol. 14, no. 1, pp. 12–44, 1942.

[30] J.R. Jameson, W. Harrison, P.B. Griffin, J.D. Plummer, and Y. Nishi, “A

Semiclassical Model of Dielectric Relaxation in Glasses,” J.Appl.Phys.,

vol. 100, no. 1, pp. 124101, 2006.

[31] W.A. Phillips, “Tunneling States in Amorphous Solids,”

J.Low.Temp.Phys, vol. 7, no. 3/4, pp. 351–360, 1972.

[32] P.W. Anderson, B.I. Halperin, and C.M. Varma, “Anomalous Low-

temperature Thermal Properties of Glasses and Spin Glasses,” Phi-

los.Mag., vol. 25, pp. 1–9, 1972.

[33] B. Tuttle and C.G. Van de Walle, “Structure, Energetics, and Vibrational

Properties of Si-H Bond Dissociation in Silicon,” Phys.Rev.B, vol. 59,

no. 20, pp. 12884–12889, 1999.

[34] R. Biswas Y.-P. Li and B.C. Pan, “Enhanced Stability of Deuterium in

Silicon,” Appl.Phys.Lett., vol. 72, no. 26, pp. 3500–3502, 1998.

[35] A. Stesmans, “Passivation of Pb0 and Pb1 Interface Defects in Thermal

(100) Si/SiO2 with Molecular Hydrogen,” Appl.Phys.Lett., vol. 68, no.

15, pp. 2076–2078, 1996.

[36] A. Stesmans, “Dissociation Kinetics of Hydrogen-Passivated Pb Defects

at the (111)Si/SiO2 Interface,” Phys.Rev.B, vol. 61, no. 12, pp. 8393–

8403, 2000.

[37] L.-A. Ragnarsson and P. Lundgren, “Electrical Characterization of Pb

Centers in (100)Si/SiO2 Structures: The Influence of Surface Potential

on Passivation During Post Metallization Anneal,” J.Appl.Phys., vol. 88,

no. 2, pp. 938–942, 2000.

[38] J.P. Campbell, P.M. Lenahan, A.T. Krishnan, and S. Krishnan, “Direct

Observation of the Structure of Defect Centers Involved in the Negative

Bias Temperature Instability,” Appl.Phys.Lett., vol. 87, no. 20, pp. 1–3,

2005.

[39] W.B. Jackson, “Role of Band-Tail Carriers in Metastable Defect Forma-

tion and Annealing in Hydrogenated Amorphous Silicon,” Phys.Rev.B,

vol. 41, no. 2, pp. 1059–1075, 1990.

[40] S. Zafar, “Statistical Mechanics Based Model for Negative Bias

Temperature Instability Induced Degradation,” J.Appl.Phys., vol. 97,

no. 10, pp. 1–9, 2005.

[41] M. Houssa, M. Aoulaiche, S. De Gendt, G. Groeseneken, M.M. Heyns,

and A. Stesmans, “Reaction-Dispersive Proton Transport Model for

Negative Bias Temperature Instabilities,” Appl.Phys.Lett., vol. 86, no. 9,

pp. 1–3, 2005.

[42] T. Grasser, W. Goes, and B. Kaczer, “Dispersive Transport and Negative

Bias Temperature Instability: Boundary Conditions, Initial Conditions,

and Transport Models,” IEEE Trans.Dev.Mat.Rel., vol. 2, no. 2, pp.

1–18, 2008.

[43] A. Haggag, W. McMahon, K. Hess, K. Cheng, J. Lee, and J. Lyding,

“High-Performance Chip Reliability from Short-Time-Tests,” in Proc.

IRPS, 2001, pp. 271–279.

[44] L. Tsetseris, X.J. Zhou, D.M. Fleetwood, R.D. Schrimpf, and S.T.

Pantelides, “Physical Mechanisms of Negative-Bias Temperature In-

stability,” Appl.Phys.Lett., vol. 86, no. 14, pp. 1–3, 2005.

[45] J.W. McPherson, “Quantum Mechanical Treatment of Si-O Bond Break-

age in Silica Under Time Dependent Dielectric Breakdown Testing,” in

Proc. IRPS, 2007, pp. 209–216.

[46] T. Grasser, Paul-Jürgen Wagner, Philipp Hehenberger, W. Goes, and

B. Kaczer, “A Rigorous Study of Measurement Techniques for Negative

Bias Temperature Instability,” in IIRW Final Rep., 2007, pp. 6–11.

[47] B. Kaczer, V. Arkhipov, R. Degraeve, N. Collaert, G. Groeseneken,

and M. Goodwin, “Temperature Dependence of the Negative Bias

Temperature Instability in the Framework of Dispersive Transport,”

Appl.Phys.Lett., vol. 86, no. 14, pp. 1–3, 2005.

[48] R. Fernandez, B. Kaczer, A. Nackaerts, S. Demuynck, R. Rodriguez,

M. Nafria, and G. Groeseneken, “AC NBTI Studied in the 1 Hz - 2

GHz Range on Dedicated On-Chip CMOS Circuits,” in Proc. IEDM,

2006, pp. 1–4.

[49] K. Kang, H. Kufluoglu, K. Roy, and M. Ashraful Alam, “Impact

of Negative-Bias Temperature Instability in Nanoscale SRAM Array:

Modeling and Analysis,” IEEE Trans.Computer-Aided Design, vol. 26,

no. 10, pp. 1770–1781, 2007.

[50] M.A. Alam, “A Critical Examination of the Mechanics of Dynamic

NBTI for PMOSFETs,” in Proc. IEDM, 2003, pp. 345–348.

[51] S. Chakravarthi, A.T. Krishnan, V. Reddy, C.F. Machala, and S. Krish-

nan, “A Comprehensive Framework for Predictive Modeling of Negative

Bias Temperature Instability,” in Proc. IRPS, 2004, pp. 273–282.

[52] B. Kaczer, T. Grasser, Ph.J. Roussel, J. Martin-Martinez, R. O’Connor,

B.J. O’Sullivan, and G. Groeseneken, “Ubiquitous Relaxation in BTI

Stressing-New Evaluation and Insights,” in Proc. IRPS, 2008.

38


