Chapter 1
Numerical Power/HV Device Modeling

Oliver Triebl and Tibor Grasser

Abstract Modern semiconductor devices have to fulfill many requirements in
terms of performance, reliability, and costs. The structures have become very com-
plex and have undergone major optimizations compared to the original proposals
half a century ago. This complexity almost always requires Computer Aided De-
sign (CAD) tools for the design of electric and electronic units. Usually different
engineering levels have to be considered in the design process. At the circuit level
CAD tools like SPICE can be used to adjust and test electronic circuits. Analysis of
a device itself can be considered one step down on the engineering hierarchy lev-
els. Dopant and carrier distributions become important and the spatial distribution
of quantities has to be considered. Software tools supporting the design of devices
at this level are known as Technology Computer Aided Design (TCAD) tools. This
chapter will give an introduction in the drift-diffusion method which is probably the
most important carrier transport model used in TCAD. Modeling of mobility and
of generation and recombination will also be considered. Finally, a discussion on
numerical considerations on solving the problems will be given.

Keywords Tcad - Device simulation - High-voltage - Drift-diffusion - Mobility
modeling

1 Introduction

Modern semiconductor devices have to fulfill many requirements in terms of
performance, reliability, and costs. Structures have become very complex and have
undergone major optimizations compared to the semiconductor structures originally
proposed half a century ago. This complexity almost always requires Computer
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Aided Design (CAD) tools for the design of electric and electronic units. Different
engineering levels are considered in the design process. At the circuit level CAD
tools like SPICE can be used to adjust and test electronic circuits. Here, the single
devices are commonly simulated using calibrated compact models. Analysis of the
device itself can be considered one step down on the engineering hierarchy levels.
Dopant and carrier distributions become important and the spatial distribution of
quantities has to be considered. Software tools supporting the design of devices at
this level are known as Technology Computer Aided Design (TCAD) tools.

This chapter gives an introduction on how TCAD tools for device simula-
tion work and how they can be used. The basic equations needed to perform
drift-diffusion simulations are presented together with some mobility and gener-
ation/recombination estimations. Sample simulations show the influence of crucial
physical models and demonstrate how TCAD gives the device engineer an insight
into the device behavior and how that information can be used for further device
optimization. Some considerations on solving the equation systems by applying dis-
cretization schemes and using iterative solution techniques will be given.

As the focus of this introductive chapter is on the modeling and simulation of
high-voltage devices, the validity of drift—diffusion framework will be assumed.
These drift-diffusion equations are also the starting point for the derivation of most
compact models. More advanced and computationally demanding transport models
such as energy-transport, six moment models, and Monte Carlo simulation have
gained some interest during the last decade and are briefly summarized.

1.1 TCAD — Technology Computer Aided Design

Tools used to simulate semiconductor manufacturing processes and semiconductor
device behavior belong to the group of TCAD tools. These tools aim to reproduce
and especially predict the physical mechanisms and to determine the resulting de-
vice structure and device behavior. For this, models describing the best physical
phenomena are required. Proper models have to be found and have to be included
in the simulation tools resulting in differential equation systems. Since the resulting
mathematical problem generally cannot be solved explicitly, numerical techniques
are applied. Solutions can be found using statistical methods, the Monte Carlo
method for example, or iterative techniques. For efficient computation in engineer-
ing environments, most often simplified models have to be used.

1.2 Benefits of Numerical Modeling

In numerical device simulation the structure of a device is represented using dis-
tributed quantities. With distributed we mean that in the most general case important
quantities such as the electrostatic potential ¥ and the carrier concentrations n and



| Numerical Power/HV Device Modeling \

p are calculated in the three-dimensional space r = (x,y,2). Since the physical
processes in the semiconductor device are modeled as realistically as possible, the
device behavior directly results from the simulation. This is fundamentally differ-
ent compared to compact modeling. There, every type of device requires ils own
compact model, whereas in device simulation proper modeling of semiconductor
physics delivers results for all types of devices. This implies that the geometry and
the doping profile of the real device are considered implicitly in the simulation as
accurately as required. On the other hand, one has to consider that the use of any
of the physically based approaches addressed in this chapter requires a considerable
computational effort compared to compact modeling. For an LDMOS structure, for
example, it might be required to calculate quantities on 10,000 or even more mesh
points. Application of the drift—diffusion model with three unknown quantities for
cach point results for a two-dimensional problem in an equation system with more
than 30.000 unknowns which has to be solved for every step in the iterative solution
process.

Nevertheless, numerical device simulation gives the device engineer the possi-
bility to understand and analyze the inner life of the device which is completely
hidden in compact modeling. The insight helps to find possible failure mechanisms.
Failures in real world devices can be reproduced in the simulation and solutions can
be derived and tested. This gives the possibility to reduce the number of test devices
that have to be fabricated to a minimum.

TCAD tools also allow to estimate the performance of completely new structures
which is especially helpful to predict any parasitic effects in integrated circuits. Pos-
sible failures due to parasitic transistors can be discovered by analyzing two or more
neighboring devices together in a single simulation. This has also become important
for high-voltage and power devices, since integration with other technologies as is
used in so called SMART power devices, has become popular and introduces many
potential failures. Reliability demands and lifetime predictions are also important
for many applications. The analysis of aging and degradation can be supported us-
ing numerical modeling approaches.

1.3 Sample Device

For all simulations performed in this chapter the device simulation tool MINIMOS-
NT [1] has been used. The sample device used is based on a high-voltage sample
device fabricated by austriamicrosystems [2]. It is an n-channel lateral DMOSFET
with a gate oxide thickness of 7 nm, fabricated in a 0.35 wm CMOS-based technol-
ogy. The gate length is 0.5 um, the width is 40 um, and the specified application
voltage is 50 V. The doping profile and the geometry depicted in Fig. 1.1 were
simulated using the Synopsys process simulation tools. The domain used for simu-
lation has a depth of 15 pm, while most figures depict only the upper 3.5um of the
device.
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Fig. 1.1 Structure of the sample n-channel LDMOSFET used for simulations in this chapter. The
transitions between n- and p-doped regions are marked with dashed lines and the absolute value of
the net doping concentration is shown in 1/cm?. The simulated structure of the device continues
into a depth of 15 1um, while only the upper part is depicted

2 Device Modeling

TCAD simulations require appropriate physical and mathematical models describ-
ing the device behavior in a self consistent way. The fundamental equations needed
to model semiconductor device structures are the Poisson equation, the continuity,
and transport equations, which in their simplest form have become known as the
drift-diffusion model [3]. In the following sections, models for different physical
propertics relevant to high-voltage devices are presented. The high fields particularly
influence the mobility within the device leading to high differences of the mobility
in the drift and the channel region. These mobility variations strongly depend on the
operating point. The peaks of the electric field require the consideration of impact
ionization, whereas Shockley-Read—Hall generation and recombination dominates
the currents in space charge regions for lower fields. Due to the thick oxides used in
high-voltage devices quantum-mechanical tunneling currents are normally of minor
importance. Also, consideration of quantum confinement is usually not required for
the relatively thick oxides used in these devices. Thermal modeling definitely plays
an important role. Since changes of the device temperature due to power dissipation
have a strong impact on nearly all device properties.

2.1 Semiconductor Equations

In macroscopic semiconductor device modeling, Poisson’s equation and the con-
tinuity equations play a fundamental role. Poisson’s equation, one of the basic
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equations in electrostatics, is derived from the Maxwell equation V - D = p and
the material relation D = €E. Using the electrostatic potential ¥ with E = =V,
Poisson’s equation reads

V- (eVY) = —p. (1.1)

Since even for high frequencies the wavelength is typically much smaller than the
device dimension, the quasi stationary approximation used to derive Poisson’s equa-
tion are justified. In semiconductors the charge density p is commonly split into
fixed charges which are in particular ionized acceptors N, and donors NF and into
free charges which are electrons n and holes p. The permittivity tensor € is con-
sidered time invariant in the derivation of Poisson’s equation. In isotropic materials
like silicon the permittivity can be additionally approximated by the scalar value €.
Furthermore the permittivity is often considered to be constant within a material
segment, therefore Poisson’s equation used in device simulation tools looks like

C —
V2y ::—-él(n~—p+NA ~ N). (1.2)

The second important equation, the continuity equation, can also be derived from
Maxwell’s equations and reads

o

0. 1.3
at (1.3

V.J+
The current density J is split into J, and J , for the contributing carrier types # and
p. respectively. By introducing the recombination rate R, two separate continuity
equations, one for each carrier type, can be written as

on
V-J, —q;—)«[« = +qR and (1.4)
a1
dp
(

Alternatively, Eqgs. 1.4 and 1.5 can be derived from the Boltzmann transport equa-
tion using the method of moments [4]. The separation into two equations allows
independent transport modeling of the carrier types. Generation and recombination
rates of electrons and holes are expressed using physically or empirically based re-
combination models [3], some of which are described in Section 2.3. The rate R
represents the net rate only, which is zero in thermal equilibrium where generation
and recombination are balanced.

2.2 Carrier Transport Equations

A semiclassical description of carrier transport is given by Boltzmann’s transport
equation (BTE) which describes the evolution of the distribution function in the six-
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dimensional phase space (x, y, z, Px, Py, P-). Unfortunately, analytical solutions
exist only for very simple configurations. One popular approach for solving the
BTE is the Monte Carlo method [5] which is highly accurate but also very time
consuming,

Simulation on an engineering level requires simpler transport equations which
can be solved for complex structures within reasonable time. One method to per-
form this simplification is to consider only moments of the distribution function
[6]. Depending on the number of moments considered for the model, different
transport equations can be evaluated. Use of the first two moments results in the
drift—diffusion model, a widely applied approach for modeling carrier transport.

2.2.1 The Drift—Diffusion Model

The drift-diffusion current equation can be derived from the BTE using the method
of moments [3] or, alternatively, from the basic principles of irreversible thermo-
dynamics [7]. The resulting electron and hole current relations contain at least two
components caused by carrier drift and carrier diffusion. Inclusion of the driving
force caused by the lattice temperature gradient (V71,) [8] leads to

Jn = qnu,E+qD,Vn 4+ qn D,ITVTL (1.6)
Jp =apu,E—qD,Vp—qpDlVTL. (1.7)
1y (v stands for n and p) represents the carrier mobility, D‘? the thermal diftu-

sion coefficients, and D, the diffusivity which is often expressed via the mobility
invoking the Einstein relation

kg T;
Dy = Juy Bq =3 (1.8)

where kg is the Boltzmann constant. The Einstein relation is strictly valid only in
equilibrium [9].

The Egs. 1.6 and 1.7 together with (1.4), (1.5), and (1.2) form the drift—diffusion
model which was first presented by Van Roosbroeck in [10]. Rigorous derivations
from the BTE show that many simplifications are required to obtain the drift—
diffusion equations as shown. Simplifications are, for example, the single parabolic
band structure or the cold Maxwellian carrier distribution function which assumes
the carrier temperature equal to the lattice temperature. Nevertheless, due to its
simplicity and excellent numerical properties, the drift—diffusion equations have be-
come the workhorse for most TCAD applications. It also forms the basis for the
bulk of compact models.

The following example illustrates that the drift—diffusion model as presented
above can be directly applied to semiconductor devices. In this first approach the
example LDMOSFET in Fig. 1.1 was simulated, where the recombination rate R
was neglected and the mobility assumed to be constant. Note that these are standard
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Fig. 1.2 Simulation of output (/eft) and transfer (right) characteristic of the sample device using
the drift—diffusion model only. Generation and recombination were neglected and the mobility was
assumed to be constant

assumptions for the derivation of compact models. This basic simulation gives the
output characteristics shown in Fig. 1.2, no other models are required. Despite
these simplifications, the basic characteristic of MOSFET devices can already be
seen. However, neglecting all gencration and recombination cffects and assuming a
constant mobility is a strong oversimplification resulting in quantitative and qual-
itative errors. However, the spatial variation of the mobility can be casily included
in TCAD simulations since the mobility and other distributed parameters can be
evaluated individually for every position within the device. The device geometry
and the doping profiles are therefore considered implicitly and direetly influence
the device behavior.

2.2.2 Higher-Order Transport Models

To obtain a better approximation of the BTE, higher-order transport models can
be derived using the method of moments, for example. The most prominent mod-
els beside the drift—diffusion model are the energy-transport/hydrodynamic models
which use three or four moments. These models are based on the work of Stratton
[11] and Blgtekjeer [12], a detailed review is given in [4]. In addition to the quantitics
used in the drift—diffusion model, the energy flux and the carrier temperatures with
corresponding equations are introduced, which require additional transport parame-
ters. Modeling of carrier mobility and impact-ionization benefits from more accurate
models based on the carrier temperatures rather than the electric field. This advan-
tage is caused by the non-local behavior of the average energy with respect to the
electric field and becomes especially relevant for small device structures (Fig. 1.3
left). However, it shows that describing the energy distribution function using only
the carrier concentration and the average carrier temperature is still not sufficient for
specific problems depending on high energy tails (Fig. 1.3 right). Hot carrier mod-
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Fig. 1.3 Electron temperature (lefr) and distribution functions (right) of comparable nt —n—nt
structures with varying channel lengths L¢. The spatial coordinates have been normalized to get
an overlapping electric field. It can be seen that the local electric field approach is sufficient for
larger structures but gives poor results for small structures. The distribution functions on the right
are shown for L¢ = 200 nm at the positions A to D. Note that the average energies at the points
A and C are the same, whereas the distribution function looks completely different. Also note the
high-energy tail at point D where the carrier temperature is already close to the lattice temperature
with a value of 370K [ 13]

eling in small structures, for example, which is based on accurate modeling of the
high-energy part of the distribution function would require more complex models.
The six moments method [14] is one possibility to improve the approximation of
the distribution function.

Due to their better approximation of the BTE, higher-order transport mod-
els often give better results than the drift-diffusion model [15]. This effect is
especially relevant for small structures where non-local effects gain importance
(Fig. 1.3). However, since high-voltage device structures are relatively large, the
drift—diffusion model is usually sufficient. The drawbacks of using more complex
transport equations are the higher computation time and the increase of numeri-
cal instabilities and convergence issues. This issue is even more relevant for a high
number of mesh points which are necessary for large devices. If required, different
transport equations can be used within one device. This allows to model critical ar-
eas using higher-order transport models whereas the drift—diffusion model is used
for the rest of the device. Areas of interest might be the channel area of an MOS
device or areas having spatially strongly varying electric fields.

2.3 Parameter Modeling

The semiconductor equations discussed in the former section show the basic rela-
tions between carrier distribution and the electrostatic potential. Two parameters,
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the mobility and the recombination rate were introduced, which require appropriate
modeling. The physical phenomena influencing these parameters are manifold and
will be discussed in the following.

2.3.1 Mobility

The derivation of the mobility originates from carrier relaxation times. The mobility
is influenced by the lattice and its thermal vibrations, impurity atoms, surfaces
and interfaces to neighboring materials, the carriers themselves, the energy of the
carriers, and other effects like lattice defects. Mobility models are used to make an
estimation considering these effects and make simulations in continuous systems
possible. Since exact derivations are too complex or just do not exist, empirical
approaches are often used. Some of the commonly used approaches will be dis-
cussed here.

A common method for modeling the mobility is the hierarchically encapsulation
of the physical mechanisms. In this approach, the most fundamental mechanism is
considered to be the lattice scattering dependence (") followed by the ionized im-
purity dependence (i'). Especially in MOS devices, a surface correction (14%) is of
special importance. These three contributions classify the low-field mobility mod-
els. Modeling of high-field effects is introduced with a field dependence model (ph).
These contributions may be combined as it is for example done in the MINIMOS
mobility model [16] which looks like

MLISF — /‘LLISF (MLIS (,LLU (Ml))) . (]9)

The individual mechanisms are assumed to be independent of each other. All val-
ues resulting from mobility calculations are obviously different for electrons and
holes. To demonstrate the impact of lattice, impurity, and surface scattering on the
mobility, the electron mobility distribution in the sample device is shown in Fig. 1.4.
In contrast to the encapsulation approach (1.9) for the mobility calculation used
in the MINIMOS model, the Lombardi model [17] combines three carrier mobil-
ity components using Matthiessen’s rule. The components are derived from surface
acoustic phonon scattering, from bulk carrier mobility, and from surface-roughness
scattering. A similar expression has been used by Agostinelli [18] for holes, addi-
tionally accounting for interface charge and screened Coulomb scattering (1.10).

1 | | 1
i i (1.10)
LIS o s o

Here, the phonon scattering component /ﬂ&h combines scattering with bulk phonons,
surface phonons, and fixed interface charges. pff includes the dependence of the
surface-roughness scattering on the electric field orthogonal to the interface and
ws models the screened Coulomb scattering. Modeling the influence of inter-
face charges is of special interest in reliability modeling. Effects like negative
bias temperature instability [19] or hot carrier degradation [20] generate interface
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Fig. 1.4 Electron mobility distribution (in cm?/Vs) in the sample device taking into account the
lattice, impurity, and surface scattering models

traps leading to interface charges. The prediction of this device degradation is
of crucial interest for semiconductor manufactures. Other mobility models based
on Matthiessen’s rule have been developed, for example, by Darwish [21] or
Neinhiis {22], the latter additionally includes quantum confinement influences on
the mobility.

A universal dependence of the effective minority carrier mobility in inversion
channels on the effective vertical field (£ o) has been shown in [23]. The effective
vertical field in the inversion layer is modeled using the bulk (depletion) Qy and
mobile (inversion) Q7 charge layer densities,

I 1
Eiop=— L4 =07, .11
Leff B (QB 2Q1> . ( )
and the effective mobility can be approximated using the empirical fit [24]
Ec \©
,uel'f(E_L,cﬂ‘) = Mmax ("‘"‘"““‘) . (]]2)
Eyen

In this model, fixed oxide charges and the channel doping are usced to model the
maximum effective mobility pumax as well as the quantities E¢ and Cy. This concept
has been used among others by Huang [25], to derive a mobility model. Here, the
surface-roughness and phonon scattering mobility contributions are modeled using
the effective field (1.11). For the calculation of the mobility, the charges Qp and
Q1 have to be extracted. This cannot be included into the TCAD concept straight
forwardly, since for the calculation of Qf and Qy, integration of the charge along
the normal direction to the interface is necessary. The estimated minority carrier
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mobility is the same along this cut. Apart from the necessity of an additional prepro-
cessing step to extract the charges, the ability of estimating the mobility for every
location independently is lost. This approach also results in numerical difficulties
since the integration introduces a lot of dependencies in the equation system, which
leads to a poor solver performance. Approaches based on the effective vertical field
are therefore used rather for compact modeling than for device simulation.

Up to this point, the discussion on mobility did not consider the electric field
in the direction of the current flow and are therefore also called low-field mobility
models. However, the carrier mobility strongly depends on the distribution function.
Since the distribution function used in the transport models is strongly simplified
and the detailed shape is not available, models have to be based on other quanti-
ties. In the case of the drift=diffusion model the electric field is commonly used
and models are therefore called high-field mobility models. Simulation tools often
differ between low- and high-field mobility and let the user select the models inde-
pendently. Modeling of the high-field mobility dependence is often accomplished
using the approach presented by Caughey and Thomas [26]. A slightly different
version, suggested by Jaggi [27,28], is used in the MINIMOS model:

2//LLIS

LISF __ I

t T RGA N (119
N R M 1Tl

sal
xU

M

F, describes the driving force, which is the gradient of the quasi-Fermi level, vi*
is the saturation velocity, and the coefficient B, is 1 for holes and 2 for electrons.
The impact of this field dependence can be seen in the mobility distribution of the
sample device shown in Fig. 1.5.
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Fig. 1.7 Carriers traversing an abruptly changing electric field do not gain the resulting energy
immediately and the carrier temperature therefore increases with a delay (left). High-field mobility
models for drift-diffusion are based on the electric field and therefore react instantly to changes of
the electric field while models based on the carrier temperature capture that delay (center). As a
consequence the velocity overshoot (v = pE) cannot be observed in drift-diffusion (right)

To illustrate the impact of the high-field mobility a comparison of simulation
results with and without active high-field mobility are shown in Fig. 1.6. Qualitative
and quantitative differences can be scen. Both the constant mobility and the low-
field mobility model only depend on fixed quantities so that the mobility does not
change with the operating point which results in a similar transconductance. The
fact that the low-field dependent model shown has spacial varying mobility values
leads to the change of the shape of the output characteristic compared to the constant
mobility model. The high-field mobility model leads to a considerable reduction of
the mobility with increasing fields and therefore to a substantial reduction of the
output current for increasing gate voltages.

Carrier mobility modeling has been investigated since the beginning of semicon-
ductor engineering and there are still new models published. However, all models
in drift—diffusion incorporating the influence of carriers that are not in thermal equi-
librium basically rely on the electric field. Changes in the electric field therefore
directly change the calculated mobility (see Fig. 1.7), whereas the carrier temper-
ature does not increase immediately. Mobility models in energy-transport which
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are based on the carrier temperature capture this effect. As a consequence velocity
overshoot can be observed. In larger device structures, such as the high-voltage
devices discussed here, this effect is normally unimportant and can be neglected.

2.3.2 Carrier Generation and Recombination

The recombination rate R was formally introduced in the drift—diffusion cquations
by splitting the continuity equation into two individual equations for electrons and
holes. From a physical point of view this term includes the generation and the re-
combination of electron-hole pairs. In thermal equilibrium carrier generation and
recombination are balanced and the carrier concentrations are given by their equilib-
rium values ng and pg (ng po = n?). The net recombination rate therefore vanishes.
An excess number of carriers leads to an increased recombination, a low carrier
concentration leads to an increased generation. The generation and recombination
processes contributing to the total effective net generation rate are based on dif-
ferent physical effects which are modeled independently. Each model is evaluated
separately and the total net recombination rate is calculated by adding the individual
rates. The resulting rate is used to complete the continuity equations (1.4) and (1.5).
One important generation/recombination process is the well-known Shockley—
Read—Hall (SRH) mechanism [29,30] which describes a two-step phonon transition.
One trap level which is energetically located within the band-gap is utilized. There
are four partial processes considered: the capture and the emission of both, electrons
and holes, on the trap level. Balance equations can be formulated for the trap occu-
pancy function. In the stationary case the rates for electrons and holes are equal.
The trap occupancy function can be eliminated and the SRH generation rate can be
calculated using
np —n?

t,(n+n)+1,(p+p)

RSRH (1.14)

ny and pp are auxiliary concentrations depending on the energy level of the traps,
T, and 7, are carrier lifetimes for ¢lectrons and holes.

In MOS devices SRH generation especially influences the bulk current. In an
n-channel device, for example, holes generated at the pn-junction are attracted by
the low bulk potential which leads to an increased bulk current. This can be casily
observed in device simulation since models can be switched on or off allowing to
deactivate SRH. Figure 1.8 shows the hole current flow and the SRH generation rate
in the sample device and in Fig. 1.9 the current components on the bulk contact are
compared with and without SRH enabled.

The SRH model is not restricted to the description of capture and emission
of carriers in the bulk, it can also be extended to determine the occupancy of
interface traps [31]. Modeling of interface states is especially important for reli-
ability modeling in MOS devices. Simulations of charge pumping measurcments
[32], for example, which are used to determine interface trap distributions, require
appropriate modeling of trapping and de-trapping effects of carriers in interface
traps. A simulation replicates the measurement procedure, by performing a transient
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simulation for every gate pulse level (Fig. 1.10). In contrast to the stationary SRH
formulation shown in (1.14), time dependent simulations require to capture the tran-
sient behavior of the occupancy function [33]. The charge pumping curve can be
constructed by extracting the mean current of the simulations for every single gate

pulse (Fig. 1.11).



1 Numerical Power/HV Device Modeling 15

Fig. 1.10 Bulk current
during two different gate

5.0
voltage pulses. The mean
currents are the charge —
pumping currents which are < 00 <«
transferred to the charge = ]
pumping curve in Fig. 1.11 & g
5.0 -5.0 —F
— 40V -05V
- 40V -13V
Emm.o e —————— -10.0
2
5
>

Fig. 1.11 Charge pumping ' ‘ ' " T ' i
curve of the sample device i
using gate pulses with

constant low level of —4 'V

and changing high level, 2.0
Values taken from Fig. 1.10
are highlighted

Iep [NA]

1.0

0.0r .

0 0.5 I 1.5

VGa{c High [V ]

Beside the two-particle SRH mechanism there are two important three-particle
generation/recombination mechanisms to mention: the Auger and the impact-
ionization process, whereas the latter is a pure generation process. There, the
encrgy required for generation is delivered by a third high-energetic electron or
hole. The excess energy available after a recombination process is transferred to a
third electron or hole. Modeling of this process can be achieved by defining rates
for each partial process. Assuming a stationary case the rate evaluates to [3]

RAVG = (nCnAUG + pCl/)\UG)(np - /1;-2). (1.15)
The coefficients C,MV9 and CJY9 have only a weak dependence on the tempera-
ture [34] and are therefore often assumed to be constant, however, also temperature
dependent models have been suggested [35].

The second three-particle mechanism mentioned, the impact-ionization carricr
generation, describes electrons or holes which gain high energy from the electric
field when traveling through the semiconductor. A scattering event between such
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a high-energetic carrier and an electron or hole in the valence or conduction band,
respectively, creates a new clectron-hole pair. Impact-ionization is a pure generation
process. Since there is no information on the carrier energy in the drift—diffusion
model, as a compromise modeling is usually based on the current densities and on
ionization coefficients which depend on the electric field. Many different approaches
to model the coefficients have been proposed. Most device simulation tools [ 1, 36]
include variations of the proposal of Chynoweth [37]:

|Jn| I

Gl =~y (B) =1 = () (1.16)

A commonly used formulation applics as parameter the electric field in the direction
of the current flow (1.17).

av(E.J)) = i exp (1.17)

ESm U\)I )[3\
E * t]l)

ay° is the temperature dependent maximum generation rate for high-fields. TCAD
simulations using this model help to locate arcas with high generation rates, see
Fig. 1.12, and show the impact on the output characteristics Fig. 1.13.

Lower impact ionization rates have been observed for surface near currents [38)]
and models have been developed describing the transition between surface and bulk
impact ionization [39]. However, Monte Carlo simulations have shown that there
are no or only minor differences between surface and bulk impact ionization [40].

y fuml
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Fig. 1.12° Impact ionization generation rate in the sample device with a drain voltage of 40 V and
a gate voltage of 2V '
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Fig. 1.13 Comparison of the 10.0 T
output characteristic with and
without impact-ionization.
The inset shows a simulated
snap-back curve
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This means that there is no physical evidence of different rates near the surface and
that these models are based on artifacts resulting from the approximate ionization
rates based on the electric field.

Concerning the impact-ionization model presented, one has to note that carriers
do not gain the encrgy from the electric ficld instantly. From a physical point of
view the dependence of the impact-ionization rate on the local electric field is there-
fore not correct and only valid under homogenous conditions. A rigorous modeling
should be based on the energy distribution function of the carriers, since only the
high energetic carriers are relevant for impact-ionization [41]. Modeling of this high
energy tail requires higher order transport models like the six moments model (see
Fig. 1.3). Since the average carricr temperature which is available in the hydrody-
namic model gives no information on the shape of the high energy tail, models based
on this average temperature often overestimate the actual rate (compare Fig. 1.14).
However, for larger structures the electric field based approximations give good
results and can be used in the drifi-diffusion model. As empirical alternatives to
models based on the high energy tail, non-local impact-ionization models for the
drifi=diffusion model have been suggested [42].

Beside the generation and recombination mechanisms discussed here, many
additional mechanisms are possible, which are more important for other device
types. Some of the typical mechanisms considered in modeling include direct re-
combination which is important for direct bandgap semiconductors, direct [44]
and trap assisted [45] band-to-band tunneling in high field regions, and optical
generation [3].

2.4 Thermal Modeling

Physical properties of semiconductor devices strongly depend on the lattice tem-
perature. Due to self-heating offects in the devices and due to changing ambient
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Fig. 1.14 Impact ionization rates in two comparable n-n-n™ structures with a channel length
of 200 nm (left) and 50 nm (right) [43]. The rates are calculated using the drift-diffusion (DD),
hydrodynamic (HD), and six moments (SM) models. The Monte Carlo (MC) date serves as ref-
erence solution. Above 200 nm channel length the empirical drift-diffusion approximation fits
reasonably well, whereas the hydrodynamic solution overestimates the generation rate. Only the
six moments model is able to reproduce the impact-ionization rate in short channel devices

temperatures, the temperature distribution within a device is needed to estimate
the device behavior at operating conditions. Modeling of the temperature requires
some reference temperature, which might be a heat sink or the ambient temperature.
The boundary condition for the temperature is commonly modeled with a thermal
resistance (o this fixed reference temperature. An important issue in thermal simula-
tions is the size of the simulation domain. The heat flow in a semiconductor device
extends to areas that are electrically less important and the simulation domain usu-
ally has to be extended compared to iso-thermal simulations.

The lattice temperature distribution 7} is modeled using the heat conduction
equation [7]

9T,
qm%;::V-WmVﬂ)+fL (1.18)

where ¢ 1s the total heat capacity and «y, the total thermal conductivity. Both pa-
rameters include contributions from the lattice, the electron, and the hole subsystem.
The temperature differences in the lattice lead to an additional driving force on the
carriers which has to be considered in the current equations. For a non iso-thermal
simulation, the last terms in (1.6) and (1.7) have to be considered in the solution of
the drift—diffusion model.

Different approaches of modeling the heat generation rate H have been proposed.
The most simple approach considers only the Joule heat J - E [46]. A more complex
model according to Adler [47] describes the generated heat using

E E.
H=LfV§+J¢vE44u&mEg. (1.19)
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Fig. 1.15 Temperature distribution in Kelvin in the sample device with the gate biased to 2V at
the end of a linearly increase of the drain voltage from 0 to 50V in 50 ns (lefr) and 500 ns (right)

Here, the energy dissipation due to recombination is considered. A more rigorous
approach to thermal generation is given by Wachutka [7].

Transient simulations including thermal modeling were performed using the
sample device. The lower bulk contact is linked with a thermal resistance to the
ambient temperature of 300 K. In this simulation, the drain voltage is raised lincarly
from O to 50 V using two different slopes. The temperature distributions at the end
of the two voltage ramps are depicted in Fig. 1.15. At the end of the 50 ns slope a
rapid increase of the temperature near the birds beak can be observed.

2.5 Additional Physical Effects

In addition to the physical mechanisms addressed so far, there arc obviously many
other relevant modeling issues for semiconductor devices. For most of them, well
established approaches are available in TCAD device simulation environments.
Band-structure physics, for example, requires modeling for the bandgap encrgy and
bandgap narrowing [48]. At low temperatures, incomplete ionization becomes im-
portant [49]. Also, semiconductor-metal contacts require appropriate treatment. The
most common models for that include the well-known ohmic contact model where
charge neutrality and equilibrium are assumed at the electrodes [3] and the Schottky
contact models [50].

Especially in highly down-scaled MOS devices, tunneling and quantum cffects
have to be considered. For direct tunneling, which is most interesting for thin ox-
ides, typically the Tsu—Esaki [51] or the Fowler—Nordheim [52] models are used.
Herrmann and Schenk [53] proposed models for trap assisted tunneling, which has
also been extended to multi-trap assisted tunneling models [54], especially interest-
ing for highly degraded devices.
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The inclusion of quantum confinement effects becomes especially important in
SOI or double gate devices [55]. One modeling proposal is the modified local
density approach [56] which is used in the model of Hansch [57]. Here, a local
correction of the effective density of states near the gate oxide is used to contribute
to the quantum effects. An empirical correction approach has been presented by Van
Dort et al. [58] which models the quantum confinement by increasing the band-gap
near the interface.

3 Numerical Issues

In TCAD environments, the physical properties of a semiconductor device are
described using models based on differential equation systems. Generally, the prob-
lems cannot be solved explicitly and numerical solution techniques are required.
The system is solved at discrete points in space which are represented in terms of
a mesh. The differential equations are then approximated using difference equa-
tions which can be solved using iterative solution techniques, typically based on the
Newton method. Solving the transport equations together with the equations of the
models for the mobility and for generation/recombination in a self-consistent way is
a very complex task and requires considerable computational power. Since also the
accuracy of the solution has to be considered, a proper trade off between accuracy,
solvability, and simulation time has to be found.

3.1 Meshing

The points in space on which solutions for quantities are calculated are represented
using a mesh consisting of nodes, edges, and elements. Quantities like the electro-
static potential or the electron and hole carrier concentrations are assigned to nodes.
Fluxes like the electron or hole current are modeled along edges between the nodes.
The structure of the real device obviously expands in three dimensions. However,
to decrease the complexity of the problem, most applications can be reduced to
a two-dimensional problem by assuming an infinite homogenous extension in the
third dimension, the width of the device. This can be done if the fields and currents
along the omitted dimension can be neglected, which is often possible for MOS
devices. This simplification does not account for inhomogeneities along the width,
effects near corners or changes in the doping profile at the border of the device are
neglected. Considering that the width of the example device in this chapter is much
larger than the length, most border effects are of minor importance. Further reduc-
tion of the problem complexity can be accomplished by utilizing symmetries in the
device as much as possible without loosing information.

The simplest meshes used in device simulation are orthogonal grids that consist
of mesh lines aligned parallel to the rectangular simulation domain (see Fig. 1.16).
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This approach is easy to handle and not much effort is required to generate this type
of mesh. In areas which require a higher spatial resolution a higher density of grid
lines can be inserted. Adding grid lines is straight-forward but since grid lines are
continued throughout the whole device, a high number of unnccessary mesh points
in arcas of low interest are created (sce Fig. 1.17). This leads to long simulation
times and poor convergence. Additionally, the rectangularly aligned mesh lines do
not permit a smooth representation of non-planar surfaces (see Fig. 1.18), which is
another major disadvantages of orthogonal grids.

Application of rectangular triangular elements allows to overcome the disadvan-
tages mentioned above. The mesh used for the simulations on the sample device
is shown in Fig. 1.19. It was created on the basis of an orthogonal mesh with re-
finements in areas of special interest. However, generation of triangular meshes
suitable for device simulation is a cumbersome task. The box discretization (see
Section 3.2) requires the mesh to fulfill the Delaunay criterion [59]. This criterion
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Fig. 1.18 Modeling of
non-planar surfaces using
orthogonal grids is not
satisfying
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Fig. 1.19 The mesh of the sample device is based on an orthogonal grid which is triangulated
and refined. Areas of special interest are the channel and the junction regions which thus require a
denser mesh

describes triangular meshes constructed for a set of points such that no point is
positioned inside the circumcircle of any triangle (see Fig. 1.20). This is always
valid for triangulated rectangular grids but can be difficult to obtain in general.
Other obstacles during mesh generation are the proper representation of borders and
surfaces and the definition of mesh refinement criteria for arcas of special interest.
The details of the mesh refinement procedure often have to be specified manually,
since mesh generation tools have no a priori information of the device behavior.
Also the orientation of the elements to the current direction has to be considered,
which is especially relevant in the channel region of MOS devices and additionally
depends on the bias condition. Since fully automatic mesh generation would clearly
simplify the work-flow, considerable efforts have been put into the development of
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Fig. 1.20 A Delaunay mesh is shown at the left and the Voronoi tessellation of that mesh at the
right (created using [61]). The circumcircles of three randomly selected triangles are emphasized.
Every mesh point has an associated volume — every point in the domain has exactly one associated
box volume

mcthods for automatic mesh gencration. One approach applies error estimation al-
gorithms on simulation results [60]. This information is recursively used to optimize
the simulation mesh.

3.2 Discretization

The discretization of the partial differential semiconductor equations in space and
time is nceded to obtain difference equations which can be solved using numerical
mcthods. A common approach for discretization of the differential equations is the
box integration method [62, 63], also known as the finite volume method. For this
the mesh has to fulfill the Delaunay criterion and can therefore be split into boxes
using a Voronoi tessellation [59]. Doing this, every point in the domain is assigned
to 1ts closest mesh point and is therefore inside the box volume of that point (see
Fig. 1.20). The basic method of the box discretization and how it is applied to the
divergence operator is illustrated in the following using Poisson’s equation,

V.D = p, (1.20)

where D = —eVy and € is considered to be a scalar and homogencous.
The cquation can be transformed by integration over a volume V and by
applying Gauss’™ law. With the assumption that p is constant inside the volume,
one can write
glngA:,oV, (1.21)
v

with A being the outwardly oriented surface area dV. The assumption that p is con-
stant 1s very crude but is often used due to its simplicity [63, 64]. Other approaches
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estimate p element-wise which results in an implicitly increased resolution and a
more accurate physical representation [65]. Equation 1.21 can be applied to each
Voronoi box in the mesh (see Fig. 1.22). Since the boundary 9V is a polygon (in
2D) or polyhedron (in 3D) it can be split into planar surface elements normal to
the edges leading to the neighboring mesh points. For a mesh point i and its box
volume V; which has N; neighboring boxes j, Eq. (1.21) can be approximated to

Y Dydi = piVi. (1.22)
JEN;

Dj; is the dielectric flux density from box i to box j along the connecting edge
through the common boundary area A;;. The dielectric flux density D;; can be ap-
proximated using the directional derivative of the electrostatic potential:

Iy Vi =i
=& D= —€&. -V = —€ —— v e LT 1.23
Dy §U D e&,j 14 € F)g,:/- € a; ( )

&, 1s the unit vector pointing from mesh points 7 to j and d;; is the distance between
the two mesh points. Discretization of the current continuity equations (1.4) and
(1.5) is accomplished similarly. In the static case, at the left hand side of the dis-
cretized formulation (1.22) Jj; is used instead of Dj; and at the right hand side the
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charge density p is replaced by the generation rate R. If the drift term dominates over
the diffusion term numerical oscillation can result when a simple finite difference
approach like in (1.23) is used [66]. Very fine meshes would be necessary to stabilize
the system. However, a stable discretization can be obtained using the Scharfetter—
Gummel method |67] instead of finite differences. Here, the drift—diffusion current
equations (1.6) and (1.7) are used to solve the one-dimensional carrier concentra-
tion along the edge. The boundary conditions of the carrier concentration are given
using the known values at the mesh points. The values of J, ; and J, ;;, Ej;. and
trn and p, are considered constant along the edge. Solving this one-dimensional
differential equation results in

V~
Joij = 9”—"—-1(17,8(&,) ~ niB(wAi,')> (1.24)
for electrons and
qu, V-
Ipij = _——]/j. - (ij(—A,_-,-) - PiB(Azj/)) (1.25)
j

for holes, where Ay = (y; — ;) / Vv and B is the Bernoulli function.

The box method is used in most device simulation environments as it has proven
to deliver good results and is simple to implement. Problems arise when the Delau-
nay criterion is violated and obtuse elements degenerate the accuracy due to negative
flux areas A;; [68,69]. Also, use of the one-dimensional Scharfetter-Gummel dis-
cretization to solve multiple dimensional problems leads to the crosswind diffusion
effect resulting in artificial current components normal to the actual current direc-
tion [70]. The accuracy of the discretization also degrades if triangles are aligned
with the hypotenuse along the current flow. As depicted in Fig. 1.21, a vanishing
boundary area Ay; leads according to (1.22) to a vanishing contribution of the cur-
rent along this edge. A zig-zag characteristic of the discretized current is the result.
There have been many proposals for more accurate discretizations (e.g. Patil in
[68]). Some focus on the extension of the one-dimensional to a two-dimensional
Scharfetter—Gummel current discretization [71,72]. But none of these extensions 1s
as universal to use as the box integration method which is dimension independent
and can be used for rectangular and triangular meshes alike.

3.3 Vectors in Discretized Systems

Some physical models such as the impact-tonization rate and the high-ficld mobility
are approximate in the drift—diffusion framework as depending on vector quantities.
Impact ionization generation models depend on the electric field projected on the
current density vector. Within the box method the discretization of two or three-
dimensional vector quantities is based on the one-dimensional discretization along
the edges (J;; = J-& ). Since models that are field dependent are especially relevant
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for high-voltage operation conditions, break-down and snap-back simulation results
are influenced by the selected vector discretization approach.

As previously discussed, the calculation of the charge p in the discretized Poisson
equation (1.22) can be calculated per box or per element [64]. The same holds for the
generation rate in the continuity equation where the right hand side reads R; Vi. The
rate calculation for the rate per element approach requires discretized field vectors
per element. For a constant electric field in a triangular mesh, this can be accom-
plished exactly by a linear combination of two of the three one-dimensional edge
contributions. However, for non-constant fields or for a non-linear discretization
like the Scharfetter-Gummel discretization, each edge combination delivers a dif-
ferent result and approximations have to be made. There are different approaches
how to calculate the rates and vectors for each element. One approach is the edge
pair method [73], other approaches calculate the rate for every edge in the element
individually [74].

For the box based approach which corresponds to the formulation in (1.22), the
calculation of rates per box requires vector quantities discretized for every box. The
advantage of such an approach is that a single generation rate can be evaluated per
box and the continuity equation can be solved directly as shown in (1.22). A scheme
to estimate vector quantities per box has been presented in [64]. This scheme has
the advantage that the same implementation is suitable for triangular and orthogonal
meshes alike and can thus be used for two and three-dimensional problems.

3.4 Numerical Challenges Related to HV Devices

Application of the box discretization method to the drift—diffusion model and uti-
lizing the Scharfetter—~Gummel method for the current equations is an established
method used in most TCAD simulation environments [1, 36, 65]. Together with the
Newton procedure for solving the equation system, a numerically stable simulation
environment can be built.

Numerical challenges usually originate from the models used for the mobility
and for the generation rates. Especially field dependent models, like the high-field
mobility (1.13) or the impact ionization rate (1.17) may lead to convergence dif-
ficulties. The dependence on vector quantities, especially the electric field, results
in couplings to many neighboring mesh points which generate many dependencies
in the Jacobian matrix. The high number of non-zero entries in the system matrix
leads to poor performance or failure of iterative linear solvers [75]. Additionally,
strong non-linear relations, for example the exponential dependence used to model
the impact ionization rate, might lead to poor convergence. Many of the numerically
problematic models are important in high-voltage and power devices and therefore
have to be considered in the simulation.

An approach to overcome convergence issues is to calculate more intermediate
solutions between the initial simulation step (equilibrium) and the desired operaling
point. This can be achieved by ramping up the contact potentials step by step until
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the final value is achieved. Results from former steps can be used as initial guesses
for the Newton method in the next step. Decreasing the step size therefore improves
the quality of the initial guess for the next step and finally for the desired operating
point. Obviously a good balance between step size, robustness, and simulation time
has to be found. Other approaches to overcome convergence issues are to tune the
Newton procedure, for example, by changing parameters of the damping algorithm
[76]. This changes the calculation of the Newton update vectors and is often required
to achieve convergence.

Numerical problems are frequently caused by the simulation mesh used. For
mesh design a trade-off between accuracy and numerical stability has to be found.
High convergence rates can be achieved having a moderate number of well shaped
clements [77]. However, smaller elements usually lead to a higher resolution and
therefore to a higher accuracy. On the other hand, the limited numerical accuracy in
computer systems can result in numerical noise [78] which degrades the condition
of the system matrix. For accurate results, a proper alignment of the elements re-
garding the direction of the current flow (see Fig. 1.21) is also important. Near the
channel area this often leads to poorly shaped thin elements having small internal
angles. Creating a mesh for the simulation of high-voltage devices that has good
numerical properties and delivers accurate results is very challenging.

Applications with special demands on the numerics of TCAD simulation tools
are break-down [77], electro-static discharge (ESD) [79], and snap-back simula-
tions. Difficulties arise from the strongly field dependent behavior and the physically
unstable operating points. Physical quantities undergo strong variations near break-
down and snap-back processes as the device changes its operation state. This also
impacts the convergence of the device due to the state transition leading to strong
changes in conductivity, current path, and carrier concentration. The different states
of the devices before and after snap-back additionally result in multivalued 1I/V
curves. The boundary conditions therefore have to be selected appropriately to
avoid unintentional transitions between the branches of the I/V curve. Special curve-
tracing algorithms have been suggested to deal with these problems [80, 81].

4 Conclusion

TCAD in general and numerical device simulation software in particular can be used
as a very powerful tool for device engineering in academic as well as in industrial
environments. The possibility of obtaining an insight into the device behavior results
in a better understanding of the physics and enables the device designer to tune
the device performance. Consequences of changing the device design can be tested
without the time consuming and expensive fabrication of test devices. To increase
the performance of special parameters, automatic optimization procedures can be
set up. Optimization goals might be the maximum power output, the ratio between
the on- and off-resistance, or the ratio between the maximum blocking voltage and
the on-resistance.
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[t is important that the user of TCAD simulation tools has a fundamental knowl-
edge of semiconductor device physics. Many different physical mechanisms have
to be considered and for most of them a variety of models exist. Some models are
derived to accurately describe special operation conditions, others are for multi pur-
pose usage and cover a broad range of different operation conditions. The models
also differ in the complexity leading to different simulation times. It is also impor-
tant to consider that the impact of the individual physical effects are more or less
important for different devices and operation conditions. Together with the under-
standing of how the simulation environment works, the device engineer can select
the proper models and meaningful simulation results can be produced.
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