
Chapter 1
Classical Device Modeling
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Abstract In this chapter an overview of classical device modeling will be given.
The first section is dedicated to the derivation of the Drift–Diffusion Transport
model guided by physical reasoning. How to incorporate Fourier’s law to add a
dependence on temperature gradients into the description, is presented. Quantum
mechanical effects relevant for small devices are approximately covered by quantum
correction models. After a discussion of the Boltzmann Transport equation and the
systematic derivation of the Drift–Diffusion Transport model, the Hydrodynamic
Transport model, the Energy Transport model, and the Six-Moments Transport
model via a moments based method out of the Boltzmann Transport Equation, which
is the essential topic of classical transport modeling, are highlighted. The parame-
ters required for the different transport models are addressed by an own section in
conjunction with a comparison between the Six-Moments Transport model and the
more rigorous Spherical Harmonics Expansion model, benchmarking the accuracy
of the moments based approach. Some applications of classical transport models are
presented, namely, analyses of solar cells, biologically sensitive field-effect transis-
tors, and thermovoltaic elements. Each example is addressed with an introduction
to the application and a description of its peculiarities.

Keywords Classical device modeling · Drift–Diffusion · Six moments · Hydrody-
namic transport · Energy transport · Solar cells · BioFET · Biologically sensitive
field-effect transistor · Boltzmann transport · Thermoelectric · Figure of merit
· Electrothermal transport · Spherical harmonics expansion

1 Heuristic Derivation of the Drift–Diffusion Transport Model

Even though the method of moments, which will be presented in Sect. 5, is quite
sophisticated and offers the possibility to extend a transport model to an arbitrary
large and accurate set of equations, physically understanding of the model is not
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as instructive as a derivation via a heuristic approach. Therefore, in this section a
derivation of the Drift–Diffusion Transport model with the aid of physical reasoning
will be given.

One of the most general ways to treat electromagnetic phenomena is via the
Maxwell equations. So we will start with a few simplifying assumptions and reduce
the required equation set to the absolute minimum necessary to describe micro-
electronic devices. Then we will introduce a few additional equations covering the
physical behavior of semiconducting materials.

1.1 Poisson Equation

The first simplifying assumption is the quasi-static approximation. This assump-
tion restricts one to devices exhibiting a characteristic length which is noticeably
smaller than the shortest electromagnetic wavelength existent in the considered sys-
tem. For instance, assuming an upper limit of 100GHz for the frequency of the
electromagnetic field yields a wavelength of λ = c/ f = 877μm. Thus characteris-
tic device dimensions in the micrometer regime and below are quite reasonable.
Due to the quasi-static approximation the displacement current ∂tD and the in-
duction ∂tB can be neglected. This leads to a decoupling of the former coupled
system of partial differential equations for the electric field and the magnetic field.
The only remaining connection between the electric field E and the magnetic field
H is given by the relation between the electric field E and the current density j
which raises a magnetic field H. In order to further simplify the equation system
the magnetic part is completely neglected. Due to the now vanishing right hand
side of curl E = −∂tB it is possible to define a scalar potential E = −∇ϕ . The
relation between the electric displacement field and the electric field is assumed
to be linear and anisotropic for an inhomogeneous material D = εE dependent
on the spatial coordinates. Embracing all assumptions with Gauß’s law yields:

∇ · (ε∇ϕ) = −ρ . (1.1)

The space charge density ρ has to reflect the charge contributions in the semi-
conductor. This is accomplished by three components: the electron concentration n,
the hole concentration p and the concentration of fixed ionized charges C:

ρ = q (p−n +C). (1.2)

Assembling all derived terms and further restricting to a scalar and spatial indepen-
dent permittivity we obtain the well known Poisson equation:

ε Δ ϕ = q (n− p−C). (1.3)
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1.2 Continuity Equation

The second ingredient for the Drift–Diffusion Transport model is derived from the
continuity equation which takes care of mass conservation:

q
∂ρ
∂ t

+ ∇ · j = 0. (1.4)

Like before we decompose the contributions of the current j = jn + jp and the space
charge density ∂ρ/∂ t = q∂/∂ t (p−n) (assuming all immobile charges as fixed
∂C/∂ t = 0) into an electron and a hole related part:

∇ · (jn + jp)+ q
∂
∂ t

(p−n) = 0. (1.5)

This steps enables to separate the electron and hole related contributions into two
independent equations:

∇ · jn −q
∂
∂ t

n = qR, (1.6)

∇ · jp + q
∂
∂ t

p = −qR. (1.7)

The new term on the right hand side of (1.6) and (1.7) denotes the so-called net
generation-recombination rate R. Since electrons and holes can not just vanish or
appear, every additional electron generates an additional hole and vice versa. Due to
their opposing charges the quantity R enters with opposite signs into the equations
for electrons and holes. The net generation-recombination rate is usually modeled
by the net generation rate of electron–hole pairs minus the net recombination rate
of electron–hole pairs. In equilibrium R is equal zero but also out of equilibrium R
is often neglected.

1.3 Charge Transport: Drift–Diffusion Assumption

Summarizing our equations, we have the Poisson equation and two continuity equa-
tions involve five unknown quantities (ϕ , n, p, jn and jp). Therefore, we need two
more conditions to make the equation system complete. These material equations
can be deduced by examination of the forces acting upon the charged carriers (n, p)
on a microscopic level. The simplest model at hand is based on the so-called Drift–
Diffusion assumption. The model distincts between two charge carrier transport
mechanisms: the drift of charge carriers due to an external electric field caused by
a gradient in the electric potential and the diffusion of the charge carriers due to a
spatial gradient in the charge carrier concentration.
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The drift contribution is caused by the force of an externally applied electric field E
on the charge carriers. Since the movement of charge carriers due to the electric field
E constitutes an electric current, the drift current density is related to the applied
electric field by the charge carrier concentration times mobility times electric field
strength:

jDrift
n = qnμnE and (1.8)

jDrift
p = q pμpE. (1.9)

The carrier mobility μn,p is a material dependent parameter and relates the electric
field E to the drift current density jDrift

n,p . Equations (1.8) and (1.9) are related to
Ohm’s law by the conductivities σn = qnμn for electrons and σp = q pμp for holes:

jDrift
n = σnE and jDrift

p = σpE. (1.10)

The second transport phenomenon is given by the particle flux density F and due to
the gradient of the particle concentration. The proportionality factor is called diffu-
sion coefficient Dn,p and, further distinguishing between electron and hole diffusion,
one obtains:

Fn = −Dn∇n, Fp = −Dp∇p. (1.11)

The diffusion related current densities are defined by their flux density multiplied
with the individual charge of the charge carrier:

jDiffusion
n = −qFn = qDn∇n, jDiffusion

p = qFp = −qDp∇p. (1.12)

Close to the equilibrium the diffusion coefficient can be related to the carrier mobil-
ity via the Einstein relation:

Dn,p =
kBT

q
μn,p = VT μn,p. (1.13)

kB denotes the Boltzmann constant and T the temperature in K. The quantity VT de-
notes the thermal voltage and is around ≈26mV at room temperature. The Einstein
relation is only approximately valid for the non-equilibrium case and often used as
a good starting guess for a numerical iterative solving algorithm.

Once more assembling all derived expressions yields a set of equations which is
identical to the Drift–Diffusion Transport model derived by the method of moments:

εΔϕ = q(n− p−C), (1.14)

qR = ∇ · jn −q
∂n
∂ t

, (1.15)

−qR = ∇ · jp + q
∂ p
∂ t

, (1.16)
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jn = −qμn (n∇ϕ −VT∇n) , (1.17)

jp = −qμp (p∇ϕ +VT∇p) . (1.18)

Even though the set of equations is now complete, it can not be solved with-
out further description of the material parameters for the mobilities μn,p and the
generation-recombination rate R. This will be taken care of in Sect. 7.

1.4 Quasi-Fermi Levels

The thermal equilibrium does not demand a position independent potential. For
instance:

Ec = Ec,0 (r)−qϕ(r), (1.19)

Ev = Ev,0 (r)−qϕ(r), (1.20)

Ei = Ei,0 (r)−qϕ(r), (1.21)

denoting the conduction band edge Ec, the valence band edge Ev and the intrinsic
Fermi level Ei, respectively.

Treating the situation away from thermal equilibrium complicates the matter.
Taking (1.17) and reformulating it:

jn = qμnVT ∇n−qμnn∇ϕ

= qμn n

(
VT

1
n

∇n−∇ϕ
)

= qμn n

(
VT

ni

n
∇

n
ni

−∇ϕ
)

= qμn n

(
VT∇ ln

(
n
ni

)
−∇ϕ

)

= qμn n∇
(

VT ln

(
n
ni

)
−ϕ

)
︸ ︷︷ ︸

=−φn

,

with ni as intrinsic concentration, shows that the drift and the diffusive contribution
can be merged into one quantity. This quantity can be related to the quasi-Fermi
level as follows [184]:

−qφn = EFn −Ei,0. (1.22)
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Therefore, in the most general case, the current depends on the gradient of the quasi-
Fermi levels and not solely on the gradient of the potential1:

jn = nμn∇EFn, (1.23)

jp = pμp∇EF p. (1.24)

The quasi-Fermi levels EFn and EF p introduced in (1.22)–(1.24) can be gained from
(1.17) and (1.22) for electrons and in an analog way from (1.18) for holes, under the
assumption that the solution of the equation system (1.14)–(1.18) is available:

EFn = Ei,0 −qϕ + qVT ln

(
n
ni

)
, (1.25)

EF p = Ei,0 −qϕ − qVT ln

(
p
ni

)
. (1.26)

2 Heuristic Inclusion of Heat Transport in the Drift–Diffusion
Transport Model

The Drift–Diffusion Transport model assumes equality between the lattice temper-
ature TL and the charge carriers’ temperature Tn. Furthermore, it states negligible
temperature gradients in the device. However, there is an intrinsic temperature de-
pendence in basically all microscopic phenomena in solids, which is mirrored in
the basic semiconductor equations directly by the thermal voltage VT and indirectly
via the temperature dependence of the mobilities μn and μp and the recombination
rate R. Generalizing the Drift–Diffusion Transport model by introducing a local
temperature, in order to cover a more detailed view of temperature dependent phe-
nomena, one has to employ an extra equation. Heat energy is also a conserved
quantity, where the heat flux is governed by an expression similar to the continu-
ity equation for charge:

ρ c
∂TL

∂ t
−∇ · (κ∇TL) = H. (1.27)

ρ denotes the mass density of the material and c describes the specific heat of the
material, while κ expresses the thermal conductivity. Due to the phonon dominated
heat transport in semiconductors the lattice temperature TL is the quantity of interest.
The first term on the left hand side of (1.27) characterizes the initial transient time
dependent behavior of changes due to the heat sources H, while the second term
takes care of the stationary temperature distribution. The heat generation term H

1 The intrinsic energy Ei,0 is globally constant.
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establishes the link between the heat-flow and the current and can be approximated
by a first-order Joule-term j · E and an expression for the carrier recombination.
Every generation or recombination of an electron–hole pair withdraws or releases an
energy amount of at least the band gap energy Eg from the crystal lattice. Therefore,
the heat source term can be formulated as [3]:

H = ∇ ·
(

Ec

q
jn +

Ev

q
jp

)
, (1.28)

with Ec and Ev denoting the conduction and valence band edge energy, respectively.
Considering non-degenerate materials only [184], one can further simplify (1.28) to:

H = (jn + jp) ·E+ REg. (1.29)

Accompanying with spatial gradients in the local temperature a new driving force
occurs. This additional driving force causes an extra current flow, which has to
be incorporated by supplementary terms in the current density relations in (1.17)
and (1.18):

jn,th = qDn,th∇TL and jp,th = −qDp,th∇TL, (1.30)

with thermal diffusion coefficients Dn,th and Dp,th approximately related to the
diffusion coefficients Dn and Dp by [209]:

Dn,p.th � Dn,p

2T
. (1.31)

These current density contributions are essential for the description of thermoelec-
tric effects, like the Seebeck effect or the Peltier effect.

During the derivation of the model above it was demonstrated that one can de-
duce a higher order transport model via physically sound reasoning and not only by
the mathematically sophisticated method of moments. Van Roosbroeck [173] was
the first to present a model pretty close to the description given here already in 1950.

One has to note that for higher order transport models the description of the heat
source term H becomes much more challenging (see Sect. 2.4 in [124]).

3 Incorporating Quantum Mechanical Effects via Quantum
Correction Models

The density of states (DOS) of a system is given by the number of states at each
energy level, which are available for occupation (q.v. [14,122]). Since quantum me-
chanical effects affects the DOS by causing a two-dimensional electron gas, the
carrier concentration near the gate oxide decreases. This influences several device
characteristics like the current–voltage or the capacitance–voltage characteristics
and therefore has to be taken into account either by a rigorous self-consistent
solution of the Schrödinger equation and the Poisson equation, which is compu-
tationally expensive, or via a supplemental quantum correction model in classical
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device simulations. Various quantum correction models stemming from different
approaches have been proposed [47, 82, 112, 117, 148, 156, 225], some of them are
based on empirical fits via many parameters [112, 148], some models exhibit a de-
graded convergence depending on the electric field [47] or demand a recalibration
for each particular device [82].

The modified local density approximation (MLDA) by Paasch [156] proposes a
local correction of the effective DOS Nc near the gate oxide defined by:

Nc = Nc,0

(
1− exp

[
− (z+ z0)

2

χ2 λ 2
thermal

])
with λthermal =

h̄√
2mkBT

. (1.32)

Nc,0 denotes the classical effective DOS modified by the fitting parameter χ . z
describes the distance from the interface, z0 is the tunneling distance, and λthermal

constitutes the thermal wavelength. Equation (1.32) can be gained from the quan-
tum mechanical expression governing the particle density [82]. The benefit of the
MLDA procedure lies in the fact that no solution variable is needed in the correction
term. Hence, this model can be employed as a preprocessing step with only mini-
mal significance for the overall CPU time required for the solution of the entire set
of the transport equations [225]. On the other hand, the drawback of the MLDA is
its founding on the field-free Schrödinger equation and in conjunction the loss of
validity for high fields.

An improved MLDA (IMLDA) technique has been suggested by [112, 148], in-
troducing a heuristic wavelength parameter:

λ ′
thermal (z,Neff,T ) = χ (z,Neff,T ) λthermal (T ) , (1.33)

where Neff denotes the net doping with χ (z,Neff,T ) as a fit factor. Due to this adap-
tion, the IMLDA is able to cover the important case of high-fields perpendicular to
the interface [112]. The fit parameters have been extracted from results gained by
a self-consistent Schrödinger Poisson solver and are calibrated for bulk MOSFET
structures. However, the MLDA method is only valid for devices with one gate ox-
ide and thus a description of double-gate SOI MOSFETs (DG SOI MOSFETs) is
not possible.

A quantum correction technique capable of treating DG SOI MOSFETs is shown
in [117]. The basic concept of this approach is that due to the strong quantiza-
tion perpendicular to the interface, the potential in the SOI is well approximated
by an infinite square well potential. The eigenstates in the quantization region can
be calculated with an analytic approach and related to a quantum correction poten-
tial which adjusts the band edge in such a way that the quantum mechanical carrier
concentration is reproduced.

Van Dorts approach [47] improves the modeling of the conduction band edge:

Ec = Eclass +
13
9

F(z)ΔEg with ΔEg ≈ β
(

κSi

4qkBT

)1/3

|E⊥|2/3 . (1.34)
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Fig. 1.1 Electron concentration of a single-gate SOI MOSFET for different modeling approaches.
Illustrating the classically, quantum-mechanically, in conjunction with the quantum correction
models MLDA, IMLDA, and Van Dort calculated electron concentration as a function of the
distance to the interface [220]

Eclass denotes the classical band energy and the correction function F depends on the
distance z to the interface, while E⊥ stands for the electric field perpendicular to the
interface. The proportionality factor β is gained from the shift of the long-channel
threshold voltage as explained in [47].

Figure 1.1 compares the different quantum correction models against the classi-
cal model and the quantum mechanical model [116] for a single-gate SOI MOSFET.
It shows the electron concentration as a function of the distance to the interface for
the classical, the exact quantum mechanical, the quantum correction model MLDA,
the IMLDA [112], and the model after Van Dort [47] for a gate voltage of 1 V. As
can be seen the IMLDA model reproduces quite well the quantum mechanical con-
centration and hence is sufficient to cover quantum mechanical effects in classical
device simulations [220].

4 Boltzmann Transport Equation

There are two fundamental equations for semi-classical device simulation, the
Poisson equation and the Boltzmann equation. While the Poisson equation takes
care of the electrostatical description of the system, the Boltzmann equation de-
scribes the propagation of the distribution function in the device. The distribution
function f (r,k, t) is a function describing the number of particles contained in a unit
volume in phase space and depends on three values for the position r = xx+yy+zz,
three values of the wave vector k = kx kx + ky ky + kz kz, and time t.
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These two equations in conjunction have to be solved in a self-consistent manner
and can be exploited as a reference for any higher-order models (see Sect. 5).

The Boltzmann Transport equation is gained from the Liouville theorem [110,
140], a fundamental principle of classical statistical mechanics. It states that the
distribution function f (r,k) is constant for all times t along phase-space trajectories
Γi ((1.35), [151]):

f (r + dr,k+ dk,t + dt) = f (r,k, t), (1.35)

which leads to the Boltzmann Transport equation without scattering, after taking the
total derivative of (1.35):

∂t f (r,k,t)+
dr
dt

·∂r f (r,k,t)+
dk
dt

·∂k f (r,k, t) = 0. (1.36)

Furthermore, we introduce the Hamiltonian equations:

dr
dt

= ∇pH and
dp
dt

= −∇rH , (1.37)

with p = h̄k denoting the momentum, and r the position of a particle in phase-space,
while H describes the Hamiltonian of the system, which will be incorporated later.

Inaugurating the scattering operator Qcoll, the balance equation for the distribu-
tion function must obey the conservation equation:

d f (r,k,t)
dt

= Qcoll ( f (r,k, t)) . (1.38)

Hence, the scattering operator opens up the possibility for particles to jump from
one phase-space trajectory to another. Joining the full derivative of the distribution
function and (1.37), the commonly used expression for the Boltzmann Transport
equation can be written as:

∂t f + ∇pH ∇r f −∇rH ∇p f = Qcoll ( f ) . (1.39)

Neglecting inter-band processes and by this the generation and recombination
of free carriers in the semiconductor, the collision operator Qcoll ( f ) can be written
as [138]:

Qeff( f ) = ∑
p′

f (p′) (1− f (p)) S(p′,p)−∑
p′

f (p)
(
1− f (p′)

)
S(p,p′). (1.40)

The collision term accounts for in-scattering from p′ to p as well as out-scattering
from p to p′. f (p′) represents the probability for the state p′ to be occupied and
1− f (p) the probability for the state p to be accessible for in-scattering. S(p′,p)
describes the transition rate from p′ to p. The sum governs all states accessible for
scattering from and to p. From a physical point of view, the collision term covers
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the interaction of the carriers with the lattice (e.g. phonon scattering), the influence
of ionized impurities, as well as additional scattering due to inhomogeneities in the
grid in material alloys: it can be modeled as outlined in [106, 190].

Equation (1.40) represents a seven-dimensional integro-differential semi-
classical equation. While the left hand side of the equation represents Newton
mechanics, the right side denotes a quantum mechanical scattering operator. In
order to develop solution strategies for this equation one has to understand the
incorporated assumptions and limitations:

• The initial Liouville formulation stated a many particle problem. Introducing the
Hartree–Fock approximation [137] allows to reduce the problem to a particle
system with a proper potential. The contribution of the surrounding electrons is
approximated by a charge density. Therefore, the short-range electron–electron
interaction is excluded. Nevertheless, the potential of the surrounding carriers is
treated self-consistently.

• The use of a distribution function f (r,k,t) is a classical concept. Therefore, the
Heisenberg uncertainty principle is not considered, and position and momentum
are always treated at the same time.

• Because of Heisenberg’s principle, the Boltzmann Transport equation is only
valid, if the mean free path of particles is longer than the De Broglie wavelength.

• Particles abide Newton’s law, due to the semi-classical treatment of particles.
• It is assumed that collisions between particles are binary and instantaneous in

time and local in space. This approximation holds true for long free flight times
compared to the collision times

During the derivation of the transport models from the Boltzmann Transport
equation it is important to take these limitations and implications into account. How-
ever, models based on the Boltzmann Transport equation give good results in the
scattering dominated regime [19, 97, 105, 159].

5 Derivation of Transport Models from the Boltzmann
Transport Equation via a Moments Based Method

Solving the Boltzmann Transport equation yields excellent results [19,97,105,159],
but is much more demanding than other transport models (e.g. Drift–Diffusion
Transport model or Energy Transport model) due to its high dimensionality. For
instance, assuming a discrete mesh with 100 ticks in each spatial coordinate and
time, will result in 1014 points. If we assert further 7×8 bytes (8 bytes for each co-
ordinate), the memory consumption will be already 5.600 Terrabytes for just storing
the points. Therefore, one is interested in numerically cheaper, but at the same time
valid transport models, for the regime of interest.

From an engineering viewpoint, the method of moments is a very efficient way
to derive transport models with a reduced complexity compared to the Boltzmann
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Transport equation. By multiplying the Boltzmann Transport equation with a set of
weight functions and integrating over k-space one can deduce a set of balance and
flux equations coupled with the Poisson equation.

Via this formalism an arbitrary number of equations can be generated. Each
equation contains information from the next higher moment, thus exhibiting more
moments than equations. Therefore, one has to truncate the equation system at a
certain point and complete the system by an additional condition. This condition,
relating the highest moment with the lower moments, is called closure relation.
The closure relation appraises the information of the higher moments and in con-
junction with it determines the error introduced in the system. For example, the
Drift–Diffusion Transport model can be gained by assuming thermal equilibrium
between the charge carriers and the lattice (Tn = TL) [138]. There are various theo-
retical approaches to tackle the closure problem [133] for an arbitrary moment (e.g.
maximum entropy principle [11, 12, 146]).

The basic concept of the maximum entropy principle is that a large set of colli-
sions is needed to relax the carrier energies to their equilibrium, while at the same
time momentum, heat flow, and anisotropic stress relax within shorter time. Hence,
the charge carriers are in an intermediate state. This state can be noted as partial
thermal equilibrium. Only the carrier temperature Tn is non-zero, while all other pa-
rameters vanish. Furthermore it is assumed that the entropy density and the entropy
flux are independent on the relative electron gas velocity. The Hydrodynamic Trans-
port model is obtained by assuming a heated Maxwellian distribution for closure,
while the introduction of the kurtosis leads to the Six-Moments Transport model. A
more detailed explanation will be given later.

In order to obtain physically reasonable equations, it is beneficial to choose
weight functions as the power of increasing orders of momentum. The moments
in one, two, and three dimensions can be defined as:

xj,d(rd) =
2

(2π)d

∫ ∞

−∞
Xj,d(rd,kd) fd(rd,kd,t)ddk = n

〈
Xj,d(kd)

〉
=

〈〈
Xj,d(kd)

〉〉
.

(1.41)

xj(r) are the macroscopic values with their microscopic counterpart Xj(k), and
fd(rd ,kd , t) denotes the time dependent distribution function spanning over the
six-dimensional phase space. The letter d = 1,2,3 symbolizes the one-, two-, and
three-dimensional system, respectively, while n describes the carrier concentration.
The notations 〈 〉 and 〈〈 〉〉 denote the normalized statistic average and the statistic
average, respectively.

During the derivation of the macroscopic transport models, the dimension indices
are skipped to ease readability. Multiplying the Boltzmann transport equation with
the even scalar-valued weights X = X(r,k) and integrating over k-space:

∫
X ∂t f d3k+

∫
X v∇r f d3k+

∫
X F∇p f d3k = 〈〈∂tX〉〉coll , (1.42)
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results in the general conservation laws. Furthermore, in the following derivation,
the distribution function f (r,k,t), the group velocity v(r,k), and the generalized
force F(r,k) are written as f , v, and F, respectively. The first term on the left side
of (1.42) can be simplified to:

∫
X ∂t f d3k = ∂t

∫
X f d3k = ∂t 〈〈X〉〉 , (1.43)

while the second term can be reformulated to:
∫

X v∇r f d3k =
∫

∇r (X v f )d3k−
∫

X f ∇r vd3k−
∫

v f ∇rX d3k, (1.44)

and the third term can be written as:

∫
X F∇p f d3k =

∫
∇p (X F f ) d3k−

∫
X∇pF f d3k−

∫
F∇pX f d3k, (1.45)

Exploiting Gauß’s law in conjunction with the assumption that all surface integrals
over the first Brioullin-zone vanish [147], the first term on the right side of (1.45)
becomes zero. Substituting F = −∇rH and v = ∇pH in combination with the
Hamiltonian function H defined as:

H = ±Ec,v(r)+ sα qϕ +E (r,k) = E (r,k)+ sα q ϕ̃ , (1.46)

with sα = ∓1 for electrons and holes, respectively, into (1.44) and (1.45) results
into the Boltzmann Transport equation expressed via its averages of the even scalar-
valued moment:

∂t 〈〈X〉〉+ ∇r 〈〈vX〉〉− 〈〈v∇rX〉〉− 〈〈F∇pX〉〉 = 〈〈∂tX〉〉coll , (1.47)

or, after some additional calculation steps:

∂t 〈〈X〉〉+ ∇r 〈〈vX〉〉− 〈〈v∇rX〉〉+ 〈〈∇rE ∇pX〉〉+ sα q 〈〈∇pX〉〉∇rϕ̃ = 〈〈∂tX〉〉coll .
(1.48)

Analog to the derivation for the even scalar-valued moments, the odd vector-valued
moment’s equations can be deduced:

∂t 〈〈X〉〉+ ∇r 〈〈v⊗X〉〉− 〈〈v∇r ⊗X〉〉+ 〈〈∇rE ∇p ⊗X〉〉+ sα q 〈〈∇p ⊗X〉〉∇rϕ̃
= 〈〈∂tX〉〉coll . (1.49)

From (1.48) and (1.49) the conservation equations and fluxes of the different macro-
scopic transport models will be derived in the sequel.
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5.1 Modeling of the Scattering Operator

Several approaches to describe the scattering operator analytically have been pro-
posed [31,208]. Here, the emphasis will be put on the relaxation time approximation
of Bløtekjær [28]:

〈〈∂tX〉〉coll = −〈〈X〉〉− 〈〈X0〉〉
τX( f )

. (1.50)

Here, τX ( f ) denotes the macroscopic relaxation time concerning the weight func-
tion X . 〈〈X0〉〉 describes the average weight function in equilibrium. Due to the
dependence of the relaxation time τX ( f ) on the distribution function, (1.50) is no
approximation [67]. Setting:

τX 
= τX( f ) (1.51)

Equation (1.51) assumes a solely dependence of the relaxation time τ on the mo-
ments of the distribution function and is also known as the macroscopic relaxation
time approximation. This way, the relaxation times depend only on the moments of
the distribution function. Therefore, the odd moments can be formulated as:

〈〈∂tX〉〉coll ≈ −〈〈X〉〉− 〈〈X0〉〉
τodd

= − x
τodd

, (1.52)

and the even moments can be written as:

〈〈∂tX〉〉coll ≈ −〈〈X〉〉− 〈〈X0〉〉
τeven

= −x− x0

τeven
. (1.53)

The subscript even and odd is connected to the corresponding even and odd
moments.

5.2 Macroscopic Transport Models

From (1.48) and (1.49) the hierarchy of macroscopic transport models can be de-
duced by means of the moments based method described before [76]. The first three
even scalar valued moments are given by powers of the energy E (r,k):

X even =
(
E 0,E 1,E 2) , (1.54)

while the first three odd vector valued moments are formulated as:

Xodd =
(
pE 0,pE 1,pE 2) . (1.55)

Inserting the zeroth moment E 0 and the first moment pE 0 into (1.48) and (1.49)
delivers the particle balance equation and the current equation, respectively. While



1 Classical Device Modeling 15

in the particle balance equation the particle current constitutes an unknown variable,
the particle current equation contains the average kinetic energy. Postulating the dif-
fusion approximation (neglecting the kinetic energy of the particles) and assuming
the shape of a heated Maxwell distribution2 the powers of the average energy can
be expressed by the carrier temperature Tn, under the constraint of a parabolic band
structure3, as:

〈〈
E i〉〉1D

=
(2i−1)!!

2i (kBTn)
i ,

〈〈
E i〉〉2D

= i!(kBTn)
i , and

〈〈
E i〉〉3D =

(2i+ 1)!!
2i (kBTn)i for i ≥ 1, (1.56)

for a one-, two- and three-dimensional electron gas. For example, the average energy
(i = 1) for the three-dimensional case is given by:

〈〈E 〉〉 =
3
2

kBTn. (1.57)

5.3 Drift–Diffusion Transport Model

The Drift–Diffusion Transport model can be derived, by closing the equation sys-
tem with the assumption of a local thermal equilibrium. This is realized by setting
the carrier temperature Tn equal to the lattice temperature TL. Starting with the sub-
stitution of the zeroth moment in (1.48), the particle balance equation is obtained:

∂t
〈〈

E 0〉〉︸ ︷︷ ︸
(1)

+∇r
〈〈

vE 0〉〉︸ ︷︷ ︸
(2)

−〈〈
v∇rE

0〉〉︸ ︷︷ ︸
(3)

+
〈〈

∇rE ∇pE
0〉〉︸ ︷︷ ︸

(4)

+sα q
〈〈

∇pE 0〉〉∇pϕ̃︸ ︷︷ ︸
(5)

= −R.

(1.58)

Due to the lacking dependence of E 0 on r and k, the third, fourth and fifth term of
the left side of (1.58) vanish and one obtains:

∂t (nw0)+ ∇r (nV0) = −R. (1.59)

In order to simplify the mathematical expressions, the averages of the microscopic
quantities defined as wi =

〈
E i

〉
and Vi =

〈
vE i

〉
will be successively inserted.

By inserting the first moment pE 0 into (1.49) the particle flux is deduced. Since
the relaxation time is in the order of picoseconds, the terms containing the time

2 For non-degenerate semiconductors the Fermi–Dirac distribution can be approximated by the
Maxwell-Boltzmann distribution (Ec −EF � kBTL).
3 Close to the band edges, the relation between the wave vector k and the energy, also known as

dispersion relation, can be approximated by an isotropic and parabolic relation E (k) = h̄2k2

2m∗ , which
corresponds to a free electron without any potential.
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derivative can be omitted and still quasi-stationary behavior even for today’s fastest
devices is ensured [71, 224]:

∇r
〈〈

v⊗pE 0〉〉︸ ︷︷ ︸
(1)

−〈〈
v∇r ⊗pE 0〉〉︸ ︷︷ ︸

(2)

+
〈〈

∇rE ∇p ⊗pE 0〉〉︸ ︷︷ ︸
(3)

+sα q
〈〈

∇p ⊗pE 0〉〉∇rϕ̃︸ ︷︷ ︸
(4)

= −
〈〈

pE 0
〉〉

τ0
, (1.60)

where τ0 denotes the momentum relaxation time. Assuming an isotropic band struc-
ture and the diffusive limit, the non-diagonal elements of the tensors in (1.60) are
zero. Therefore, the tensor of the first part of (1.60) can be approximated by its trace
appropriately divided by the dimensionality of the system. Now multiplying the first
term with the non-parabolicity factor Hi leads to:

∇r
〈〈

v⊗pE 0〉〉 ≈ 1
d

∇r 〈〈Tr(v⊗p)1〉〉 = AH1∇r (nw1) , (1.61)

with A representing a dimension factor. A can be determined by taking the dimension
of the system, the prefactors of the average energy for a parabolic bandstructure, and
a Maxwell distribution into account. For example, considering a three-dimensional
electron gas the value of A will take the form:

〈〈
v⊗pE 0〉〉 ≈ 1

3
∇r 〈〈Tr(v⊗p)1〉〉 =

2
3
H1

3
2

nkBTn. (1.62)

Here, A exhibits the value 2/3, while the average energy has been chosen according
to (1.57). In the case of a one- and two-dimensional electron gas, A is equal to 2
and 1, respectively. Founding on the validity of the premise, that the kinetic energy
can be described by a product ansatz:

E = νκ(k), (1.63)

the second and third term on the left side of (1.60) vanish. The remaining fourth
term can be approximated via:

sα q 〈〈∇p ⊗p〉〉∇rϕ̃ ≈ sα qnw0 ∇rϕ̃ . (1.64)

Now, assembling all derived expressions, the particle flux equation takes the follow-
ing form:

nV0 = −μ0

q
H1A∇r (nw1)− sαnμ0w0∇rϕ̃ . (1.65)

The carrier mobility is given by μ0 = qτ0/m∗
n,p, where m∗

n,p denote the effective
masses for electrons and holes respectively. In combination with the Poisson equa-
tion the Drift–Diffusion Transport model can now be expressed as:

∂t (nw0)+ ∇r (nV0) = −R with: (1.66)

nV0 = −μ0

q
H1A∇r (nw1)− sα nμ0w0∇rϕ̃ . (1.67)
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If one additionally assumes a cold Maxwell distribution function, the highest
moment w1 can be written as:

w1D
1 =

1
2

kBTL, w2D
1 = kBTL , and w3D

1 =
3
2

kBTL (1.68)

The average carrier energy of the drift term is neglected, which is also known as the
diffusion approximation. Equations (1.66)–(1.67) and the Drift–Diffusion Transport
model equations (1.15)–(1.18) from Sect. 1.3 are identical under the assumption of
parabolic bands, H1 = 1, and for a three-dimensional electron gas.

The Drift–Diffusion Transport model is the simplest widely employed macro-
scopic transport model in industrial Technology Computer Aided Design (TCAD)
solutions. It allows to discretize its partial differential equations on an unstructured
mesh and offers a stable and robust iterative solution. There is also the possibility
to generalize its mobility description in order to account for an anisotropic mobility.
Furthermore, due to its relative simplicity it can be applied to two and three-
dimensional device structures. This especially becomes handy, when one has to ac-
count for complex geometrical device structures, material compositions, and doping
profiles. However, due to the related computational high costs, three-dimensional
simulations are only utilized in rare occasions, when the device structure can not be
reduced to a set of simpler two-dimensional cuts.

Due to its closure relation Tn = TL, the Drift–Diffusion Transport model neglects
non-local effects and is, therefore, not able to accurately describe transport in short
channel devices. This causes an accuracy decrease of the Drift–Diffusion Transport
model for device feature lengths shorter than 100nm [68], where one has to relax
the restrictions of a constant carrier temperature in order to improve the description.
Additionally, in the case of relevant temperature gradients the applied model has to
cover heat flow and thermal diffusion as effects. In such situations, one has to add
the energy flow to the Drift–Diffusion Transport model by taking the next higher
moment equation into account.

5.4 Energy Transport Model

The Energy Transport model can be deduced by inserting the first three moments
(q.v. (1.54) and (1.55)) into (1.48) and (1.49) [72]. In this way, an additional
equation, the so-called energy balance equation, is gained. This extra equation in-
corporates the second even moment E , while at the same time the energy flux abides
as an unknown:

∂t 〈〈E 〉〉+∇r 〈〈vE 〉〉−〈〈v∇rE 〉〉+〈〈∇rE ∇pE 〉〉+sα q 〈〈∇pE 〉〉∇pϕ̃ =−n
〈〈E 〉〉− 〈〈E0〉〉

τ1
.

(1.69)
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After similar considerations as for the Drift–Diffusion Transport model, (1.69) can
be simplified to:

∂t (nw1)+ ∇r (nV1)+ sα qnV0∇rϕ̃ + n
w1 −w1,0

τ1
= 0. (1.70)

V1 denotes the energy flux and w10 the equilibrium case of w1. τ1 represents the
energy relaxation time. The Hydrodynamic Transport model is gained by incorpo-
rating the third moment pE via (1.49) [72]. This yields an expression for the energy
flux, which has been introduced in (1.70) and is up to now not defined in the Energy
Transport model:

∇r 〈〈v⊗pE 〉〉︸ ︷︷ ︸
(1)

−〈〈v∇r ⊗pE 〉〉︸ ︷︷ ︸
(2)

+〈〈∇rE ∇p ⊗pE 〉〉︸ ︷︷ ︸
(3)

+sα q 〈〈∇p ⊗pE 〉〉∇rϕ̃︸ ︷︷ ︸
(4)

= −〈〈pE 〉〉
τ3

.

(1.71)

The first term on the left side of (1.71) can be approximated by:

∇r 〈〈v⊗pE 〉〉 ≈ 1
d

∇r 〈〈Tr(v⊗vE )1〉〉 = AH2∇r (nw2) . (1.72)

The second term of (1.71) can be reformulated, via the tensorial identity
∇x ⊗xh(x) = h(x)∇x ⊗x+ x⊗∇xh(x), to:

〈〈v∇r ⊗pE 〉〉 = 〈〈v(E ∇r ⊗p+ p⊗∇rE )〉〉 , (1.73)

and the third term to:

〈〈∇rE ∇p ⊗pE 〉〉 = 〈〈∇rE (E ∇p ⊗p+ p⊗∇pE )〉〉 ≈ 〈〈E ∇rE + ∇rE (p⊗v)〉〉 .
(1.74)

Taking a look at (1.73) and (1.74) reveals that they cancel each other. The fourth
term on the left side of (1.71) is approximated with the same identity as in (1.72),
which results in:

sα q〈∇p ⊗pE 〉∇rϕ̃ = sα q〈〈E ∇p ⊗p+ p⊗∇pE 〉〉∇rϕ̃ (1.75)

= sα q nw1 (1 + AH1)∇rϕ̃ .d (1.76)

Merging all derived expressions gives the energy flux:

nV1 = −μ1

q
H2A∇r (nw2)− sα nμ1 (1 + AH1)w1∇rϕ̃ . (1.77)

The quantity μ1 denotes the energy flux mobility defined as μ1 = qτ3/m∗
n,p. Now the

set of equations for the Hydrodynamic Transport models is complete and given by:

∂t (nw0)+ ∇r (nV0) = −R, (1.78)
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nV0 = −μ0

q
H1A∇r (nw1)− sαnμ0w0∇rϕ̃ , (1.79)

∂t (nw1)+ ∇r (nV1)+ sαqnV0∇rϕ̃ + n
w1 −w10

τ1
= 0, (1.80)

nV1 = −μ1

q
H2A∇r (nw2)− sαnμ1 (1 + AH1)w1∇rϕ̃ . (1.81)

This set of equations is closed by assuming a heated Maxwellian distribution for
the distribution function of the carriers. The concerning highest moment w2 is then
defined for the one-, two-, and three-dimensional electron gas by:

w1D
2 =

3
4

(kBTn)2 , w2D
2 = 2(kBTn)2 , and w3D

2 =
15
4

(kBTn)2 . (1.82)

Comparing (1.80) and (1.81) with Fourier’s law (1.27) and the other additional
thermal contributions (1.28)/(1.29) and (1.30) is not as straight forward as for
the Drift–Diffusion Transport model, but can be carried out with some reasoning.
Equation (1.80) is the so-called energy flux conservation equation. It contains a di-
vergence term for the energy flux through the surface, which is analogous to the
divergence term in Fourier’s law. The time derivative of nw1 is equivalent to the
time derivative of the temperature T in Fourier’s law and the remaining term with
nV0∇ϕ̃ represents the source term H, which represents in the simplest case Joule
heat.

One has to note, that during the derivation the diffusion approximation has been
utilized and thus the so-called convective terms 〈k〉 ⊗ 〈k〉 and 〈k〉 · 〈k〉 were ne-
glected against terms of the form 〈k⊗k〉 and 〈k ·k〉. This causes the sole considera-
tion of the thermal energy kBTn, ignoring the drift energy component of the carriers.

The limitation of this approach is that only the average energy is available to
characterize the distribution function. This assumption is significantly violated in
devices exhibiting lengths shorter than ≈50nm [68].

Furthermore there is an arbitrary/synonymous use of the terms Hydrodynamic
Transport model and Energy Transport model. The full transport model includes
convective terms analog to the differential equations in fluid dynamics. These con-
vective terms state a hyperbolic differential equation type which is hard to solve via
numerical methods. Therefore, the diffusion approximation is introduced in order
to get rid of these inconvenient terms. The resulting differential equations are of
parabolic type and differ from the initial hydrodynamic problem. Hence all com-
monly employed four-moment models incorporating the diffusion approximation
should be addressed as Energy Transport model.

A great variety of Hydrodynamic Transport and Energy Transport models have
been developed [72]. They are deduced either by Bløtekjær’s [28] or Stratton’s [208]
approach and yield with various assumptions a set of balance and flux equations.
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These models are widely used in state of the art TCAD simulators. However,
there are several crucial points due to the imposed assumptions during their
derivation [72]:

• Band structure: Many employed models are based on the single effective
parabolic band model. Due to its simplicity a closed-form solution for single
effective parabolic band models exists, while even for the relatively simple
non-parabolicity correction model by Kane [115] it is not possible to gain a
closed-form solution.

• Non-homogeneous effects: The transport parameters (e.g. mobilities) are
commonly gained by measurements or bulk simulations and described as func-
tion of the average carrier energy. This works fine for Bløtekjær’s approach
within, e.g., the channel region, where the absolute value of the electric field
increases, while at the end of the channel, where the electric field decreases,
these models can exhibit wrong results. A mixture of a cold and a hot-carrier
population in this region leads to an inadequate description via the average car-
rier energy. This region is much smaller than the channel region for long-channel
devices, and thus the incorporated error will be small. On the other hand, for
devices with a channel length smaller ≈100nm, the length of this region is in the
order of the channel length, implying that the hot-carriers injected into the drain
need a distance of about the channel length to relax. Therefore, the influence of
this region is much more pronounced for future technologies.

• Closure: In order to obtain an amendable equation set, one has to transform the
Boltzmann transport equation with the method of moments into an equivalent
infinite set of equations and cut it at a certain moment. This set of equation has
to be closed at its highest moment with a so-called closure relation, which is nor-
mally chosen by a heated Maxwellian distribution function. Concerning modern
devices, this presents a rather crude approximation for the distribution function.
One has to note, that this assumption leaves the lower order equations untouched,
while the complete information of the higher order equations has to be bundled
into the closure relation.

• Anisotropy: Equipartition of the energy is assumed for modeling of the temper-
ature tensor. It has been demonstrated that such an approximation is invalid for
n+− n− n+ structures and MOS transistors. Due to the only indirect influence
on the drain current in MOS transistors and a missing influence on the current
in n+− n− n+ structures, anisotropy has been addressed as an issue with neg-
ligible importance. However, the carriers penetrate much deeper into the bulk
than predicted by Monte Carlo simulations, thus effecting the modeling of the
energy-dependent parameters such as the mobility and impact ionization [76].
E.g., for partially depleted SOI transistors, this assumption does not hold and
the Energy Transport models can not reproduce the transfer characteristics ac-
curately. Despite the difficulty to treat the temperature tensor rigorously with
additional equations for each temperature tensor component, empirical correc-
tions offer promising results [76, 161].
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• Drift energy: Due to the diffusion approximation, most Energy Transport models
neglect the drift energy. Examination reveals that the drift energy can contribute
up to 30% of the total energy inside the channel region [16, 204].

• Velocity overshoot: As a consequence of the afore mentioned approximations,
like the truncation of the equations system, the applied closure relation, and the
modeling of the transport parameters, the Energy Transport models tend to over-
estimate the velocity overshoot and expose a spurious velocity overshoot (SVO)
at the end of the channel region of n+−n−n+ structures. Contrary, for MOS tran-
sistors the SVO coincides with the velocity overshoot at the end of the channel
and is therefore not explicitly visible.

• Hot carrier effects: Since the Hydrodynamic Transport and Energy Transport
models utilize only the first two moments of the energy distribution function
it is hard to model hot-carrier effects. It can be demonstrated that the energy dis-
tribution function is not uniquely defined by the concentration and the average
energy. Due to the dependence on the shape of the distribution function, hot-
carrier effects like impact ionization, are destined to fail, if the employed model
relies exclusively on the average energy. In such cases the extension of the En-
ergy Transport model to a Six-Moments Transport model elevates the accuracy
significantly.

5.5 Six-Moments Transport Model

In order to overcome the limitations of the Hydrodynamic Transport model, two fur-
ther moments can be included in the equation system. The resulting model contains
six moments and is therefore called Six-Moments Transport model. Substituting the
fourth moment E 2 into (1.48) delivers the second-order energy balance equation:

∂t
〈〈

E 2〉〉+ ∇r
〈〈

vE 2〉〉− 〈〈
v∇rE

2〉〉+
〈〈

∇rE ∇pE 2〉〉+ sα q
〈〈

∇pE 2〉〉∇pϕ̃

= −n

〈〈
E 2

〉〉− 〈〈
E 2

0

〉〉
τ2

. (1.83)

Reexpressing ∇rE 2 = 2E ∇rE , the second-order energy balance equation takes the
following form:

∂t (nw2)+ ∇r (nV2)+ sα qnV1∇rϕ̃ + n
w2 −w2,0

τ2
= 0. (1.84)

The second-energy flux equation can be deduced by inserting the fifth moment pE 2

into (1.49):

∇r
〈〈

v⊗pE 2〉〉︸ ︷︷ ︸
(1)

−〈〈
v∇r ⊗pE 2〉〉︸ ︷︷ ︸

(2)

+
〈〈

∇rE
2∇p ⊗pE 3〉〉︸ ︷︷ ︸

(3)

+sα q
〈〈

∇p ⊗pE 2〉〉∇rϕ̃︸ ︷︷ ︸
(4)

= −
〈〈

pE 2
〉〉

τ4
, (1.85)
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Each term on the left hand side of (1.85) is gained by the same assumptions as for
the energy flux equation. The first term can be approximated by:

∇r
〈〈

v⊗pE 2〉〉 ≈ 1
d

∇r
〈〈

Tr
(
v⊗pE 2)1〉〉

= AH3∇r (nw3) , (1.86)

while the second and third term can be neglected due to their mutual cancella-
tion. The fourth term on the left hand side of (1.85) is substituted via the following
expression:

sα q
〈〈

∇p ⊗pE 2〉〉 ≈ (1 + 2AH2)nw2∇rϕ̃ . (1.87)

Embracing now all contributions yields the second-order energy flux equation:

nV2 = −μ2

q
H3 A∇r (nw3)− sαnμ2 (1 + 2AH2)w2∇rϕ̃ . (1.88)

μ2 denotes the second-order flux mobility and is define via qτ4/m∗
n,p. The

Six-Moments Transport model exhibits the following set of equations:

∂t (nw0)+ ∇r (nV0) = −R, (1.89)

nV0 = −μ0

q
H1 A∇r (nw1)− sαnμ0w0∇rϕ̃ , (1.90)

∂t (nw1)+ ∇r (nV1)+ sα qnV0∇rϕ̃ + n
w1 −w10

τ1
= 0, (1.91)

nV1 = −μ1

q
H2A∇r (nw2)− sαnμ1 (1 + AH1)w1∇rϕ̃ , (1.92)

∂t (nV2)+ 2sα qV1∇rϕ̃ + n
w2 −w20

τ2
= 0, (1.93)

nV2 = −μ2

q
H3A∇r (nw3)− sαnμ2 (1 + 2AH2)w2∇rϕ̃ . (1.94)

As before, one has to choose an extra closure relation to define the highest moment
in the equation system. This is performed for the Six-Moments Transport model
by the deviation of the carrier distribution function from a heated Maxwellian dis-
tribution, which is defined by the kurtosis β. The kurtosis β of a one-, two-, and
three-dimensional electron gas is defined as:

β1D =
1
3

w2

w2
1

, β2D =
1
2

w2

w2
1

, and β3D =
3
5

w2

w2
1

. (1.95)

The prefactors 1/3, 1/2, and 3/5 serve as normalization factors, respectively.
Assuming a heated Maxwellian distribution and parabolic bands the kurtosis is
equal to unity. For realistic devices the kurtosis range is [0.75,3], portending strong



1 Classical Device Modeling 23

deviations from a heated Maxwellian distribution. This leads to the following
closure relation for the Six-Moments Transport model:

w1D
3 =

15
8

(kBTn)3 βc, w2D
3 = 6 (kBTn)3 βc, and w3D

3 =
105
8

(kBTn)3 βc. (1.96)

c denotes a fit factor, where it has been found in [70, 125] that a value of c = 2.7
yields good results for w3 in the source and channel regions.

6 The Analogy Between the Drift–Diffusion Transport Model
and the Poisson–Nernst–Planck Model

The Poisson–Nernst–Planck [36, 41, 182] model describes the charge distribution
and charge transport phenomena in electrolytes. It can be deduced by an averaging
procedure from a Langevine model [182]. During the ensemble averaging process
the many independent realizations of the stochastic system are bundled and lead to a
continuous and steady state description of the system mathematically analog to the
Drift–Diffusion Transport model. Instead of the electron and hole assisted charge
transport in semiconductors, in electrolytes the ionic components are the charge
carriers responsible for the transport and analogously to the Drift–Diffusion Trans-
port model gradients in the electrostatic potential and the spatial concentration of
the charged carriers raise forces, trying to extinguish the imbalance. Hence, similar
physical conditions lead to a similar mathematical description of the system.

For a binary salt (e.g. NaCl) the Poisson–Nernst–Planck equation system may be
written as [36]:

j± = −D± (∇c± + z±c±∇ϕ) , (1.97)

∇ · (ε∇ϕ) =
F2

ε0RT
(c−− c+) , (1.98)

∇ · j± = 0. (1.99)

j± denotes the ionic flux, D± describe the diffusion coefficients, c± the ionic charge
distributions, and z± the valency of the ion types, respectively. F stands for the
Farrady constant, R describes the gas constant and T depicts the temperature of
the liquid. In the equation system (1.97)–(1.99) has been assumed that the ionic
components are fully dissolved and thus there is no generation-recombination term
like in (1.15) and (1.16) and all transient effects are subsided.

Although, there is no doping profile like in common semiconductor devices, and,
therefore, no C term in (1.97) like in (1.2), the boundaries of typical domains are
charged, either due to differences in the work functions of the solute and the domain
wall or through open binding sites at the surface of the boundaries (site-binding
model by Yates [237]).
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One of the application fields of the Poisson–Nernst–Plank model is the des-
cription of transport phenomena in natural and artificial nanopores/ion channels
[36, 41, 182]. Biological ion channels constitute the key to understand and control
the interaction between cells and their environment. They serve as gateways for var-
ious stimuli and the exchange of nutrition and secretion. Ion channels can be opened
and closed to the flow of ions in a reliable and reversible manner by certain stimuli.
In the open state many ion channels are restrictive to the conducted ion type: Some
only conduct anions but not cations and vice versa, or are even more distinct and
allow only one certain type to permeate. It was shown that artificial nanopores are
feasible and exhibit similar behavior to biological ion channels. For instance, artifi-
cial ion channels are able to rectify electric current [13,194–197] or pump potassium
ions against concentration gradients in response to a harmonically with time oscil-
lating field [198]. Parameters like the amount of pores, their size and shape can be
controlled within a few nanometers [198].

The analogy between the Drift–Diffusion Transport model and the Poisson–
Nernst–Plank model stands out even more clearly by comparing the scaled equations
of both descriptions [20, 184].

7 Modeling of Transport Parameters

The transport models presented in the previous sections exhibit various material
parameters like mobilities. In order to obtain a sufficiently accurate and reliable
device simulation one has to thoroughly describe these parameters. Most sufficiently
accurate analytical models are derived from theoretical considerations and verified
against data extracted from measurements.

7.1 Parameters for the Drift–Diffusion Transport Model

The carrier mobilities in semiconducting materials are determined by various phys-
ical mechanisms. The charge carriers experience scattering events by thermal lattice
vibrations, ionized impurities, neutral impurities, vacancies, interstitials, disloca-
tions, surfaces and with themselves. Furthermore mobility may depend on the
driving electric field: There is a mobility reduction due to the saturation of the drift
velocity of warm and hot carriers. Even though rigorous first principle models for
the carrier mobilities are available, they are complicated and hard to implement and
therefore often replaced by less demanding empirical expressions which are fitted
to experimental data [185].
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7.1.1 Carrier Mobilities

Due to the overwhelming complexity of rigorous models, we will also stick to the
more appealing engineering approach handling the mobilities by fitted empirical
models. Commonly it is assumed that the effective carrier mobility can be written as:

μLISF
ν = μLISF

ν
(
μLIS

ν
(
μLI

ν
(
μL

ν
)))

. (1.100)

ν denotes the charge carrier type (electrons or holes), and μLISF
ν depicts the effective

mobility influenced by lattice scattering (L), ionized impurity scattering (I), surface
roughness scattering (S) and carrier heating (F). This multi-level approach implies
that the different scattering mechanisms can be separated and the effective mobilities
can be obtained via consecutive sophistication of the model by including additional
scattering mechanisms.

Lattice Scattering

Atoms in the semiconductor lattice vibrate around their equilibrium positions. Due
to these oscillations, even in pure and perfectly ordered semiconductors, carriers are
scattered by the vibrating lattice and the lattice mobility μL

ν depends on the lattice
temperature. For simulation applications, an empirical power law is convenient
[184]:

μL
ν = μ0

ν

(
T

300K

)−αν

, ν = n, p. (1.101)

The parameters μ0
ν and αν exhibit a certain spread of values [184]. For instance, the

parameters for the electron mobility are frequently in the range 1,240cm2 (Vs)−1 <
μ0

n < 1,600cm2 (Vs)−1 and 2.2 < αn < 2.6 for silicon. A possible explanation lies
in the stochastic nature of the device fabrication process and the measurement itself.
Corresponding parameters for III–V semiconductors can be found in [158].

Ionized Impurity Scattering

The mobility reduction in semiconductor devices due to scattering by charged
impurities is a major effect. The influence of lattice and impurity scattering must
be combined in an appropriate way in order to gain an effective mobility.

Caughey and Thomas introduced an empirical model which is able to fit the
experimental data [34]. The exploited empirical expression is:

μLI
ν = μmin

ν +
μL

ν −μmin
ν

1 +
(

NI
Nref

ν

)α

ν

, (1.102)
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where:

NI = ∑
i
|Zi|Ni (1.103)

is the sum over all charged impurities and Zi denotes the charge state of the impurity.
For example, single ionized impurities (e.g. boron, phosphorus and aluminum in
silicon) |Zi| = 1. The Caughey and Thomas model requires three free parameters
in order to fit the experimental data. Typical values for silicon at room temperature
are μmin

n = 80cm2 (Vs)−1, Nref
n = 1.121017 cm−3 and αn = 0.72 for electrons and

μmin
p = 45cm2 (Vs)−1, Nref

p = 2.231017 cm−3 and αn = 0.72 for holes.
Lombardi introduced an alternative mobility description for silicon in [136],

based on the Matthiessen rule, and optimized for numerical simulations. The mo-
bility model after Masetti [141] extends the description of Caughey and Thomas to
high doping concentrations. For III–V semiconductors the required parameters can
be found in the book by Palankovski and Quay [158].

Surface/Interface Scattering

The finite spatial dimensions of a semiconductor cause the perfect crystal periodic-
ity to break at the crystal surfaces. The interfaces between different materials exhibit
different lattice constants and thus lead to ineluctable imperfections. These imper-
fections have a huge impact, if the current is flowing primarily close to the interface,
as commonly in modern MOSFETs. Usually, the mobility along a surface is signifi-
cantly smaller than in the center of the crystal. The transition from the high mobility
region in the bulk to the low mobility region at the surface is smooth.

An empirical model describing such a smooth transition depending on the depth
has been proposed by [184]:

μνLIS =
μref

ν +
(
μLI

ν −μref
ν

)
(1−F(y))

1 + F(y)
(

Sν
Sref

ν

)γν
. (1.104)

The depth dependence F(y) is defined by:

F(y) =
2 exp

(
− y2

yref2

)

1 + exp

(
−2 y2

yref2

) , (1.105)

where the parameter yref is in the typical range from 2 to 10nm. The pressing forces
Sn and Sp are equal to the magnitude of the normal field strength at the interface,
if the carriers are pulled by it otherwise they are zero. The parameters are fitted to
experimental data.
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Also the mobility model after Lombardi [136] can be employed due to the
inclusion of surface acoustic phonon scattering and surface roughness scattering. An
overview about the vast number utilized mobility models is documented in [100].

Field Dependent Mobility

The carrier energy can be split into two basic contributions, the thermal energy,
which is related to the random thermal motion of the carriers, and the kinetic energy,
describing the kinetic energy of the charge carriers mv2

2 . So the average energy per
particle is given by:

w =
3
2

kBTn +
1
2

mv2, (1.106)

where Tn denotes the carrier temperature. Exerting the charged particles to an elec-
tric field, accelerates them and thus increases the kinetic energy, while scattering
events convert kinetic energy to thermal energy and increase the carrier tempera-
ture. For weak electric fields the mobility is constant with respect to the field, and
therefore the relation between the velocity and the electric field is linear.

Compared to the movement caused by the externally applied electric field the
thermal velocity of electrons and holes is large and hence the carrier temperature is
equal to the lattice temperature.

For large electric fields the relationship between the electric field and the carrier
velocity begins to deviate from linear and saturates for very high fields. Within a
simulation framework this effect is normally taken care of by a field dependent
mobility.

Also here empirical mobility expressions are employed whose parameters are
determined by fitting experimental data. A widely used expression was introduced
by Caughey and Thomas [34]:

μLISF
ν (E) =

μLIS
ν(

1 +
(

μLIS
ν E
vsat

ν

)βν
)1/βν

, (1.107)

or an alternative formulation by Jaggi [108, 109]:

μLISF
ν (E) =

2μLIS
ν(

1 +
(

2μLIS
ν E

vsat
ν

)βν
)1/βν

. (1.108)

Both expressions contain the same parameters, the low-field mobility μLIS
ν and the

saturation velocity vsat
ν , respectively. These parameters pose the low-field and high-

field limits of the carrier velocity as a function of the electric field:

lim
E→0

μLISF
ν (E) = μLIS

ν , lim
E→∞

vν(E) = lim
E→∞

μLISF
ν (E)×E = vsat

ν . (1.109)
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Silicon at room temperature is characterized by the following parameters: vsat
n =

107 cms−1, βn = 2, vsat
p = 8 × 106 cms−1 and βp = 1. For high electric fields

both models (1.108) and (1.109) reach asymptotically μν
LISF ∼ 1/E as previously

asserted.
For higher order transport models, the description of mobility becomes more

complex due to the dependence on the carrier temperature [15, 16, 83, 84, 132, 213].

7.1.2 Carrier Generation and Recombination

Generation-recombination phenomena are involved in many fundamental effects
like leakage current and device breakdown. In thermal equilibrium there is a
dynamic balance between the generation and recombination of electron–hole pairs,
which yields into an equilibrium concentration n0 for electrons and p0 for holes:

n0 = Nc exp

(
EF −Ec

kBTn

)
= ni exp

(
EF −Ei

kBTn

)
, (1.110)

p0 = Nv exp

(
Ev −EF

kBTn

)
= pi exp

(
Ei −EF

kBTn

)
. (1.111)

Nc/Nv, and ni/pi denote the effective DOS for the conduction and valence band and
the intrinsic concentrations for electrons and holes, respectively, while Ei describes
the intrinsic energy. The product of the equilibrium concentrations for electrons and
holes results in

n0 p0 = Nc Nv exp

(
Ec −Ev

kBTn

)
= n2

i , (1.112)

with the introduction of the intrinsic concentration:

ni =
√

NcNv exp

(
− Eg

2kBTn

)
. (1.113)

Equations (1.110) and (1.111) are based on Boltzmann statistics and thus are only
valid for non-degenerate semiconductors.

If the electron and hole concentrations differ from their equilibrium concen-
trations, the balance of generation and recombination rates is disturbed. Regions
exhibiting excess carriers (n p > n2

i ) will experience mainly recombination while
regions with a carrier deficiency (n p < n2

i ) will encounter a domination of the gen-
eration process.

Various physical mechanisms can cause the generation/recombination of an
electron–hole pair. For instance, the absorption or emission of a photon, the absorp-
tion or emission of a phonon, three particle transitions, and transitions assisted by
recombination centers. The impact of these mechanisms depends on the operation
conditions and the properties of the employed materials.

The transition from the valence band to the conduction band requires energy. The
needed amount of energy to lift an electron from the valence band to the conduction
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band or a hole from the conduction band to the valence band is at least the band gap
energy Eg. This energy can be gained by several means:

• Photons: Each photon carries an energy of h̄ω . If the energy of the photon is
equal or greater than the band gap energy Eg, an electron absorbing photon is
able to raise into the conduction band.

• Phonons: Phonons represent the quantization of thermal lattice vibrations and are
able to transfer energy to the charge carriers.

• Collisions: An electron in the conduction band with high energy is able to transfer
enough energy to an electron in the valence band, so that it is elevated into the
conduction band.

Trap Assisted Recombination and Generation

Silicon and Germanium are indirect semiconductors and it was experimentally
found that these materials primarily generate and recombinate electron–hole pairs
via trap centers. This so-called Shockley–Read–Hall generation-recombination
mechanism is called after the authors who constituted the theory [81, 189]. The
indirect generation-recombination process is a non-radiative process and can be
separated into four independent processes (Fig. 1.2):

(a) Electron Capture: An electron jumps from the conduction band into an unoccu-
pied trap state and fills it.

(b) Electron Emission: An electron occupying a trap site elevates into the conduc-
tion band and leaves the trap state empty.

(c) Hole Capture: An electron jumps from a trap site into an unoccupied valence
band site, neutralizes a hole and leaves the trap site empty.

(d) Hole Emission: An electron from the valence band is lifted into the trap site
occupies it and generates a hole in the valence band.

The reaction rates are given by:

va = ka nN0
t (electron capture), (1.114)

vb = kb N−
t (electron emission), (1.115)

dc

ba

Fig. 1.2 The transition process can be split up into four partial processes
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vc = kc pN−
t (hole capture), (1.116)

vd = kdN0
t (hole emission), (1.117)

where Nt0 denotes the concentration of neutral traps and N−
t describes the con-

centration of occupied traps. The total trap concentration Nt is calculated by Nt =
N0

t +N−
t . The fraction of occupied traps is defined as ft = N−

t /Nt , 1− ft = N0
t /Nt .

The rate equation va describes the electron capture rate and assumes that the trans-
mission rate is proportional to the number of carriers in the conduction band n and
the number of neutral (free) traps N0

t . The electron emission rate vb is expected to be
proportional to the number of electrons N−

t in the traps exclusively, due to the ma-
jority of empty states in the conduction band (i.e. the distribution function f is close
to zero, hence 1− f is close to 1). A consideration for holes is similar. The principle
of detailed balance is valid for thermal equilibrium and allows the assumption of:

veq
a = veq

b , veq
c = veq

d . (1.118)

Thus, we obtain:

kb = ka n0
1− ft,0

ft,0︸ ︷︷ ︸
n1

, (1.119)

kd = kc p0
ft,0

1− ft,0︸ ︷︷ ︸
p1

, (1.120)

with the auxiliary concentrations n1 and p1. ft,0 describes the fraction of occupied
traps in thermal equilibrium. With the aid of the definitions (1.119) and (1.120) the
net recombination rates can be expressed as:

RSRH
n = va − vb = ka Nt (n (1− ft)−n1 ft ) , (1.121)

RSRH
p = vc − vd = kc Nt (p ft − p1 (1− ft)) . (1.122)

From a general viewpoint the recombination rates RSRH
n and RSRH

p are not automati-
cally equal. This is taken into account by an additional conservation equation to the
semiconductor equations:

∂N−
t

∂ t
= RSRH

n −RSRH
p , (1.123)

which has to be considered in the whole domain. Provided that the system is in
steady state, the time derivative vanishes and the net recombination rate of electrons
is equal to the net recombination rate for holes. Under these circumstances one can
calculate the trap occupancy function explicitly:

ft =
ka n + kc p1

ka (n + n1)+ kc (p + p1)
. (1.124)
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After introducing the carrier lifetimes τ−1
p = ka Nt and τ−1

n = kc Nt one is able to
write down the recombination rate after Shockley and Read [189], and Hall [81]:

RSRH =
n p−n2

i

τp (n + n1)+ τn (p + p1)
. (1.125)

Traps are defined by defects with an energy level Et and their concentration Nt .
The interaction of carriers and trap centers is described by the capture cross section
σn for electrons and σp for holes and linked to the rate constants and the carrier
lifetimes by:

ka = σnvn
th, τ−1

b = σnvn
th Nt , kc = σpvp

th, τ−1
d = σpvp

th Nt , (1.126)

with the thermal velocities vn
th and vp

th for electrons and holes, respectively.
Presuming that np > n2

i the recombination rate is larger than zero, thus recom-
bination takes place until np = n2

i . On the other hand if np < n2
i the generation is

dominant which means that the carrier concentration increases until np = n2
i again.

The carrier lifetimes τn and τp determine the transient response of the material in the
non-equilibrium case. The smaller the carrier lifetime the bigger the recombination
rate becomes and, hence, the faster the material gains equilibrium again.

Photon Transition

Direct generation/recombination can be associated with photon emission or absorp-
tion. Direct band to band transitions are only of importance for direct bandgap
semiconductors like GaAs, due to the relatively small momentum of photons. In
silicon and germanium the direct generation-recombination mechanism is therefore
negligible. Starting with the electron–hole reaction:

e− + h+ � 0, (1.127)

two distinct processes are available:

(a) Electron–Hole Recombination: An electron moves from the conduction band
into the valence band and neutralizes a hole.

(b) Electron–Hole Generation: An electron from the valence band absorbs a pho-
ton which exhibits an energy larger than the bandgap energy and moves to the
conduction band leaving a hole in the valence band.

The rate constants kopt
a and kopt

b allow a description of the rate equations for opti-
cal generation/recombination:

va = kopt
a (T )n p, (1.128)

vb = kopt
b (T ). (1.129)
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These two rates have to be equal in thermal equilibrium:

va,0 = vb,0 → kopt
a n2

i = kopt
b . (1.130)

This way the net recombination rate results in:

Ropt = va,0 − vb,0 = kopt
a

(
n p−n2

i

)
. (1.131)

Here, once more the term
(
n p−n2

i

)
appears, which takes care of driving the system

back into equilibrium.

Auger Generation-Recombination

The Auger generation-recombination is a three particle process, but only two move
from one band to another. The third particle provides or receives the excess energy
and moves to another energy level within the same band, where it releases its energy
to thermal vibrations in the case of recombination. In the following we describe the
direct band to band Auger process which is also known as phonon-assisted Auger
process. This process is covered by four partial reactions:

2e− + h+ � e− (1.132)

e− + 2h+ � h+ (1.133)

(a) Electron Capture: An electron from the conduction band jumps into the valence
band. The excess energy is transferred to another conduction band electron
while the electron in the valence band neutralizes a hole.

(b) Electron Emission: A valence band electron gains energy from a high energetic
conduction band electron and is lifted into the conduction band, leaving a hole
behind.

(c) Hole Capture: An electron from the conduction band moves to the valence band.
The excess energy is transferred to another hole. The new electron in the valence
band neutralizes a hole.

(d) Hole Emission: A valence electron is lifted by a high energetic hole into the
conduction band. A new hole remains in the valence band.

The reaction rates are written with the rate constants cn, en, cp and ep as follows:

va = cn n2 p (electron capture), (1.134)

vb = en n (electron emission), (1.135)

vc = cp p2n (hole capture), (1.136)

vd = ep p (hole emission). (1.137)
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the n2 p term in (1.134) is caused by the need for two electrons from the conduction
band and one hole from the valence band. On the other hand, although there are two
electrons involved in the electron emission process in (1.135), only one electron
from the conduction band participates.

Assuming thermal equilibrium, the principle of detailed balance demands:

va,0 = vb,0 → cnn2
i = en, (1.138)

vc,0 = vd,0 → cpn2
i = ep. (1.139)

The constants cn and cp denote the Auger coefficients and the net recombination
rate for the Auger process is expressed as:

RAu = va − vb + vc − vd = (cnn + cpp)
(
np−n2

i

)
. (1.140)

Once more the
(
np−n2

i

)
term emerges and models the tendency of the system to

reach an equilibrium. Commonly employed values for silicon at room temperature
are cn = 2.9×10−31 cm6 s−1 and cp = 9.9×10−32 cm6 s−1.

Impact Ionization

Impact ionization is a process only generating electron–hole pairs via high energetic
carriers. In the microscopic picture there is no difference between Auger generation
and impact ionization. The difference is related to the energy sources. The Auger
generation process was deduced with the aid of the principle of detailed balance,
which is only valid in thermal equilibrium, while impact ionization is a typically
non-equilibrium process requiring large fields.

For impact ionization two partial processes have to be taken into account:

e− ⇀ 2e− + h+, (1.141)

h+ ⇀ 2h+ + e−. (1.142)

(a) Electron Emission: A valence electron consumes energy from a high energetic
electron in the conduction band and jumps into the conduction band, leaving a
hole behind.

(b) Hole Emission: A valence electron moves to the conduction band by the energy
from an high energetic hole in the valence band. A hole is generated in the
valence band.

Even though these two partial processes are equivalent to the Auger processes (b)
and (d), for modeling impact ionization, the reaction rates are differently expressed
in the framework of the Drift–Diffusion Transport model:

va = αn
jn

q
, (1.143)

vb = αp
jp

q
. (1.144)
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αn and αp depict the ionization coefficients for electrons and holes. They are given
by the reciprocal of the average distance carriers travel between successive ioniza-
tion events. An electron generates on average one electron–hole pair, when it travels
of 1/αn. The total generation rate is determined by:

GII = va + vb =
αn

q
|jn|+ αp

q

∣∣jp
∣∣ . (1.145)

Thus the impact ionization rate is proportional to the current densities, while the
Auger generation is proportional to the carrier concentrations (1.135) and (1.137).
Therefore, Auger generation takes place in regions with high mobile carrier concen-
trations and not necessarily high current densities, while impact ionization requires
a significant current flow. Theoretical and experimental surveys indicate an expo-
nential dependence of the ionization coefficients on the electric field:

αn = An exp
(
−(Bn/E)βn

)
, αp exp

(
−(Bp/E)βp

)
. (1.146)

E = E · j/|j| denotes the field component along the direction of the current flow.
Chynoweth [40] found the exponents βn and βp to be unity on the basis of large
experimental data sets. Shockley supports these findings by theoretical considera-
tions [187], while Wolff predicts them to be two via a different approach [230].

Practically, βn and βp are adjusted between one and two in order to get a good
matching to experimental data. Typical values for silicon at room temperature are
An = 7.03× 105 cm−1, Bn = 1.231× 106 Vcm−1, βn = 1, Ap = 6.71× 105 cm−1,
Bp = 1.693×106Vcm−1 and βp = 1.

In the case of III–V semiconductors the work from Palankovski and Quay [158]
provides the necessary data. Due to the non-trivial dependence on several quantities,
modeling of the parameters is much harder for higher order transport models [67,
69, 72].

7.1.3 Modeling Biologically Sensitive Field-Effect Transistors

There are two common approaches for simulating biochemical systems. In the first,
microscopic approach, every molecule is characterized by its electrostatic prop-
erties and free to move within the solute, trying to minimize the acting forces
between them and, thus, minimizing the energy of the system. This is typically
accomplished by a stochastic Monte Carlo process [134]. In the second macro-
scopic approach the system is characterized by a set of partial differential equations
with well chosen boundary conditions. While the description of the system via its
fundamental electrostatic interaction between single molecules is beneficial, the re-
quired amount of memory and the rather poor convergence rate in comparison to
other methods (∝ 1√

N
, N is the sample size) pose computational problems. The vast

amount of molecules/atoms in the solute is the reason for the high memory con-
sumption. 1ml of water contains about ≈3.351022 of water molecules. Therefore,
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many simulations restrict to the molecules of interest and describe the surrounding
water molecules by an average relative permittivity of ∼80, but the overall memory
consumption is still quite high due to the fact that macromolecules regularly contain
several thousand atoms. There are further ways to reduce the memory consumption,
however, it remains an issue, so one is restricted to small volumes and/or short time
scales (∼10−15 s, [77, 241]).

On the contrary, the approach based on differential equations is less time and
memory consuming, but neglects the quantized structure of the system and treats
quantities as continuous. This complicates the description of the interaction between
the molecules and also can lead to problems at low buffer concentrations [228]. We
will follow the second approach below.

At first one has to identify the different parts of the simulation domain and
classify them. There are: the zone where the macromolecules are contained, the
region comprising the buffer, the dielectric and the semiconducting region (shown
in Fig. 1.3). The devices are in the micrometer regime, even biologically sensitive
field-effect transistors (BioFETs) utilizing nanowires commonly exhibit a length
in the micrometer regime [56, 80, 203, 238] and therefore it is valid to model the
semiconducting part via the Poisson equation, describing the charge distribution
within the semiconductor, and the Drift–Diffusion Transport model taking care of
the charge transport at least along the carrier transport direction [184, 214]. The di-
electric is assumed to be a perfect isolator without charges modeled with the Laplace
equation. The Stern layer4 is covered by the Laplace equation and a relative permit-
tivity of εAna ≈ 80 in order to guarantee a minimal distance of the charged zone
holding the macromolecules to the oxide interface. Depending on the preparation
of the device there can be charges at the oxide interface (q.v. site-binding model).
Frequently the surface sites are passivated before the macromolecules are attached

Stern Layer

Analyte

Dielectric

Semiconductor

Analyte +
Macromolecules

Fig. 1.3 Illustrating the different simulation zones

4 Stern was the first to recognize, that the finite dimensions of dissolved ions cause a layer depleted
from charges at interfaces (q.v. Sect. 8.2).
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to avoid perturbing charge accumulation at the open oxide sites and to prepare the
surface with certain functional groups allowing to attach (link) the macromolecules
to the surface. The dimensions of the zone holding the charged macromolecules
and their charge density can either be obtained by measurements or has to be es-
timated from the partial charge of a single macromolecule, derived from a protein
data bank [167], and extrapolated. This zone and the rest of the electrolyte region
are covered by several modeling approaches and will be explained in the sequel.

Poisson–Boltzmann Model

The Poisson–Boltzmann model is probably the most prominent one. For several
mMol salt concentrations upwards it yields good results based on the assumption
that the dissolved buffer ions are in thermodynamical equilibrium with their envi-
ronment and only depend on the local potential. This premise allows to describe the

buffer as sum over all ionic species weighted with Boltzmann type terms e
qΨ
kBT and

their valences:

ε0∇ · (εAna∇Ψ (x,y)) = − ∑
ξ∈S

ξ q c∞
ξ e

−ξ q
kBT (Ψ(x,y)−Ψμ ) + ρSpace(x,y). (1.147)

ξ is the valence of the ions in the electrolyte, Ψμ is the chemical potential, c∞
σ is

the ion concentration in equilibrium, while εAna ≈ 80 is the relative permittivity of
water. ρSpace represents the average space charge density in the simulation zone,
where the charged macromolecules are contained.

Poisson–Boltzmann Model with Sheet Charge

If the charged macromolecules are directly linked to the surface and not dispensed
in a gel, the zone height is typically in the deca- nanometer regime. Therefore, it will
be extremely small compared to the rest of the device dimensions and it is justified to
save mesh points by substituting this region by an equivalent sheet charge σSheet(x)
at the surface y0:

ε0∇ · (εAna∇Ψ (x,y)) = − ∑
ξ∈S

ξ q c∞
ξ e

−ξ q
kBT (Ψ(x,y)−Ψμ ) + σSheet(x)δ (y− y0).

(1.148)

Poisson–Boltzmann Model with Homogenized Interface Conditions

A similar but somewhat refined model is derived in [88, 89, 172]. The authors han-
dled the multi-scale problem by exchanging the fast varying charge distribution
at the surface (e.g. Proteins or DNA fragments scattered over the functionalized
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surface) by two interface conditions. These interface conditions describe the effects
of the charge and the dipole moment of the biofunctionalized layer containing the
charged macromolecules:

εOxid ∂yΨ(0−,x)− εAna∂yΨ(0+,x) = −C(x)
ε0

, (1.149)

Ψ(0−,x)−Ψ(0+,x) = − Dy(x)
εAnaε0

. (1.150)

Here, Ψ (0−) denotes the potential in the oxide, while Ψ(0+) relates to the po-
tential in the solute. The first equation describes the jump in the field, while the
second introduces a dipole moment causing a shift of the potential (which can be
accounted for by adjusting the potential in the analyte). C(x) is the averaged (ho-
mogenized) charge density at the dielectric–electrolyte interface and can either be
determined by experimental data or derived from first principle calculations via a
data set from a protein data bank [167]. Dy(x) expresses the averaged perpendicular
dipole moment density and has to be gained from first principle calculations. For in-
stance, the adaptive Poisson–Boltzmann Solver (APBS) [18,94,95] allows to assign
partial charges to every atom for the desired macromolecule, and thus the calcula-
tion of the overall charge and in conjunction with the relative distances between the
atoms also the dipole moment of the molecule. This charge and dipole moment can
be extrapolated to the mean charge and mean dipole moment assuming an average
distance between the macromolecules.

Extended Poisson–Boltzmann Model

The extended Poisson–Boltzmann model [228] is able to include the average closest
possible approach of two ions in the liquid. This allows to include the Stern layer
within this formulation without the need to add an ion free zone between the dielec-
tric and the region where the Poisson–Boltzmann model is calculated. Furthermore,
the minimal possible distance between two ions a is in this model a fit parame-
ter and can therefore account for the varying screening behavior at different ionic
concentrations:

ε0∇ · (εana∇Ψ ) = 2qc∞
0

(
a− (a−1)cosh

(
qΨ

2kBT

))
sinh

(
qΨ

2kBT

)
(
(1−a)+ acosh

(
qΨ

2kBT

))3 . (1.151)

c∞
0 denotes the bulk ion concentration for a 1 : 1 salt, while a describes the closest

possible approach between two ions. In the limit lima→0 the Poisson–Boltzmann
expression is recovered. One has to mention that this formulation is limited to 1 : 1
electrolytes and therefore can not be applied to arbitrary buffers.
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Debye–Hückel Model

The Poisson–Boltzmann equation represents a nonlinear differential equation for
the electrostatic potential. Often there is a wish for a formulation which is numeri-
cally less demanding or offers quickly an analytical solution. This has been already
achieved by Debye and Hückel [43] in 1923, deriving a linearized version of the
Poisson–Boltzmann equation. Starting with the corresponding thermodynamical
potential, they rigorously deduced the Poisson–Boltzmann model and their equa-
tion by Taylor expansion of the exponential terms, neglecting contributions higher
than first order. This model is valid only for small potentials and relatively dilute
electrolytes:

ε0∇ · (εAna∇Ψ(x,y)) =
q2

kBT
(Ψ(x,y)−Ψμ) ∑

ξ∈S

ξ 2c∞
ξ + ρSpace(x,y). (1.152)

From (1.152) two important properties can be gained. Firstly, the Debye
length λD:

λD =

√
kBTε0εAna

q2 ∑ξ∈S ξ 2c∞
ξ

or in terms of ionic strength (see (1.155)) (1.153)

=

√
kBTε0εAna

2q2I
. (1.154)

The Debye length λD states a characteristic length for the electrolytic system. It is
the length at which the charge density and also the electric potential of an ion
atmosphere reduces to 1/e.

This approach offers the possibility to estimate the maximal distance of a charged
macromolecule to the dielectric-electrolyte interface before its charge is entirely
screened by counter ions, or in the case of very large macromolecules (e.g. DNA) to
estimate the amount of charge coupled into the semiconductor. The Debye length λD

influences the double layer thickness and increases the concentration of the counter
ions5 comprising the double layer.

The second parameter has already been introduced in (1.154) and describes the
ionic strength of the electrolyte. The ionic strength of an electrolyte is defined as:

I(x) =
1
2 ∑

ξ∈S

ξ 2c∞
ξ (x). (1.155)

The ionic strength describes the strength of a solution as a function of ion
concentration and ion valence. It is one of the main characteristics of a solution

5 A counter ion is the ion that accompanies an ionic species in order to gain charge neutrality. For
instance, in sodium chloride, the sodium cation is the counter ion of the chlorine anion and vice
versa.
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Fig. 1.4 Depicting the relation between the ion concentration for a 1 : 1 electrolytic solution and
the Debye length λD. Increasing the salt concentration reduces the repulsion between complemen-
tary DNA strands and accelerates the hybridization events, but also decreases the Debye length λD
and thus the device signal

containing dissolved ions and influences many important properties like the disso-
ciation or solubility of different salts, and the double layer thickness (q.v. Sect. 8.2).
The strong deviations from ideality which are typically experienced for ionic so-
lutions described via the Debye–Hückel model are handled by the ionic strength.
Furthermore, it is related to electrokinetic phenomena, electroacoustic phenomena
in colloids and other heterogeneous systems and linked to the electric double layer.
The Debye length λD is inversely proportional to the square root of the ionic strength
(Fig. 1.4). Media with high ionic strength are employed to minimize the changes in
the activity quotient of solutes during tritration, which are more pronounced at lower
concentrations. Natural waters such as seawater have a non-zero ionic strength due
to the presence of dissolved salts, which significantly affects their properties.

Buffers and Ionic Strength

Commonly, an experiment is carried out in a so-called buffer solution. There are
several reasons for this. Enzyme reactions are very sensitive to the local temperature,
the local substrate concentration, and also to their chemical environment (e.g. pH).
Here, the buffer fulfills the function of stabilizing the pH of the solution at a certain
point and thus keeping the enzyme activity at its maximum. In the case of DNA
hybridization, the ions in the buffer gather around the single DNA strands and screen
partially the DNA charge. Therefore, the repulsion between two complementary
negatively charged single DNA strands is reduced and they can approach each other
close enough to enable the hybridization reaction.
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In summary, the use of buffer solutes is a way to control the chemical properties
of the environment in which the chemical reaction is conducted. Therefore, buffers
are significant ingredients in the description of BioFETs and knowing the ion con-
centrations and the ionic strength for a buffer is of general importance [26].

7.2 Parameters for the Energy Transport Model
and the Six-Moment Transport Model

A big advantage of the Drift–Diffusion Transport model is that, it only contains
the carrier mobilities μn,p. These parameter depend on various quantities such as
the applied electric field, temperature, and doping concentration. The mobility can
be measured as a function of these quantities and subsequently translated to fit pa-
rameters for analytical expressions. Unfortunately, this is not as easy for the higher
order transport models. In the following we use μ0 as abbreviation for μn,p and treat
electrons and holes with structurally the same formulas. In the case of the Energy
Transport model [132], two additional parameters are needed, the energy flux mo-
bility μ1 and the energy relaxation time τ1. They can not be directly measured and
therefore have either to be modeled [16, 83] or extracted from Monte Carlo sim-
ulations [111, 132, 213, 216]. The analytical models require parameters which are
adjusted to fit the experimental data of a particular application. The problem is that
there is no unique parameter set which fits all requirements.

For the sake of completeness we will start with the analytical description of the
parameters. Due to the analog description of electrons and holes, we will restrict
ourself to the modeling of electron parameters in the following.

Analytical Models for the Mobility

Two models are frequently used to describe the energy dependence of the mobility.
There is the model after Baccarani [15, 16]:

μ(Tn)
μLIS =

TL

Tn
(1.156)

and the model after Hänsch [83, 84]:

μ(Tn)
μLIS =

(
1− 3

2
μLIS

τ1v2
s

(
kBTL

q
+

2
5

ns
j

))−1

. (1.157)

Assuming homogeneous conditions the energy flux s is proportional to the particle
current [72]:

s
j

= −5kBTn

2q
. (1.158)
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Substituting (1.158) into (1.157) yields a simplified formulation:

μ(Tn)
μLIS =

(
1 +

3
2

μLISkB

qτ1v2
s

(Tn −TL)
)−1

. (1.159)

As demonstrated in [130, 132], (1.158) reproduces the mobility quite reasonably in
regions with increasing electric field, while for decreasing electric field, however, it
is better to employ (1.157) cf. [132, 212].

Another approach to model the mobility has been introduced in [213] and is
based on the separation of homogeneous and inhomogeneous parts of the mobility.
It is proposed to describe the collision term Cp as:

nCp =
j
μ

=
j

μ∗ + λpn∇ · Û, (1.160)

with μ∗ denoting the homogeneous mobility.
The ratio between the energy flux mobility μ1 and the mobility μ0 is usually

expressed via constant values in the range 0.79−1.0ps [132,213]. Tang et al. [213]
suggested to model the collision operator CpE as:

CpE = − qs
μ∗

1
+ λpE ∇ · R̂, (1.161)

which is analogous to (1.160). μ∗
1 denotes the homogeneous energy flux mobility.

The corresponding expressions for μ∗
1 and λpE are given in [213].

Analytical Models for Relaxation Times

Commonly used values of the energy relaxation time τ1 for silicon are in the
range 0.3−0.4ps, while in general values in the range 0.08−0.68ps have been em-
ployed [98]. The Monte Carlo simulations demonstrate that the constant relaxation
time assumption is quite reasonable [213]. However, there have been different en-
ergy expressions used. Baccarani et al. [15, 16] proposed for electrons:

τ1 (Tn) =
3
2

kBμ0

qv2
s

Tn TL

Tn + TL
+

m∗ μ0

2q
Tn

TL
. (1.162)

Employing (1.156) and (1.161) together yields the correct homogeneous limit.
Hänsch’s approach demands only an energy relaxation time τ1 independent of

the carrier temperature for (1.157) to reproduce the correct homogeneous limit.
Defining:

τE =
3kBμ0TL

2qv2
s

(1.163)
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and employing this to (1.157) and (1.159) results in a description equivalent to
Baccarani’s mobility model in the homogeneous case. A more detailed discussion
about the inconsistencies arising, when combining an energy-dependent mobility
and energy relaxation time models is found in [170]. On the basis of data from
Fischetti [50], Agostinelli proposed a model for the energy relaxation time for
silicon [4]:

τ1 (W )
1ps

=
{

0.172 + 2.656W −3.448W2, for W ≤ 0.4
0.68 , for W > 0.4

, (1.164)

with W = w/(1eV). Another fit to newer data from Fischetti has been shown by
Hasnat et al. [87] and is expressed via:

τ1 (W )
1ps

= 0.27 + 0.62W −0.63W2 + 0.13W3 + 0.01W4, (1.165)

exhibiting a maximum of approximately 0.42ps. The effects of relaxation time and
transport models on the performance of silicon bipolar transistors has been studied
in [177] in more detail.

Parameter Extraction from Monte Carlo Simulations

For the Six-Moments Transport model the parameter set extends and includes μ0,
μ1 and μ2 for the mobilities, H1, H2 and H3 as non-parabolicity factors in the flux
equations (1.90), (1.92) and (1.94), and τ1 and τ2 relaxation times employed in the
balance equations (1.89), (1.91) and (1.93). The parameters are difficult to model
due to their dependence on the shape of the distribution function, on the band struc-
ture, and on hot carrier effects. Furthermore, the mobilities and relaxation times
are scattering controlled. Simple empirical models are often non-satisfactory [71]
and in particular hard to compare against Monte Carlo simulations, due to the non-
matching results of the transport model with Monte Carlo data in the homogenous
case and the questionable extension of these models into the inhomogeneous case.

In order to avoid these problems Grasser et al. [69] extracted all physical pa-
rameters as a function of the doping concentration and the average energy from
homogenous Monte Carlo simulations. Due to the derivation of all model parame-
ters from bulk Monte Carlo simulations, the resulting transport models are free of
fit-parameters and yield a no knobs to turn description. Facing far too many pa-
rameters is an intrinsic property in many higher order transport models based on
analytical models for the mobilities and relaxation times [72].

Figure 1.5 illustrates the non-parabolicity factor dependence on the energy at an
electric field of 950kVcm−1. As can be seen the non-parabolicity factors, gained
from subband Monte Carlo simulations, head to unity for low energies and thus are
consistent with the parabolic band case, where the non-parabolicity factors are equal
to one [220].
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Fig. 1.5 H1, H2 and H3 in relation to the energy at an electric field strength of 950kVcm−1. At
low energies, the non-parabolicity factors head to unity. The presented non-parabolicity factors
have been extracted from subband Monte Carlo simulations [220]

Parameters for higher-order macroscopic transport models are displayed
in Figs. 1.6 and 1.7. The carrier mobility μ0 and the higher-order mobilities μ1
and μ2 are depicted as a function of the electric field |E| for different doping con-
centrations Nd (Fig. 1.6, [220]). For electric fields above 100kVcm−1 the values
of the mobilities exhibit no dependence on the doping concentration, while for low
fields and low doping concentrations, the carrier mobility is very high compared
to low fields and high doping concentrations. The energy flux mobility μ1 and the
second-order energy flux mobility μ2 are smaller than the carrier mobility μ0 at
low doping concentrations and low fields, whereas at low fields and high doping
concentrations the values of all mobilities are comparable.

Figure 1.7 depicts the relation between the relaxation times τ1 and τ2 for different
doping concentrations and as a function of the kinetic carrier energy. Here, at high
energies the relaxation times do not depend on the doping concentration and their
decrease is caused by the increase of optical phonon scattering. At high doping
concentrations Nd , the Monte Carlo simulations predict lower relaxation times in
comparison to low Nd .

Avoiding fit-parameters is a crucial point for higher-order models, since their
mutual influence is quite complex and the numerical stability of the whole transport
model relies on an appropriate choice of these parameters. It has been demonstrated
that the model based on the Monte Carlo data outperforms its counterparts based on
analytical mobility models [71] substantially, in the quantitative agreement of the
simulation results with Monte Carlo device simulations as well as in the numerical
stability of the simulation.
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Fig. 1.6 Carrier mobility μ0, energy flux mobility μ1, and second-order energy flux mobility μ2
as a function of driving field for different doping concentrations. While for low fields the values
of the mobilities for the low doping case are high in comparison to the high doping case, for fields
higher than 100kV cm−1, the mobilities are independent of the doping concentration
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Fig. 1.7 Illustrating the energy-relaxation time τ1 and the second-order energy relaxation time τ2
as a function of the kinetic energy for different bulk dopings, extracted from bulk Monte Carlo
simulations. At very high energies, the relaxation times decrease due to the increase in optical
phonon scattering

7.2.1 Thermoelectric Phenomena

The advent of thermoelectric devices dates back to 1821, when Seebeck found the
deviation of a compass needle due to two junctions of different metals at different
temperatures [183]. This now called Seebeck effect was caused by the formation of
a potential difference due to the temperature gradient. Thirteen years later Peltier
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discovered that an electrical current through a junction of two different metals alters
the temperature at the junction [162]. Some years later, Lenz found that mate-
rial combination and current direction determine uniquely, if a junction is cooled
or heated [175]. Thomson explained the connection between the Seebeck and the
Peltier effect within the framework of thermodynamics [217]. He was also able to
predict a third thermoelectric effect, today known as Thomson effect. Altenkirch
contributed significantly to the theory of thermoelectric materials by deducing that
high quality thermoelectric materials exhibit high Seebeck coefficients and electri-
cal conductivities but show low thermal conductivities [7,8]. Taking these attributes
into account one is able to express the figure of merit for thermoelectric materials,
which became an important part of the systematic search for novel thermoelectric
materials. In the mid of the last century, Ioffe concentrated the research on semi-
conductor based thermoelectric devices due to the availability of the first artificially
manufactured semiconductors and established the basis of modern thermoelectric
theory [101, 102]. Due to the improved material properties of semiconductors com-
pared to metals, the efficiency of thermoelectric generators could be raised to about
5%. Intense research efforts lead to the discovery of materials with increased ther-
moelectric figures of merit appropriate for various temperature ranges. Today the
basic structure of thermoelectric generators is a combination of n-type and p-type
semiconductor rods, arranged thermally parallel and electrically serial, regardless of
the employed materials.

In the sequel the three thermoelectric phenomena are briefly explained in the
order of their discovery. These effects are the phenomenological foundations for the
description of thermoelectric materials and the functioning of several thermoelectric
devices and applications.

Seebeck Effect

The Seebeck effect relates the rise of an electrical voltage due to a temperature
gradient. Seebeck not only gave the theoretical interpretation in his pioneering
paper [183], but also an overview of several material combinations applicable in
thermocouples (cf. Fig. 1.8).

Fig. 1.8 Thermocouple scheme built with two metal rods
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A thermocouple consists of two rods of different materials which are soldered
together. The soldered points are held at the temperatures Tc and Th, experiencing
a temperature difference ΔT and thus exhibiting a temperature gradient along the
rods. From the view point of a device, the given temperature step generates a certain
voltage measured at the device contacts:

USeebeck ∝ ΔT. (1.166)

On a microscopic level the Seebeck coefficient is defined via the limit at infinites-
imal temperature differences:

α(T ) = lim
ΔT→0

ΔU
ΔT

. (1.167)

The total voltage obtained on a rod is expressed by the path integral along the
rod as:

USeebeck = ϕ2 −ϕ1 =
∫ x2

x1

∂xϕ dx =
∫ x2

x1

α(T ) ∂xT dx =
∫ T2

T1

α(T ) dT. (1.168)

In order to obtain the potential for the entire device one has to evaluate the path
integral around both rods. Additionally to the contributions of the two rods, the
contact potentials at the soldered points has to be added. However, due to the can-
cellation of the contact potentials the voltage is given by:

USeebeck =
∫ Tc

T0

αa(T ) dT +
∫ Th

Tc

αb(T ) dT +
∫ T0

Th

αa(T ) dT. (1.169)

Averaging the temperature dependent Seebeck coefficient along the rods allows
to express a combined coefficient for the material couple under given thermal con-
ditions expressed as the difference of the single contribution of each rod:

USeebeck = (ᾱb − ᾱa)
∫ Th

Tc

dT = (ᾱb − ᾱa) ΔT. (1.170)

Two materials with opposite signs for their Seebeck coefficients must be chosen
in order to maximize the gained output voltage. While most metals exhibit Seebeck
coefficients in the range of 1−10μVK−1, semiconductors offer values of mV and
more. There are metals with positive and negative Seebeck coefficients. Depending
on the intended application one has to choose an appropriate material combination.
For instance, measurement applications do not necessarily need high total Seebeck
coefficients, but a linear behavior in the desired temperature range is required. In
semiconductors, the Seebeck coefficient is adjusted by appropriately varying the
doping. While p-type materials posses positive Seebeck coefficients, n-type materi-
als offer negative ones.
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Peltier Effect

The Peltier effect states the phenomenological effect reverse to the Seebeck effect.
Driving an electrical current through two connected rods generates a temperature
difference between the two soldered points. Therefore, heat is absorbed at one end,
while it is released at the other end. In conjunction, a heat flux through the rods is
induced. The heat flux at the junctions can be interpreted as energy conservation
within the junction and a change of total energy of the carriers when passing the
junction.

The heat flux through the rods is governed by the charge current, and the Peltier
coefficient and given by:

jq
Peltier = πab j, (1.171)

where πab denotes the Peltier coefficient of a junction, defined by the difference
of the contributing materials πab = πa −πb. Thus, the direction of the heat flow at
a junction is controlled by the choice of materials and the direction of the current
flow. Furthermore, the Peltier coefficients are also temperature dependent like the
Seebeck coefficients.

The Peltier coefficient and the Seebeck coefficient are not independent of each
other. From phenomenological thermodynamics (first Kelvin relation [32]) as well
as a systematic approach via the method of moments [224] the following relation
is derived:

πab = αab T. (1.172)

Thomson Effect

Thomson (later Lord Kelvin) predicted and observed the third thermoelectric effect.
For a homogeneous conductor exerted to a temperature gradient, the carriers cross-
ing the temperature gradient will experience an energy gain or release depending on
their relative direction to the temperature gradient. The energy change of the tran-
siting carriers is absorbed or released as heat, respectively. The total Thomson heat
absorbed or released along on rod is defined by:

jq
Thomson =

∫ Th

Tc

χ(T ) jdT, (1.173)

where χ(T ) denotes the temperature dependent Thomson coefficient. The Thomson
and Seebeck coefficient are related by the second Kelvin law:

χ = T
dα
dT

. (1.174)
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Thermodynamic Relations

As already mentioned before the three thermoelectric coefficients are related to each
other. In the following section, these relations will be discussed within the frame-
work of fundamental thermodynamics [32, 166, 231].

Additionally to the three presented reversible phenomena, two irreversible pro-
cesses occur in the structure. Firstly, each electrical current causes the dissipation of
Joule heat, when passing a material with electrical resistance, and secondly heat is
conducted in the device (Fourier’s law).

In the following derivations the device illustrated in Fig. 1.8 is regarded as elec-
trically short circuited. Therefore, no electric power is dissipated and no external
voltage induced. Furthermore, the cold and the hot contact are connected to thermal
reservoirs and energy losses by Joule heating are very small and negligible. The law
of total energy conservation in the entire device including the reservoirs for a closed
loop and all three thermoelectric effects is given by:

jαab ΔT︸ ︷︷ ︸
Seebeck

= jπap (Th)− jπap (Tc)︸ ︷︷ ︸
Peltier

+ j
(∫ Th

Tc

χb dT −
∫ Th

Tc

χa dT

)
︸ ︷︷ ︸

Thomson

. (1.175)

The Seebeck effect generates the driving force for a current throughout the device.
The current induces the Peltier and the Thomson effect. Substituting Th −Tc by ΔT
and dividing (1.175) by j yields the following expression:

αab =
πab (Tc + ΔT )−πab (Tc)

ΔT
+

1
ΔT

(∫ Tc+ΔT

Tc

χb dT −
∫ Tc+ΔT

Tc

χa dT

)
. (1.176)

Now, letting ΔT approach zero, the energy relation between the three effects is
gained:

αab =
dπab

dT
+ χb − χa. (1.177)

Neglecting irreversible processes allows to equate the net change of entropy of the
entire structure including the reservoirs to zero. Hence, the contributions from all
three effects anull:

ΔS = −j
πab (Tc + ΔT )

Tc + ΔT
+ j

πab

Tc
− j

∫ Th

Tc

χb

T
dT + j

∫ Th

Tc

χa

T
dT = 0. (1.178)

Dividing (1.178) by j and extending the Peltier term by Δ t/ΔT gives:

(
−πab (Tc + ΔT )

Tc + ΔT
+

πab (Tc)
Tc

)
ΔT
ΔT

=
∫ Th

Tc

χb

T
dT −

∫ Th

Tc

χa

T
dT. (1.179)
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In the limit of ΔT → 0, the relation between the Peltier and the Seebeck coefficient
is gained:

−d
dT

(πab

T

)
=

χb − χa

T
. (1.180)

Expanding the derivative in (1.180) results in a more convenient form:

πab

T
=

dπab

dT
+ χb − χa. (1.181)

Substituting the right hand side of (1.181) by (1.177) relates the Seebeck and the
Peltier effect as observed by Thomson also known as the first Kelvin relation:

πab

T
= αab. (1.182)

The second Kelvin relation, connecting the Seebeck and the Thomson coefficient,
is derived by exchanging the Peltier term in (1.181) with (1.182):

T
dαab

dT
= χa − χb. (1.183)

The same results can be derived from Onsager’s reciprocal relations [155].

7.2.2 Electrothermal Transport Model

It is important to correctly describe the energy relations in order to gain good results
from thermoelectric device simulations. The contributions of the carrier subsystem
and the lattice are combined to one heat-flux equation, incorporating rigorous treat-
ment of the coupling mechanisms between the thermal and the electrical description.

Due to the rather low driving forces in electrothermal devices, it is safe to as-
sume that the carrier gas is in local thermal equilibrium with the lattice, and the
Electrothermal Transport model can be deduced from the Energy Transport model.

Besides the mandatory Poisson equation, the Electrothermal Transport model re-
quires carrier balance equations and current equations for both carrier types. The
energy relations are handled by the heat flow equation which can be deduced via
systematic (method of moments) or phenomenological approaches (heuristic inclu-
sion of heat transport).

In the following the Electrothermal Transport model is derived from the mo-
ment equations via the Bløtekjær approach (cf. Sect. 5.4). The according energy
flux equation (1.81) expressed in terms of the particle flux is given in local thermal
equilibrium by:

jν,u =
5
2

μν,1

μν,0
kBT jν −κν∇rT, (1.184)
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with κν denoting the thermal conductivity of the carrier subsystem in obedience to
Wiedemann–Franz’s laws:

κν =
5
2

k2
B

q
μν,1νT, (1.185)

and ν as a placeholder for electrons n or holes p. Equation (1.184) shows the two
distinct contributions to the energy flux, heat conduction, and the thermal energy of
the moving carrier gas. For non-degenerate semiconductors, the thermal conductiv-
ities of the carrier subsystem can be neglected against the lattice contribution [142].
Substituting (1.184) into the energy balance equation (1.80) leads to:

∂tw+
5
2

μν,1

μν,0
kBT∇ · jν +

5
2

μν,1

μν,0
kB jν ·∇T −∇ · (κν ∇T )+ sα q jν ·∇ϕ̃ −GE

ν = 0.

(1.186)

Here, GE
ν denotes the net generation rate. After a few rearrangements of (1.186), one

is able to gain expressions for physical interpretation. In the first step the gradient
of the electrochemical potential Φν is substituted by the current relation [184,224]:

∇Φν = −sα
jν

μν,0ν
− sα

kB

q

(
5
2
− ln

ν
Nc,v

)
∇T, (1.187)

and the Seebeck coefficient is defined by:

αν = sα
kB

q

(
5
2
− ln

ν
Nc,v

)
. (1.188)

Rewriting (1.186) by insertion of (1.187) and (1.188) the following expression is
obtained:

∂t
3
2

kBT − ∇ · (κν∇T )+ sα q
μν,1

μν,0
∇ · jν (αν T + Φν − ϕ̃)+

μν,1

μν,0
qsαT jν ·∇αν

− μν,1

μν,0
q
|jν |2
μν,0ν

+ sα

(
1− μν,1

μν,0

)
q jν ·∇ϕ̃ −GE

ν = 0. (1.189)

The energy balance equation (1.189) describes the electron and hole subsystem.
The lattice contributes via an additional heat-flux term which represents the dom-
inant contribution to heat conduction for most moderately doped semiconductors.
This contribution is covered by Fourier’s law with a corresponding lattice heat con-
ductivity κL. Therefore, the energy balance equations for the three subsystems are
given by:

3
2

kB∂tT = ∇ · (κn∇T )+
μn,1

μn,0
q
|jn|2
μn,0n

+
μn,1

μn,0
q (αnT + Φn − ϕ̃)∇ · jn

+
μn,1

μn,0
qT jn ·∇αn +

(
1− μn,1

μn,0

)
q jn ·∇ϕ̃ + GE

n , (1.190)
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3
2

kB∂tT = ∇ · (κp∇T )+
μp,1

μp,0
q

∣∣jp
∣∣2

μp,0 p
− μp,1

μp,0
q (αpT + Φn − ϕ̃)∇ · jp

− μp,1

μp,0
qT jp ·∇αp −

(
1− μp,1

μp,0

)
q jp ·∇ϕ̃ + GE

n , (1.191)

cL∂tT = ∇ · (κL∇T ) . (1.192)

The cumulative heat-flow is defined by the sum of the contributions of all three
subsystems. Specific heat as well as thermal conductivity are handled as parameters
for the entire semiconductor. Thus, the heat-flow equation is given by:

ctot∂tT = ∇ · (κtot∇T )+ H, (1.193)

where the heat source term is expressed as:

H =
μn,1

μn,0
q
|jn|2
μn,0n

+
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q

∣∣jp
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jp

)
∇ϕ̃ . (1.194)

The divergence terms of the electron and hole currents can be substituted by the
net recombination rate, for vanishing ∂tν terms in the carrier balance equation in
stationary cases. The resulting source term is given by:

H =
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q
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μn,0n
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(1.195)

A not fully justifiable but frequently used assumption is to set the mobility ratios to
unity for electrons and holes [72]. The heat source term simplifies then to:

H = q
|jn|2
μnn

+q

∣∣jp
∣∣2

μp p
+q(T (αn −αp)+ Φn −Φp −Eg)G+qT (jn ·∇αn − jp ·∇αp) .

(1.196)
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Equation (1.196) contains a contribution from Joule heat losses due to the current
flow through the structure, heat transferred to the lattice by the carrier recombina-
tion, and Thomson heat.

7.2.3 Seebeck Coefficient

While up to now the Seebeck coefficient has been treated on a phenomenological
basis, its inclusion in the semiconductor current equations will be studied in the
sequel.

For a non-zero temperature gradient between the two ends of a homogeneous and
solid material, a thermoelectric voltage can be measured. The Seebeck coefficient
is defined by the ratio of the resulting voltage and the temperature difference. The
temperature gradient times the Seebeck coefficient is equal to the negative gradient
of the electrochemical potential:

−∇Φν = αν ∇T. (1.197)

This equation is only valid for zero current at open circuit conditions. The current
equation (1.187) deduced via the Bløtekjær approach is:

jν = −sαμν,0ν∇Φν −μν,0ν
kB

q

(
5
2
− ln

ν
Nc,v

)
∇T = 0. (1.198)

Since an assumption that the carrier gas is in local equilibrium with the lattice was
used, the carrier temperature is equal to the lattice temperature and can be expressed
by a single temperature in the current relations:

Tν = TL = T. (1.199)

The Seebeck coefficient in (1.197) is identified as:

αν = sα
kB

q

(
5
2
− ln

ν
Nc,v

)
. (1.200)

The resulting current relations for electrons and holes are expressed by:

jn = μn,0 n∇Φn −μn,0n
kB

q

(
5
2
− ln

n
Nc

)
∇T

= μn,0 n(∇Φn + αn∇T ) , (1.201)

jp = −μp,0 p∇Φp −μp,0 p
kB

q

(
5
2
− ln

p
Nv

)
∇T

= −μp,0 p(∇Φp + αp∇T ) , (1.202)
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and the corresponding Seebeck coefficients are defined as:

αn = −kB

q

(
5
2
− ln

n
Nc

)
, (1.203)

αp =
kB

q

(
5
2
− ln

p
Nv

)
. (1.204)

The opposing signs of the Seebeck coefficients in (1.203) and (1.204) are the
reason for the basic thermoelectric device behavior, exhibiting two legs with p and
n doping, respectively. These devices are commonly built electrically in serial but
thermally in parallel, thus yielding a constructive interference of the contributions
from both legs (see Fig. 1.20).

Several physical mechanisms causing an additional driving force for carriers by
a temperature gradient are incorporated in the Seebeck coefficient model. In the
following the expressions (1.203) and (1.204) are reformulated to depend on en-
ergy levels in the semiconductor. The carrier concentrations are expressed assuming
Boltzmann statistics:

n = Nc exp

(
E f −Ec

kBT

)
, (1.205)

p = Nv exp

(
Ev −E f

kBT

)
. (1.206)

and substituted into (1.203) and (1.204):

αn = −kB

q

(
5
2
− E f −Ec

kBT

)
, (1.207)

αp =
kB

q

(
5
2
− Ev −E f

kBT

)
. (1.208)

The temperature dependence of the Fermi level itself raises a gradient along the
thermoelectric device and thus a carriers driving force. Additionally the positions
of the band edges are temperature dependent and they therefore contribute to the
driving force in the semiconductor. The previously assumed Boltzmann statistics is
only valid for low doping concentrations, while at high doping concentrations the
Fermi–Dirac statistics has to be taken into account. The phonon system, which acts
as scattering centers for the carriers, has been assumed in local thermal equilibrium.
This is not valid in electrothermal devices, due to the strong temperature gradients
and the phonon movement through the structure. Caused by the phonons transiting
from the hot side to the cold side of the device, the carriers gain additional mo-
mentum, which is also known as phonon-drag effect [57, 58, 144, 226] and can be
modeled by adding an extra driving force for the carriers in the expression for the
Seebeck coefficients [90–92]. A theoretical approach incorporating the phonon-drag
effect has been presented in [233]. For silicon the phonon-drag effect is significant
in the temperature range from 10 to 500K [92].
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The correction terms ζn and ζp are introduced into (1.209) and (1.210) in order
to account for the deviation from Boltzmann statistics in the degenerate case and the
phonon-drag effect:

αn = −kB

q

(
5
2
− ln

n
Nc

+ ζn

)
, (1.209)

αp =
kB

q

(
5
2
− ln

p
Nv

+ ζp

)
. (1.210)

7.3 Comparing the Six-Moments Transport Model with Spherical
Harmonics Expansion

Spherical Harmonics Expansion (SHE) is a numerical method for the solution of
the Boltzmann Transport equation. By expanding the distribution function f (r,k, t)
in the k-space into spherical harmonics functions Ylm(θ ,Φ) one can obtain an ap-
proximate solution of the Boltzmann Transport equation [212]. The SHE procedure
is able to reproduce the results calculated by Monte Carlo methods quite well while
at the same time exhibiting less computational costs. Spherical harmonics functions
are defined via [2, 129]:

Ylm(θ ,Φ) =

√
2l + 1

4π
(l −m)!
(l + m)!

Pm
l (cos(θ ))eimΦ , (1.211)

with Pm
l (cos(θ )) commonly known as Legendre polynomials and the indices l and m

defined in the ranges l ∈ [0,∞) and m∈ [−l, l], respectively. The spherical harmonics
functions are orthogonal [113]:

∫ π

0

∫ 2π

0
dΩYlm(θ ,Φ)Y ∗

l′m′(θ ,Φ) = δll′δmm′ . (1.212)

The asterisk in the term Y ∗
l′m′ in (1.212) represents the complex conjugate of Yl′m′ ,

while dΩ is defined by dΩ = sin(θ )dθ dΦ . In order to give an impression of the
structure of theses functions Y00, Y10, Y11 and Y20 are given below:

Y00 =

√
1

4π
, Y10 = −

√
3

8π sin(θ )eimΦ , Y11 =

√
3

4π
cos(θ )

and Y20 =
√

5
16π

(
3 cos2(θ )−1

)
. (1.213)

Under the prerequisite of rotational symmetry along the Φ direction, the spherical
harmonics functions reduce to the associated Legendre polynomials.
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The distribution function can be expanded into spherical harmonics functions:

f (r,k) =
∞

∑
l=0

l

∑
m=−l

flm(r,k)Ylm(θ ,Φ). (1.214)

The coefficients flm(r,k) are defined as:

flm(r,k) =
∫ π

0

∫ 2π

0
dΩ f (θ ,Φ)Y ∗

l′m′(θ ,Φ). (1.215)

Thus, the fluxes in the three-dimensional case (q.v. (1.55)) are given by:

nVi =
∞

∑
l=0

l

∑
m=−l

∫ π

0

∫ 2π

0
dΩvE i flm(θ ,Φ)Ylm(θ ,Φ). (1.216)

In the next step the SHE method is applied to the stationary Boltzmann transport
equation. In order to simplify the following derivation, we will restrict to the trans-
port direction of the carriers and assume it to be along the z-axis in conjunction with
parabolic bands. Thus, (1.214) reduces to:

f (z,k) =
N

∑
l=0

fl(z,k)Pl(cos(θ )), (1.217)

where θ denotes the direction of the electric field and Pl(cos(θ )) describe the
Legendre polynomials. Before substituting the distribution function via spheri-
cal harmonics functions, the k-space is transformed into the E -space, offering
advantages such as an isotropic distribution function on energy surfaces in equilib-
rium [113]. By expanding the Boltzmann transport equation via (1.217), one yields
the SHE [169, 221]. The two lowest order expansions are defined as:

l = 0 −→ ∂z f1 −qE (∂E f1 +ΓB f1) =
1
v

(∂t f0)coll , (1.218)

l = 1 −→ ∂z f0 −2∂z f2 −qE (∂E f0 + 2∂E f2 + 3ΓB f2) =
1
v

(∂t f1)coll . (1.219)

In the limit N → ∞ the resulting description is an exact solution of the Boltzmann
transport equation. Vasicek [220] demonstrated for a velocity profile of an n+nn+

structure, that already for considering the first nine Legendre polynomials there is a
good agreement between the SHE results and data from Monte Carlo simulations.

In the next step, the relation between the SHE and the macroscopic transport
models is derived (e.g. Drift–Diffusion Transport model). Presuming a homoge-
neous, stationary system under an externally applied electric field E, parabolic
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bands, and the validity of the diffusion approximation, leads to a description of the
Boltzmann transport equation with a macroscopic relaxation time approximation as
follows:

−qE∇p f = − f − f0

τ0
. (1.220)

The distribution function f can be split into a symmetric part fs and an anti-
symmetric part fa, which incorporates the non-equilibrium conditions. The diffusion
assumption [67] states that:

fs � fa, (1.221)

which demands that the system is not far from equilibrium and hence (1.220) can
be exploited to deduce an expression for the anti-symmetric part fa [138]:

fa = qτ0E∇p f0 =
qτ0 f0

kBTL
Ev =

qτ0h̄
kBTLm∗ f0 |E| |k| P1 (cos(θ )) . (1.222)

By inserting (1.222) into (1.216) one obtains the drift term of the Drift–Diffusion
Transport model. Hence, just considering the first Legendre polynomial of the SHE
for low-fields yields the same results as the Drift–Diffusion Transport model.

Therefore, the SHE is an appealing alternative to the solution of the Boltzmann
transport equation via the Monte Carlo method and can be used as a reference
solution for the previously derived three-dimensional higher-order macroscopic
transport models.

As an example, Figs. 1.9 and 1.10 compare the Drift–Diffusion Transport model,
the Energy Transport model and the Six-Moments Transport model for different
channel lengths against results obtained by SHE as a reference and the correspond-
ing relative error of the applied transport model [220]. As expected at a channel
length of 1,000nm all transport models yield the same results in conjunction with a
small relative error of ∼1% (Fig. 1.10). For a channel length of 250nm the errors of
the Energy Transport model and the Six-Moments Transport model stay within rea-
sonable 2.5%, while the Drift–Diffusion Transport model starts with ever increasing
errors and reaches a relative error of ∼16% at a channel length of 100nm. Below
250nm the error of the Energy Transport model continuously increases, while the
Six-Moments Transport model stays close to the SHE reference.

Simulating short channel devices with the Drift–Diffusion Transport model gives
only poor results, as expected. However, for devices exhibiting a channel length
of 1μm, the Drift–Diffusion Transport model, the Energy Transport model, the
Six-Moments Transport model, and the SHE model yield the same current value
with a relative accuracy of 1%. The reason for the failure of the Drift–Diffusion
Transport model lies in its closure assumption. By setting the charge carriers’ tem-
perature equal to the lattice temperature, the corresponding distribution function
constantly underestimates the amount of available charge carriers and thus yields
too small currents. On the other hand, the Energy Transport model assumes a heated
Maxwellian distribution function, which is not valid in devices with channel lengths
below ∼250nm.
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Fig. 1.10 Illustrating the relative error of the current calculated with the Drift–Diffusion Transport
model, Energy Transport model, and the Six-Moments Transport model as a function of the channel
length at a voltage of 1V. While the Energy Transport model and the Six-Moments Transport
model is below 7.5%, the Drift–Diffusion Transport model heads to 16% at a channel length of
100nm
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8 Applications

Despite the nowadays readily available nanometer technology (the semiconductor
industry is entering the 22nm node [103]), there is still plenty of room for the appli-
cation of classical transport models. In the subsequent section three examples of up
to date devices covered by classical device simulation will be given. These examples
treat solar cells, BioFETs, and thermovoltaic elements.

8.1 Solar Cells

The French physicist Becquerel was the first to recognize the photovoltaic effect
in 1839, but it took until 1883 to build the first solar cell, which was realized by
semiconducting selenium coated with an extremely thin layer of gold to create the
junction. This device possessed a poor conversion efficiency of about 1%. After
Stoletow [205–207], who built the first solar cell based on the outer photoelectric
effect, and Einstein explaining the photoelectric effect in 1905, Ohl patented the
modern junction semiconductor solar cell in 1946 [154].

The present research in the field of photovoltaics can be divided into three main
topics: reducing the cost of state of the art solar cells and/or increase their efficiency,
so that they can compete with other energy sources; developing new solar cells with
new technologies and new solar cell architectural designs; and advancing materials
serving as light absorbers and charge carriers.

8.1.1 Working Principle of Solar Cells

Solar cells are similar to photo diodes [63] (Fig. 1.11). The distinction between both
applications is that solar cells are designed to convert photons into electric power
and not just detect photons like the photo diode. Therefore, in order to increase the
amount of photons penetrating the solar cell and generating electron–hole pairs, the
area accessible to light must be as large as possible and the coupling of the photons
in the cell efficient. Under optimum conditions a photon is able to enter the solar
cell and to generate an electron–hole pair. The electron and the hole start to diffuse
and reach the space charge region of the pn-diode. There, the electron is pushed
into the n-doped region and the hole moves to the p-doped zone and later on into
the p+-doped zone, due to the built-in electric field created by the space charges.
Furthermore photons generate electron–hole pairs and the electrons accumulate at
the front, while the holes aggregate at the back contacts, thus generating an electric
potential difference.

Consequently, different demands arise in order to optimize the conversion effi-
ciency of solar cell. One way to enhance the yield from the generated electron–hole
pairs is to design the depletion zone as large as possible and keep at the same time
the average diffusion length of electrons and holes at a high level. Thus the electrons
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Fig. 1.11 Illustration of the working principle of a solar cell

and holes, which do not originate in the depletion region, increase their chance to
reach the junction region and become swept to the corresponding side of the pn-
diode. Furthermore, the number of photons exponentially decreases with increasing
depth and thus it is beneficial to situate the depletion layer close to the surface. This
is commonly achieved by a thin highly n-doped layer at the surface and a thick low
p-doped substrate. If electrons are generated in the p-doped layer they are able to get
to the back contact and recombine there. This effect is suppressed by an additional
highly doped p-layer (also called p+-layer) at the back contact. The p+-layer induces
a so-called back surface field between the p- and the p+-region and reflects electrons
on their way to the back contact giving the electrons a second chance to reach the de-
pletion layer. On the other hand also holes arriving at the surface of the front side are
able to recombine with surface trap states, reducing the number of holes on the back
side of the cell. This is the reason for an extra antireflection coating which decreases
the reflectivity of the surface and also saturates surface traps, but may require an ex-
tra passivation step [1]. Another way of coupling light more efficiently into the solar
cell is to texture the surface [63,73]. The front contacts represent a trade off between
minimizing the energy losses in the fingers and busbars of the contact and maximiz-
ing the accessible area for the incoming photons. Commonly, this is realized by two
thick busbars connected to many thin fingers perpendicular (see Fig. 1.12).

Despite many efforts to introduce alternative solar cell designs, the results can not
compete with established solar cells either in efficiency or over all costs [78]. For in-
stance, nanostructures exhibit lower thermal conductivities than their bulk materials,
due to increased acoustic phonon scattering, which causes issues related to heat re-
moval and reliability [118,135,192] (unlike in thermovoltaic applications where it is
actually beneficial. cf. Sect. 8.3). Therefore, wafer based silicon (e.g. single crystal,
polycrystalline and multicrystalline) solar cells and thin film solar cells manufac-
tured with amorphous silicon, Cd Te, CuInGaSe2, and III–V semiconductors rule
the photovoltaic manufacturing [193]. Shockley and Queisser estimated the thermo-
dynamic limit of maximum efficiency for a pn-junction silicon solar cell at 300K
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Fig. 1.12 Example for a monocrystalline solar cell exhibiting the commonly employed contact
pattern

and AM 1.5 illumination around 30% [188]. Photon energies higher than the energy
band gap are converted into heat. Heat loss is the major effect for efficiency degra-
dation in silicon solar cells. Therefore, major efforts are being put on exploiting hot
carriers created by absorbing photons with an energy higher than the energy band
gap and generating higher output currents or voltages, and introducing energy states
within the band gap to trap carriers originating from photons smaller than the band
gap energy [78].

The class of high-efficiency solar cells is characterized by the ability to generate
more electric power per incident solar power unit. The industry is interested in the
most cost efficient technologies in the sense of cost per generated Watt. The two
major solutions to reduce costs of photovoltaic electricity are enhancement of cell
efficiency and reduction of the costs per unit area. Thus, it is highly desirable that
the efficiency of the solar cell is increased and the total cost per kilowatt-hour is
reduced at the same time.

8.1.2 Multiple Junction Solar Cells

Multiple junction photovoltaic cells consist of many layers of epitaxially deposited
films. The band gap of each layer is adjusted by a different alloy composition of
III–V semiconductors, enabling every layer to absorb a specific band of the solar
spectrum. The optimization of the respective band gaps of the various junctions is
aggravated by the constraint of matching lattice constants for all layers. Beginning
with the highest band gap material on top, all layers are optically in series. The first
junction receives all of the incoming spectrum and photons with energies higher
than the first band gap are absorbed in the first layer. Photons with energies below
the first band gap travel to the next layer and are subsequently absorbed.

Currently available commercial cells are electrically connected in series. Due to
the series connection, the generated current through each junction must be equal.
Therefore, current match for each junction is an important design criterion for these
devices.
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For multiple junction solar cells the highest reported efficiencies are claimed to
be 42.8, 41.1, and 40.8% from the university of Delaware [96], the Fraunhofer in-
stitute for solar energy systems [52], and the US national renewable energy research
facility (NREL) [152], respectively.

Various multiple junction solar cells and their properties have been studied by
simulations [6, 114, 218, 222].

8.1.3 Thin-Film Solar Cells

There are several thin-film technologies currently in development. The goal is to re-
duce the amount of light absorbing material required for producing a solar cell. This
decreases the processing cost compared to using bulk materials, but at the same time
also reduces the energy conversion efficiency to about 7–10% [75]. However, many
multi-layer thin-film cells exhibit efficiencies above those fabricated on bulk silicon
wafers. Their advantage, in addition to bulk silicon, lies in lower costs, flexibility,
lighter weights, and ease of integration.

An efficiency of 19.9% for solar cells based on copper indium gallium selenide
thin films (CIGS) was achieved by the NREL [153]. The CIGS films were grown
by physical vapor deposition via a three-stage co-evaporation process. During this
process indium, gallium and selenium are evaporated and afterwards copper and Se
co-evaporated followed by In, Ga and Se evaporation at the end.

Thin film solar products have about 14% marketshare, while the other 86% are
held by crystalline silicon [107]. The biggest amount of commercially produced
thin-film solar cells is based on CdTe with a typical efficiency of 11%.

Pieters et al. introduced a new version of their simulation tool, suitable for thin-
film solar cells [163], Song et al. numerically studied CIGS tandem solar cells [201],
Malm et al. studied CIGS thin-film solar cells with the aid of the finite element
method [139], and Iwata et al. studied the influence of solar cell thickness and sur-
face roughness on the conversion efficiency [104].

8.1.4 Crystalline Silicon

Crystalline silicon is currently the material of choice for solar cells, also known
as solar grade silicon. Bulk silicon can be further distinguished into multiple cat-
egories according to crystallinity and crystal size in the resulting ingot, ribbon, or
wafer. Monocrystalline silicon is frequently produced by the Czochralski process
which tends to be expensive. Poly- or multicrystalline silicon, which is cheaper in
production, but also exhibits smaller efficiency, and ribbon silicon [120], which is
a subtype of multicrystalline silicon formed by drawing flat thin films from molten
silicon, which further reduces production costs and silicon waste, but at the same
time causes efficiencies smaller than polysilicon.

Monocrystalline silicon cells yield the highest efficiencies in silicon. The highest
commercially available efficiency (22%) is manufactured by SunPower by utilizing
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expensive, high quality silicon wafers. An efficiency of 25% has been reported on
monocrystalline silicon under laboratory conditions [219]. Crystalline silicon de-
vices achieve an energy payback period of 1–6 years depending on cell type and
environmental conditions [54, 168], and they are heading to the theoretical limiting
efficiency of 30% [74, 188].

Klusak et al. [123] presented a modeling and optimization study of industrial
n-type high-efficiency back-contact back-junction silicon solar cells. Ghargi et al.
[59] numerically studied spherical silicon solar cells as a cost effective alternative to
planar silicon solar cells. Campa et al. [33] found an increase up to 45% in current
density for an optimized structure with periodic sinusoidal textured interfaces in
comparison to that of the cell with flat interfaces. Tasaki et al. [215] investigated the
influence of interface states on high performance amorphous silicon solar cells.

From the simulation point of view, feasible photovoltaic devices posses areas
from several cm2 to several hundred cm2 and thicknesses around ∼100−400μm for
standard cells and several μm for thin film cells. Therefore, the simulation of these
devices is well covered by the Drift–Diffusion Transport model and, if necessary
(e.g. inhomogeneous illumination of the surface and other effects causing inhomo-
geneous heating of the cell) by the Energy Transport model.

8.2 Biologically Sensitive Field-Effect Transistors

Today’s technology for detecting pathogens, antigen-antibody complexes, and
tumor markers is a timeconsuming, complex and expensive task [164, 186]. For in-
stance, a typically workflow to detect, e.g., a certain deoxyribonucleic acid (DNA)
molecule involves several process steps. First, one has to increase the number of
DNA samples either by polymerase chain reaction (PCR) or reverse transcription
(RT), followed by a subsequent process step which marks the DNA with a so-called
label. The label enables the sensing of the DNA via radiation or light. This sample
is afterwards applied to a microarray. Which consists of an array of spots. Each of
the spots is prepared differently and thus offers the detection of a defined molecule.
When the reaction took place, the array is read by a costly microarray reader.

At this point the introduction of a field-effect transistor which replaces the opti-
cal sensing mechanism by an electrical signal detection, offers several advantages.
First, there is no need for the expensive readout device anymore. Furthermore, uti-
lization of field-effect transistors allows the integration of analyzing and amplifying
circuits on the same chip and, hence, enables a further cost reduction due to cheaper
equipment. The outstanding development of semiconductor process technology al-
lows mass production for this kind of devices in combination with a reduction of the
price per piece.

Various reaction pairs are accessible and extensively studied for detecting
DNA [53, 56, 80], cancer markers [238], proteins like biotin-streptavidin [42, 79,
99, 203], albumin [160], and transferrin [62], representing only a small sample to
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illustrate the diversity of the investigated device types and materials. It also shows,
that there are many high-potential researches on BioFETs, which is still in its initial
phase.

The concept of a BioFET is extremely versatile. Nearly all molecules posses a
charge, when they are dissolved in a solute. This charge can be exploited by binding
it on the surface of a BioFET, thus enabling its detection.

Among the possibility of exploiting BioFETs for DNA sequencing in a lab, these
devices could enable a family doctor to screen for diseases on his own and decide
faster and with less effort, which treatment is best for a patient, supported by the
integrated analyzing and amplifying circuits in conjunction with the shrinking de-
vice size and easier handling. Furthermore, the amount of multi-resistance germs
could be reduced by the consideration of a patients genetic profile, and a choice at
deciding for a certain treatment or medication could be optimized, yielding the best
possible results.

The integration of a BioFET into a chip environment is a manageable task. Either
by putting a microfluidic channel above the functionalized gate of the BioFET or
by isolating the surrounding areas by a thick oxide or polymere, the chip can be
transformed into a mini-laboratory also known as lab on chip. This kind of sys-
tems improve the control over environmental parameters like local pH or detects the
amount of a special protein, and facilitates local measurements (e.g. how a cell re-
acts to certain stimuli), thus offering a complete lab on chip. However, even though
great advances have been made, far more research is needed to overcome the many
obstacles.

The Working Principle of a BioFET

A BioFET consists of several parts: a reference electrode (analog to the gate contact
for a MOSFET), the analyte, a biofunctionalized surface layer, a dielectric layer, and
a semiconductor transducer (as depicted in Fig. 1.13). The semiconductor transducer
is implemented as a conventional field-effect transistor. The dielectric is commonly
an oxide (e.g. SiO2) and serves two purposes: the first is to electrically isolate the
channel of the field-effect transistor from the liquid and the second is to couple the
surface layer charge to the channel electrostatically. The biofunctionalized surface
layer exhibits immobilized biomolecule receptors able to bind a certain molecule.
The sample molecules are dissolved in a solution which is also known as analyte.
The sensitivity of the device is adjusted by the reference electrode (the optimum
sensitivity lies around moderate inversion [44]).

If the desired molecules bind to the receptors, the surface charge density changes.
This modifies the potential in the semiconductor and thus the conductivity in the
channel of the field-effect transducer. The scale of the chemical reaction between
sample and receptor molecules lies in the Angstrom regime, while the BioFET size
is in the micrometer regime. Hence, it is significant to employ a proper multiscale
mathematical description of the solution/semiconductor interface.
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Fig. 1.13 When a charged sample molecule reaches a matching receptor at the biofunctionalized
surface, it binds to it. This event alters the surface potential and also the potential distribution in
the semiconductor, which results in a resistance change of the field-effect transistor’s channel

Modeling Electrolytic Interfaces

Chemical and biological experiments are commonly carried out in ionic solutions
[227]. The non-vanishing dipole moment of polar solution molecules (e.g. water)
enables the reduction of the electric field between bound ions and, hence, to break
up initially strong ionic bonds leading to more chemically active reactants. NaCl
and KCl are common salts for buffer solutions and exhibit valences for their anions
and cations equal in absolute value (so-called 1 : 1 solution/salt). Without external
forces the charges are homogeneously distributed across the electrolyte and each
ion is surrounded by an aggregate of water molecules. The water shell around an
ion influences the relative dielectric constant around the ion and reduces the effect
of electric fields stemming from other ions. Therefore, ions can freely move in the
solvent and facilitate the conduction of an electrical current.

Insulator Surface Charge (Double Layer)

Charges gather at the electrode and in the surface area of the electrolyte, either due
to an externally applied field or a difference of the chemical potentials between
the electrode and the electrolyte. In the electrode (assuming a metal) the majority
of charge carriers resides on the electrodes surface due to their mutual repulsion.
In the electrolyte, the dissolved ions of opposing charge will be attracted by the
electrodes surface charge. Unlike the electrons in the electrode, the ions exhibit a
water shell and therefore a larger radius. Thus, a single layer of ions is not able to
compensate the surface charge of the electrode and a diffusive layer of ions at the
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Fig. 1.14 The different
contributions to the potential
profile are: the inner
Helmholtz plane (IHP) due to
(non-) specific adsorption
(caused by partial release of
the solvation shell and
therefore closer distance to
the interface, blue circles),
surface complexation, caused
by the high affinity of
attracting counter ions (green
circle), the outer Helmholtz
plane (OHP), and end of the
Stern layer (zone without
counter ions possessing their
whole water shell, red circles
with small blue circles) and
the Gouy–Chapman
layer [186]

electrodes surface will rise. In this double layer a potential drop will occur which has
to obey the Poisson equation. Combining the Poisson equation and assuming ther-
mal equilibrium of the ions with their environment the Poisson–Boltzmann equation
is deduced. The diffusive layer is also known as Gouy–Chapman layer or electric
double layer (depicted in Fig. 1.14).

Stern Modification

The potential distribution in the vicinity of the electrode–electrolyte interface is
calculated by the Poisson–Boltzmann equation. Nevertheless, experimental data
exhibit deviations from the predicted values for the double layer charge and capaci-
tance [45]. It was shown that the Gouy–Chapman model overestimates the interface
charge and the capacitance for high-concentration electrolytes. Stern was the first
to recognize that the ions in the electrolyte posses a certain dimension and can
not approach the electrode surface closer than their ionic radius. This led to the
introduction of the outer Helmholtz plane (OHP) [61], taking care of the closest
possible distance. The water molecules aggregated around the ion are included in
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this distance. The release of the aqueous shell of the ion would require an extensive
amount of energy and thus a zone close to the electrode surface exists, which is
depleted of ionic charges giving rise to an additional contribution to the total capac-
itance. This Stern capacitance has a typical value of ∼20μFcm−2. However, there
are further contributions to the potential profile. Usually these effects are small and
therefore negligible. Some of the effects are summarized in Fig. 1.14:

• Specific adsorption of ions on the surface: If ions (partially) release their solva-
tion shell, they are able to move closer to the interface than the OHP. The new
emerging radius of closest approach is called inner Helmholtz plane (IHP). The
resulting model treating IHP and OHP, is called Gouy–Chapman–Stern–Graham
model [186].

• Non-specific adsorption: Instead of releasing water molecules from the solvation
shell, they are adsorbed on the surface due to distant coulombic attraction.

• Polarization of solvent: Commonly, the effects caused by the electric field weak-
ening through the dipole moment of water is covered via adjustment of the
relative permittivity. In the case of bulk applications this works well, while in
the neighborhood of a surface many water molecules are not able to polarize
with the electric field and the effective relative permittivity will not be the same
as for the bulk.

• Surface complexation: Several charged surfaces posses an increased attraction
and support the formation of complex compounds at the surface, influencing the
potential in their vicinity.

Insulator Surface Charge: Site-Binding Model

The Gouy–Chapmen–Stern model expresses the main contributions to the electric
double layer. It relates the accumulated charge at the surface of the electrochemical
interface to the applied potential. Up to now, only electrostatic interactions were
considered and chemical reactions at the interface were neglected. However, there
are potentially significant chemical reactions at the interface leading to a net charge
aggregation at the insulators interface [237]. The site-binding model allows to in-
clude chemical reactions at the insulator’s interface into the simulation. Chemical
reactions, unlike electrostatic forces which interact over long ranges, are restricted to
molecular distances. This encourages the assumption for the site-binding model, that
chemical reactions are limited to the region between the surface and the OHP. Ionic
species assigned to the dissolved salt exhibit a water shell and thus are restricted to
stay outside the OHP. Hence, no ions can contribute to the chemical reactions at the
insulator interface (neglecting the possibility of specific adsorption of salt ions). On
the other hand, the much smaller hydrogen ions are not blocked by the OHP due
to their smaller ionic radius and can approach the interface close enough to allow
chemical reactions.
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Fig. 1.15 Due to the lack of
further bonding partners at
the insulator surface there are
open binding sites left. These
binding sites may be either
positively/negatively charged
or neutral, depending on the
properties of the liquid
covering the surface. The
surface charge density is
related to the surface
potential Ψ0, material
properties, and the local
hydrogen concentration [H]+b

Table 1.1 Parameters needed
for the site-binding model
commonly (pKi = − log10
(Ki) analog to the definition
of pH = − log10

([
H+])

)

Oxide pKa pKb Ns (cm−2) Reference

SiO2 −2 6 5 ×1014 [29]
Si3N4 −8.1 6.2 5 ×1014 [85]
Al2O3 6 10 8 ×1014 [29]
Ta2O5 2 4 1 ×1015 [30]
Gold surface 4.5 4.5 1 ×1018 [60]

Figure 1.15 illustrates the open bonds of an insulator surface. Without unspecific
adsorption, the only ions capable of binding to these sites are the hydrogen and
hydroxyl ions [29, 128, 237]. The relation between the surface charge density, local
potential and hydrogen concentration is given by [237]:

σOx = qNs

[H+]b
Ka

e
− qΨ0

qkBT − Kb
[H+]b

e
qΨ0

qkBT

1 + [H+]b
Ka

e
− qΨ0

qkBT + Kb
[H+]b

e
qΨ0

qkBT

. (1.223)

As an example some parameter sets for common materials are given in Table 1.1.
The maximum amount of surface charge is directly proportional to the number of
surface sites per unit area Ns, while the steepness and width of the two appear-
ing steps is related to the difference between the reaction rates pKa and pKb. This
additional effect influences the charge distribution in the double layer and in the
semiconductor. Adding the site-binding model to the system of equations, the de-
scription of the ion-sensitive field-effect transistor (ISFET) is able to cover chemical
reactions at the insulators surface. The charge aggregation at the oxide surface raises
problems for the design of biosensors, while at the same time, it can be exploited to
build highly efficient pH sensors [234].

The hydrogen concentration is properly taken into account at the oxide inter-
face but outside of the OHP only the salt ions concentration is included and the
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hydrogen concentration is ignored. This contradiction can be resolved as follows:
At the oxide surface the hydrogen concentration strongly influences the equilibrium
constants, while outside the OHP, the hydrogen diffusive layer is much smaller than
the ion diffusive layer. For instance, in a dilute solution containing 1mM of NaCl,
the salt is fully dissolved into 1mM Na+ and 1mM Cl−. Assuming at the same time
a pH of 7, the hydrogen concentration in the electrolyte will be about 100nM. This
states a concentration discrepancy of four orders of magnitude between the hydro-
gen and the sodium concentration. Thus, the hydrogen diffusive layer will only have
negligible influence on the potential in the Gouy–Chapman layer in comparison to
the site-binding region of the electrolyte.

BioFET Examples

There are two principle operation modes for detecting molecules: the first one ex-
ploits the change in surface charge density due to the pH sensitivity caused by the
open binding sites at the oxide surface (also known as ISFET [23–25]). The sec-
ond one utilizes the field-effect [165] discussed in this section. For the field-effect
the intrinsic charge of the desired molecule is sensed directly without the interme-
diate step of generating H+ or OH− molecules. Due to the specific binding of the
macromolecules via the lock-key principle, information about the macromolecules
structure is contained.

At first an example for the modeling of a DNA-FET will be given. Several mod-
els have been investigated in order to find the best suited for a suspend gate FET
(SGFET) at low salt concentrations [228]. The second example studies the detec-
tion of a streptavidin-biotin reaction depending on the molecules orientation and the
employed dielectrics [229].

The ability of ISFET structures to detect the charge in deoxyribonucleic acid
(DNA) can be utilized to build biosensors capable of detecting specific DNA se-
quences [128, 181, 227]. This application offers huge opportunities for many areas
like food and environmental monitoring, development of patient specific drugs, and
gene expression experiments. Hence, the simulation of so-called DNA-FETs is cur-
rently a topic of great interest. DNA and proteins are commonly considered as the
main active components in all living organisms [210]. The DNA stores all the ge-
netic information via molecular sequences within its polymere structure. Watson
and Crick were the first to find that DNA consists of a double helix structure and
each helix is build from a repeating structure, containing a sugar polymer, a nitro-
gen base, and a phosphate ion. The nitrogen base can be distinguished between four
select bases. Namely, adenine (A), thymin (T), cytosine (C), and guanine (G). The
repeating structure, also known as DNA strand, often consists of several millions
of these base pairs and the specific order of bases in the DNA strand encodes the
specific genetic information concerning an organism. A unique genetic sequence
can be generated from particular subsequences of an organisms DNA, allowing a
genetic finger print [210,227]. The two helical strands are bound by weak hydrogen
bonds. The thermodynamically favorable and therefore stable bonds are found be-
tween adenine and thymin, and between cytosine and guanine. Only helical DNA
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strands with complementary bases are thermodynamically stable and form stable
complexes. The process of double helix formation is called hybridization.

In [228], the experimental data of a SGFET have been studied via three different
modeling approaches. The SGFET design is the same as for a standard MOSFET
with one exception: it exhibits an elevated gate with an empty space under it. The
bare gate-oxide layer is biofunctionalized with single stranded DNA and able to
hybridize with a complementary strand. The intrinsic charge of DNA stems from
its phosphate groups, with minus one elementary charge per group. The phosphate
groups are fundamental building blocks of the DNAs nucleotides. Every base con-
tained in the DNA is charged by minus one elementary charge. Therefore DNA
possesses a high intrinsic charge, and big shifts in the transfer characteristics of
BioFETs are induced. Thus, label-free, time-resolved, and in-situ detection of DNA
is possible.

Harnois et al. [86] prepared a SGFET with 60 oligo-deoxynucleotides (ODN),
also known as single stranded DNA, which were embedded onto a glutaraldehyd
coated nitride layer. Test runs proved the specificity of the device. Their experimen-
tal data demonstrates two interesting properties. One is the fairly high threshold
voltage shift of ∼800mV and the other is that the probe transfer curve lies centered
between the target and the reference curve. Typical threshold voltage shifts are in a
range from several mV to ∼100mV [165] and depend on the applied buffer concen-
tration. Furthermore, the data display a big shift between the reference curve and
the probe/target curve (∼100mV), but a much smaller shift between the probe and
the target curve (∼10−20mV) [186].

Three models were employed, trying to reproduce the device behavior: the
Poisson–Boltzmann model in combination with a space charge equivalent to
the charged DNA (60 base pairs probe and 120 base pairs target), the Poisson–
Boltzmann model with a sheet charge describing the DNAs, and the Debye–Hückel
model with a corresponding space charge. Figure 1.16a–c show the transfer charac-
teristics for the unprepared SGFET (reference), the prepared but unbound (probe),
and after the DNA has bound to functionalized surface (target), respectively. The
experimental data are displayed in discrete grey tones to enable better compar-
ison to the simulated curves. Even at a very low salt concentration of 0.6mV,
Fig. 1.16b, c exhibit a bigger shift between the reference curve and the probe/target
curve than between probe and target curve. This behavior complies with observa-
tions in [186] and is caused by the nonlinear screening of the Poisson–Boltzmann
model. Figure 1.17b, c show that doubling the charge does not lead to twice the
curve shift. Even though there is a bigger shift for the sheet charge model due to the
less screening in comparison to the model with the space charge, the overall trend
is a bigger shift between the reference curve and the probe/target curve and a much
smaller shift between the probe and the target curve.

On the other hand the employed Debye–Hückel model offers good agreement for
the same parameter set as for the Poisson–Boltzmann models given in Fig. 1.16a.
Figure 1.17a illustrates that for the Debye–Hückel model, doubling the charge is
connected to twice the potential shift, due to the linear screening characteristics of
the model.
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Fig. 1.16 The transfer characteristics for the Debye–Hückel model and DNA charge modeled via
space charge density is given by (a), (b) shows the transfer characteristics for the same SGFET
for the Poisson–Boltzmann model and DNA charge described via sheet charge density, and (c)
illustrates the transfer characteristics of a SGFET for the Poisson–Boltzmann model and DNA
charge modeled via space charge density
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Assuming a single 60 bases DNA strand, it will occupy a volume of about
V0 = 10× 10× 20nm3. Taking this volume and multiplying it with 1 mM sodium-
chloride bulk concentration results into approximately one sodium/chloride ion on
average per V0. Therefore, strong nonlinear screening at low salt concentrations
is extremely unlikely. Furthermore, the Poisson–Boltzmann model is a continuum
model and thus describes the salt concentration as a continuous quantity. This causes
the Poisson–Boltzmann model to overestimate the screening and, therefore, to fail
at small salt concentrations. The Debye–Hückel model is derived from the Poisson–
Boltzmann model by expanding the exponential terms into a Taylor series and
neglecting all terms higher than second-order [43]. Due to the laws of series ex-
pansion qΨ/kBT � 1 the potential has to be much smaller than the thermal energy.
However, even though this constraint is not fulfilled, the Debye–Hückel model is
able to reproduce the data. One reasonable explanation might be that in this case
the extended Poisson–Boltzmann model and the Debye–Hückel model coincide as
shown in [228] and thus the screening depends on the average closest possible dis-
tance between the ions.

The second example studies a BioFET equipped with a biotin-streptavidin re-
action for different dielectric materials and different molecule orientations at the
surface.

Streptavidin is a tetrameric protein purified from the bacterium streptomyces avi-
dini. Each subunit is able to bind biotin with equal affinity (Fig. 1.18). It is frequently
used in molecular biology due to its very strong affinity for biotin which represents
one of the strongest non-covalent interactions known in nature. It is commonly used
for purification or detection of various biomolecules. With the aid of the strong
streptavidin-biotin bond various biomolecules can be attached to one another or
onto a solid support.

Here, the biotin-streptavidin reaction pair is modeled with the Poisson–
Boltzmann model with homogenized interface conditions (1.149) and (1.150).
The charge and dipole moment for a single molecule (biotin/streptavidin) is ob-

Fig. 1.18 The tetrameric protein streptavidin (black) and its four binding sites for biotin (white)
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tained from a protein data bank [167] and extrapolated to the mean charge density
and the mean dipole moment density of the boundary layer.

Three different oxide types were used as dielectric. SiO2 served as a reference,
Al2O3, and Ta2O5 were studied as possible high-k materials, with relative permit-
tivities of 3.9, 10, and 25, respectively. The solute was sodium chloride at pH = 7.
Several simulation runs were performed for each dielectric, such as the unprepared
state (only water and salt), the prepared but unbound state (water, salt and biotin)
and the bound state, when the chemical reaction took place (water, salt, and bi-
otinstreptavidin), for two different molecule orientations (0◦. . . perpendicular to the
surface and 90◦. . . parallel to the surface). The output characteristics were gained for
several parameter combinations, under the prerequisite of 100% binding efficiency.
The reference electrode was set to 0.4V in order to shift the FET into moderate
inversion as proposed in [44].

Figure 1.19 compares the output characteristics for the different employed di-
electrics and molecule orientations. The following trends are recognizable: the
lowest output characteristics are found for 0◦, followed by 90◦, and finally without
dipole moment, for each group. This is caused by the inhomogeneously charged
biomolecules and the related dipole moment entering the boundary conditions
(1.150), hence, resulting in different output characteristics of the BioFET for dif-
ferent orientation angles in relation to the surface. Furthermore, higher εr leads
to higher output currents, due to the better coupling of the surface charge to the
channel.

There are several conclusions which can be deduced by considering the
molecules electrostatic properties. The signal-to-noise ratio can be improved by
exploiting a only minimally charged or better a neutral linker. Therefore, in the
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case of detecting strepatividin via biotin, biotin should be attached to the surface
by a neutral linker. Streptavidin is negatively charged with minus four elementary
charges and biotin with minus one elementary charge. By attaching streptavidin
after biotin to the surface the relative change in surface charge will be quite big,
even when partial screening of the intrinsic charges is taken into account. Due to
the tetrameric nature of streptavidin (four binding sites for biotin, Fig. 1.18), the
linker utilized should be short enough to prevent binding several biotin molecules to
a single streptavidin protein. Furthermore, if there is freedom of choice in deciding,
wether biotin or streptavidin is initially attached to the surface, biotin is a better
choice. In this case the relative change in charge will be bigger (from minus one
elementary charge to minus five elementary charges) yielding a more pronounced
change in the output signal.

Summarizing the results gained by the Poisson–Boltzmann model with homoge-
nized interface conditions show a strong dependence on surface charges and indicate
a detectable shift in the threshold voltage depending on the molecule orientation rel-
ative to the surface.

8.3 Thermovoltaic Elements

In the last decades enormous efforts in engineering and science were taken to in-
crease the fuel efficiency, but unfortunately it has not been possible to keep up with
the economical growth. Thermoelectric energy conversion is one among several
technologies with the potential to break through in future energy technology. The
underlying physical effect has been well known for about 200 years and is based
on the direct energy conversion from temperature gradients into electrical energy.
Despite extensive research efforts, the usage of the thermoelectric energy is still
restricted to few highly specialized fields, due to a low conversion efficiency. The
enormous efforts on material research over the last years introduced novel materials
for thermoelectric devices as well as a better understanding of the prerequisites for
higher conversion efficiencies.

8.3.1 Materials for Thermoelectric Devices

The goal of research and engineering of materials for thermoelectric devices is to
maximize their efficiency. A potentially promising thermoelectric material is char-
acterized by a high Seebeck coefficient, good electric transport properties, and an
impeded thermal transport [150]. Commonly, these material properties are accom-
panied with a pronounced temperature dependence yielding ideal thermal operation
conditions for a certain material.

In this section, thermoelectric materials with technological importance and their
operational range are introduced. Silicon-germanium alloys are appealing due to
their low thermal conductivity compared to pure materials. Furthermore, SiGe is
attractive due to its importance in mainstream electronics and the availability of an
elaborate physical description.
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Lead telluride (PbTe) is used in the intermediate temperature range with a max-
imum operation temperature of approximately 900K. Apart from its application in
thermoelectric devices, lead telluride is employed for optical devices in the infrared
wavelength regime. Additionally to doping, the material properties can be altered
by deviating its stoichiometric composition. Ternary alloys are also part of ongoing
research efforts. In principle, lead telluride is avaliable as p-type as well as n-type
material but, contrary to the n-type material, the p-type material suffers from degra-
dation of stability at high temperatures and devices are difficult to bond and exhibit
poorer mechanical properties [199]. Therefore, the p-doped leg is frequently ex-
changed by alloys containing silver antimony and germanium telluride, also known
as TAGS.

Bismuth telluride stands at the lower end of the temperature scale. Because of
its good thermoelectric properties at room temperature, it is frequently utilized for
cooling applications. By analogy to lead telluride, the material type and number of
excess carriers can be controlled by adjusting the stoichiometry of the alloy.

Apart from these classical thermoelectric materials frequently employed in
generation and cooling applications, there are ongoing research efforts on novel
materials [21, 22, 149] and specially designed nanostructures for thermoelectric
applications [37, 38, 119, 121, 145, 232, 235, 236, 240].

Material Characterization

The performance of thermoelectric generators is judged by their characteristic num-
bers as efficiency, total power output, and power density. The efficiency is limited
by several parameters. Apart from the geometrical construction, several material
properties as the Seebeck coefficient, the thermal conductivity, and the electrical
conductivity, influence the transport of charge carriers and phonons and thus the
overall device characteristics. Here the figure of merit for thermoelectric materials
comes into play. It embraces the material parameters influencing the device behavior
as well as the device efficiency.

Ioffe [101] showed that the maximum conversion efficiency ηmax of a thermo-
electric generator at matched load conditions is obtained via the product of the
ideal reversible thermodynamic process efficiency and a factor describing the energy
losses in the device due to Joule heating and non-ideal thermal conductivity [231]

ηmax =
Th −Tc

Th

M−1

M + Tc
Th

, (1.224)

where Th and Tc describe the temperature of the heated and the cooled side of the
device, respectively and M is given by:

M =

√
1 +

1
2

Z (Tc + Th). (1.225)
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The averaged thermoelectric figure of merit for each leg (different subscripts for
each leg) and matched geometry is defined by:

Z =
(α1 −α2)

2

(√
κ1
σ1

+
√

κ2
σ2

)2 . (1.226)

Equation (1.226) incorporates all significant material parameters like the Seebeck
coefficient α, thermal conductivity κ , and the electric conductivity σ . Since the
figure of merit exhibits a strong dependence on temperature as well as on the
concentration of free carriers, inherited from its input quantities, every material
possesses an optimum range of operation. However, common devices have legs with
similar material properties and the so-called bulk figure of merit for a given material
can be used:

Z =
α2 σ

κ
. (1.227)

From a microscopic viewpoint, the figure of merit is affected by charge and
heat transport as well as their interaction in the semiconductor. Thus, the figure
of merit depends on band structure, lattice dynamics, and charge carriers scattering
mechanisms.

While higher doping levels commonly have an adverse effect on the Seebeck
coefficient, the electric conductivity increases due to the increased number of car-
riers. The electric part of the thermal conductivity κν becomes significant at high
carrier concentrations and even the dominant thermal conductivity mechanism on
the transition to metals. Insulators and metals exhibit superior conditions for single
parameters, but at the same time poor conditions for others. For instance, metals are
known for their low Seebeck coefficients and relatively high thermal conductivities,
which can not be counterbalanced by their high electric conductivities. Semicon-
ductors lie approximately in the middle of the competing parameter ranges and,
thus, are able to yield a maximal thermoelectric figure of merit. This maximum is
reinforced by still moderate Seebeck coefficients and low electrical resistance but
restricted electron thermal conductivity in the regions of high carrier concentrations.
Furthermore the optimum carrier concentration can be adjusted by an appropriate
doping.

Silicon-Germanium

SiGe thermogenerators have been effectively employed in several applications.
Among these, the utilization as thermogenerators powered by radioisotopes (RTG),
as reliable power source on space missions and in remote weather stations is proba-
bly the most impressive one [166]. Due to its high reliability and high operating
temperatures, SiGe is also a good candidate to meet the conditions in nuclear
reactors.
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SiGe also constitutes an important material system due to it’s use in mainstream
microelectronics. Initiated by the introduction of strain techniques to commercially
avaliable devices, the research efforts on the properties and processability of Si/SiGe
were intensified [10, 39, 176]. A detailed analysis and material characterization of
SiGe alloys with emphasis on physical modeling for device simulation has been
presented in [157], and a review on the mobility modeling at high temperatures
can be found in [179]. SiGe alloys are attractive due to their differing influence on
thermal conductivity and mobility for varying composition, in comparison to their
pure constitutes. Vining [223] and Slack et al. [200] studied the theoretical maximal
figure of merit. While in [223] a two-band model has been employed, in [200] the
second conduction band has been considered, yielding a broader temperature range
of the validity of the model.

With increasing germanium content (up to 50%) the lattice thermal conductivity
of SiGe reduces significantly. For increasing germanium content this trend first halts,
than begins to reverse, and finally reaches the value of pure germanium content. The
reason for this characteristic is alloy disorder scattering of phonons, created by the
random distribution of silicon and germanium in the alloy [17]. A further reduction
in thermal conductivity has been reported for sintered samples, due to extra phonon
scattering at the grain boundaries [143].

Sintered composites exhibit a low sensitivity of the thermal conductivity on the
material composition over a wide range of germanium content and, therefore, posses
a good figure of merit. This proves beneficial for inhomogeneous samples, where
clustering causes relatively large localized deviations in the material parameters.
Compared to the thermal conductivity, the mobility decreases more slowly with
rising germanium content yielding a range with favorable figures of merit. The See-
beck coefficient for pure silicon, germanium, and several of their alloys have been
determined and documented in the literature [9, 55, 57, 58, 174].

Despite the excellent reliability performance of SiGe alloys, there are degrada-
tion effects for SiGe thermoelectric generators, reducing the figure of merit over
the device lifetime [223]. High temperature conditions may cause sublimation and
result in thermal and/or electrical shortcuts. Furthermore, erosion can appear un-
der extreme conditions and induce device failure by open circuits or mechanical
damage. Additionally, high doping concentrations, intentionally introduced to raise
the figure of merit, are prone to build up local accumulations. These accumulations
reduce the free carrier concentration, decrease the electric conductivity, and degrade
the figure of merit. Due to the lower diffusion rate of boron doped p-type samples
compared to n-type samples doped with phosphorus, the p-samples are less sensitive
to this phenomenon.

Lead Telluride and Its Alloys

Lead telluride (PbTe) and lead tin telluride (Pb1−xSnxTe) devices operate with re-
gard to temperature between those of bismuth telluride and silicon-germanium.
Despite the slightly smaller maximum figure of merit compared to bismuth telluride,
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lead telluride exhibits an equivalently good efficiency over a large temperature
window. By changing the stoichiometry of the material composition the electrical
properties of the alloy can be adjusted. Utilizing an excess of tellurium results in a
p-type semiconductor, while a raised plumbum content has the adverse effect and
gives a n-type semiconductor. However, this processing path restricts a maximum
carrier concentration to about 1018 cm−3, which is lower than the ideal doping for
thermoelectric applications [166]. Therefore, higher carrier concentrations are real-
ized by doping with PbI2, PbBr2, or Ge2Te3 for an increased donor concentration
and Na2Te or K2Te for elevated acceptor concentrations.

Lead telluride and lead tin telluride are available as sintered materials as well
as single crystals. Sintered samples exhibit a lower thermal and electrical con-
ductivity compared to single crystals due to the additional scattering at the grain
boundaries [49].

Bismuth Telluride and Its Alloys

Bismuth telluride (Bi2Te3) and some related alloys are frequently used for cool-
ing applications in commercial Peltier elements due to a good thermoelectric figure
of merit at room temperature. Common ternary alloys are bismuth telluride either
with bismuth selenide (Bi2Se3) or antimony telluride (Sb2Te3) [46]. Their crystal
structure is characterized as hexagonal [126], but also has been described as rhom-
bohedral [35]. The temperature range for thermoelectric applications of Bi2Te3 is
limited by its melting point at 858K [48].

By analogy to lead telluride the free carrier concentration can be controlled, ei-
ther by changing the material composition or by extra dopants. Contrary to lead
telluride, stoichiometric bismuth telluride is of p-type with a free carrier concentra-
tion of about 1019 cm−3. Raising the tellurium concentration converts the material
to n-type.

Bismuth telluride belongs to the group of narrow gap semiconductors and pos-
sesses an indirect band gap of 160mV at 300K. The population of higher energy
levels is relatively high due to a low DOS. Therefore, the large non-parabolicity
of the bandstructure is of significance [27]. Founding on the theoretical work
of [131,178] experimental work has been accomplished, serving as a basis for future
performance optimizations, e.g. introduction of low-dimensional structures [191].

Reducing the thermal conductivity is also a possible solution in order to increase
the figure of merit. Ternary alloys show a dependence of the lattice thermal conduc-
tivity on the additional phonon scattering by alloy disordering. Bismuth antimony
telluride, in the form of (Bi0.5 Sb0.5)2 Te3, features the highest lattice disorder and
therefore the lowest thermal conductivity [180]. However, related to the adverse ef-
fect on the evolution of the electrical conductivity and the carrier contribution to
the total thermal conductivity, the maximum figure of merit is gained at higher anti-
mony content [64, 65]. In analogy to the previous materials, sintered samples show
a reduced lattice thermal conductivity due to extra grain boundary scattering [211].
The influence of dopants on the thermal conductivity has been studied in [239].
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The overall device performance of a thermoelectric generator is lower than the
theoretical maximum, due to the narrow temperature range of about 50K for the
maximum figure of merit. A possible solution to circumvent this limitation is to
incorporate graded or segmented materials along the temperature gradient in order
to meet the optimum material properties [127].

Optical, transport, and several mechanical parameters exhibit a strong anisotropy.
Despite the relatively isotropic Seebeck coefficient with deviations of about 10%
between the opposing extrema, the electrical resistivity and the thermal conductiv-
ity show anisotropy ratios of 4−6 and 2−2.5, respectively [66, 93, 180]. p-type as
well as n-type samples show Seebeck coefficients between 100 and 250μVK−1 de-
pending on the material composition [5,51]. The maximum observed figure of merit
is in direction parallel to the cleavage plain and is superior to the normal direction
by a factor of 2.

8.3.2 Examples

The first introduced thermoelectric generator type is commonly used in commercial
energy conversion applications and is based on the classical design of thermocouples
and temperature sensors. It is built from two semiconducting legs, one consisting of
n-type semiconductor and the other of p-type semiconductor (Fig. 1.20). The p-type
leg features a larger cross section than the n-type leg in order to compensate the
lower hole mobility. The two legs are arranged thermally in parallel and electrically
in series, exhibiting an electrical contact at the heated side of the device. Since
the signs of the Seebeck coefficients of the two legs are opposing, their voltage
contributions add up to the total voltage of the device.

The second example represents an alternative thermoelectric device and is built
from a large area pn-junction [202]. The principle of its design is illustrated
in Fig. 1.21. The contacts are situated at the cooled end of the device structure

heated side

cooled side

n-bulk

p-bulk

temperature gradient

anode

cathode

Fig. 1.20 Scheme of a thermoelectric device
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Fig. 1.21 Scheme of a large pn-junction thermoelectric generator

and the temperature gradient is brought into play along the pn-junction. Contrary
to conventional thermoelectric devices, the thermal electron–hole pair generation is
exploited in a large area pn-junction. Applying a temperature gradient within the
structure, induces the generation of an electric current which is related to the tem-
perature effect on the electrostatic potential of the pn-junction. Higher temperatures
lead to a smaller energy step from the potential of the n-layer to the p-layer com-
pared to the step at lower temperatures. Due to the temperature gradient in the large
area pn-junction both conditions exist in the same device and thus carriers at the
higher potential experience a driving force into the colder region. Both carrier types
move into the same direction (ambipolar drift and diffusion). They leave the pn-
junction at the high temperature, which therefore becomes depleted and induces
a disturbance in the local thermal equilibrium. This shifts the local generation-
recombination balance to a raised generation of carriers in order to compensate the
off-drifting carriers, while at the end of the device with the lower temperature the op-
posite effect takes place. Therefore, a circular current is driven from the hot region
with increased generation to the cold region with enhanced recombination. Using
selective contacts for the n- and the p-layer, the circular current can be exploited
for an external load, and a power source in the form of a thermoelectric element is
established.

Depending on the environmental conditions, the devices can either be connected
in series for a higher output voltage or in parallel for higher output currents. Simi-
lar reasoning is valid for the thermal circuit. Multiple single elements on the same
temperature level increase the heat flux through the entire module in order to ex-
haust relatively strong temperature reservoirs at temperature differences suitable for
a single stage. For an ambience with a higher temperature difference it is beneficial
to apply modules with multiple stages, where each stage is optimized for a certain
temperature.
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Reduced Thermal Conductivity by Alloys

The enhanced phonon scattering rates for SiGe alloys lead to a strongly pronounced
reduction in phonon thermal conductivity in comparison to pure silicon, but also
influence several other parameters. Therefore, a trade-off has to be found between
the beneficial lower thermal conductivity and the decrease of carrier mobility to
achieve the optimum improvement of conversion efficiency.

Wagner [224] carried out simulations for a thermoelectric generator exhibiting
a leg length of 20mm and a cross section of 5× 1mm2. The dopings for both legs
were set constant to 1019 cm−3 and the temperature difference was considered to be
situated 600K above room temperature.

With increasing germanium content, the Seebeck voltages as well as the mobility
decrease over a wide range and lead to a drop in output current. Figure 1.22 demon-
strates that the highest electric output is obtained in pure silicon. Low mobility in
SiGe causes a reduction in the absolute maximum of the power output and shifts it
to higher resistances.

However, the influence of the material composition on the thermal conductiv-
ity and thus the heat flux through the device outweighs the negative impact on the
electrical properties [224]. The heat flux decreases to a minimum at approximately
50% germanium concentration which is an order of magnitude lower than for pure
silicon. The resulting maximum of conversion efficiency is expected at about 30%
germanium content, where the optimum between thermal and electrical properties
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Fig. 1.23 Illustrating the conversion efficiency in relation to the material composition and
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is situated. At higher germanium content, the thermal conductivity still decreases,
but can not compensate the degrading mobility and Seebeck voltages any longer.
Figure 1.23 depicts the conversion efficiency in relation to the material composi-
tion at match load conditions. While the power output continuingly decreases with
increasing germanium content, the conversion efficiency reaches its maximum at
approximately 30% germanium.

pn-Junctions as Thermoelectric Devices

The device characteristics of a pn-junction thermoelectric generator are mainly con-
trolled by carrier generation. Due to the strong influence of the lattice temperature
on the carrier generation, the zone of high generation rates is restricted to the hottest
parts of the structure.

Therefore it is advantageous to keep large parts of the device at high tem-
peratures. In the case of a pure material, the temperature distribution along the
pn-junction is concave because of the decreasing thermal conductivity with increas-
ing temperature. This yields a steep temperature gradient at the heated end and a
relatively short zone at high temperature, restricting the carrier generation.

By engineering the spatial distribution of the thermal conductivity it is possible
to increase the dimension of the zone at high temperatures. The implementation
of graded material alloys is a pathway to achieve this. SiGe alloys decrease their



84 T. Windbacher et al.

thermal conductivity up to 50% germanium content. A device profile with higher
germanium content at the cooled side of the device leads to a shift of the temperature
drop to the cooled side of the device, in analogy to a potential divider in the electric
counterpart of the model.

However, in addition to high total carrier generation rates, the carriers have to be
efficiently transferred to the contacts. Doping as well as the geometrical dimensions
of the transport layers have to be chosen accordingly in order to keep recombination
as small as possible. Geometrically oversized transport layers increase the heat flux
but do not change the electric properties, which leads to a decrease in efficiency.
Thus, the goal of efficient device optimization is the careful analysis of the interre-
lation of several effects in the device.

Figure 1.24 [224] illustrates the relation between the transport layer thickness,
available temperature difference, and power output. The dashed line denotes the
maximum power output curve for an initially chosen device geometry, while the
solid line shows the corresponding optimized device with thicker layers. Caused
by the lower internal resistance, the optimum power output shifts to a lower load
resistance too. Additionally, the temperature scale along the maximum power output
curve shifts to higher values and thus the same thermal environment results in a
significantly enhanced power output.

Due to the dependence of the device on the carrier generation rate, one can fur-
ther improve the device performance by introducing trap states in the forbidden
energy gap. In accordance with the Shockley–Read–Hall formalism [189] the car-
rier generation rate is controlled by the local temperature, the amount of traps, and
the energy levels of the traps. Trap energy levels situated in the middle of the band
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gap yield the highest thermal generation rates. For instance, for silicon, gold can be
exploited as an additional dopant in the generation region of the device to add deep
levels close to the mid band gap [171]. Due to the ability of the impurity state to
absorb differences in momentum between the carriers, this carrier generation pro-
cess is dominant in silicon and other indirect semiconductors. Hence, in a certain
regime, the device performance of a pn-junction thermoelectric generator at a spe-
cific temperature can be shifted to lower temperatures by adjusting the extra trap
concentration and distribution.
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