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Abstract

Our understanding of the bias temperature instability (BTI)

has been plagued by disagreements related to measurement

issues. Although even in the early papers on BTI the exis-

tence of recovery was acknowledged and discussed [1, 2], for

unknown reasons this had little impact on the way we used to

think about the phenomenon until recently [3–7]. Even after

the re-discovery of recovery [3], it took a few years until it was

fully appreciated that any measurement scheme conceived so

far considerably interferes with the degradation it is supposed

to measure, often accelerating its recovery. Nonetheless, this

experimental nuisance has led researchers to think in more

detail about the problem and has thus opened the floodgates

for fresh ideas [6–11]. Some of these ideas together with

the experimental data supporting them are reviewed in the

following.

Introduction

Already the first papers on BTI list charge trapping in

oxide defects alongside the creation of interface states as the

likeliest cause of the degradation [1, 2]. Unfortunately, the role

of charge trapping was completely swept under the carpet

by the apparent success of reaction-diffusion (RD) theory in

explaining the negative bias temperature instability (NBTI) [2,

12–14]. The most recent version of RD theory postulates NBTI

as being due to a superposition of elastic hole trapping, which

saturates within about a second, and an H2 diffusion-limited

creation of interface states, which dominates degradation and

recovery [15, 16]. During the last couple of years evidence

has piled up that clearly demonstrates that NBTI recovery

cannot be the diffusion-limited process suggested by the RD

model: (i) RD theory predicts a relatively short recovery

phase lasting about 4 decades. In particular, a 50% recovery

level is expected as soon as the relaxation time equals the

stress time, t50%
r = ts. In reality, recovery covers many more

decades in time and follows a power-law with an exponent

around −0.1 (about log(tr)-like), see Fig. 1. (ii) RD-predicted

recovery is due to the back-diffusion of neutral H2, and as such

bias-independent. In fact, however, experimental recovery is

strongly bias-dependent, particularly for VG switches towards

accumulation. This bias dependence occurs well beyond the

alleged saturation of the hole trapping component of about

1s and must thus be an intrinsic feature of the dominant

recoverable component, see Fig. 2. (iii) The duty-factor (DF)

dependent degradation predicted by RD theory follows DF1/3,

while experimentally a rotated S-shape is observed, with a very

sharp drop of the degradation even for small deviations from

the DC case [17–19]. In particular, for DF= 0.5 (AC), RD

predicts 80% of the DC degradation level while experiments

give a value typically smaller than 50%, see Fig. 3. (iv)

Recovery is independent of the hydrogen passivation degree

of the interface (hydrogen budget) [20–22].

The Link to Random Telegraph Noise

A detailed look under the hood of BTI degradation can

be provided by studying small area devices, where recovery

proceeds in discrete steps, see Fig. 4. These discrete steps

are due to the emission of a single hole and consistent with a

first-order reaction-rate but not with a diffusion-limited process

[23–27]. It is intriguing to realize that all the properties of

these discrete steps are fully consistent with charge trapping

observed in the context of random telegraph noise (RTN) and

1/ f noise [19, 24–29]. Just like in RTN, the step-heights can

be considerably larger than expected by the simple charge-

sheet approximation as a consequence of the discrete random

dopant locations in the channel [30]. Even for short stress

times, emission events with emission times 105 times larger

than the stress time are observed, homogeneously distributed

over the logarithmic time axis, see Fig. 5. The step-heights are

exponentially distributed [29], see Fig. 6, which results in a

non-negligible probability that defects have step heights well

beyond 30mV, a typical lifetime criterion.

The recently developed time dependent defects spectroscopy

(TDDS), see Figs. 7 and 8, allows for the analysis of these

steps as a function of stress/recovery bias conditions and

temperature [19, 27] and has revealed a number of interesting

facts about the hole trapping component: (i) Both capture and

emission time constants are widely distributed as well as tem-

perature dependent. No defects with temperature-independent

capture time constants – hinting at an elastic tunneling process

– could be found in the experimental window covering the

micro- up to the kilosecond regime. This has been recently

confirmed to be the same for PBTI in nFETs [31]. (ii) The

capture time constants show a very strong field dependence.

Similarly, the bias dependence of the emission time constant

around Vth may be either weak or strong, depending on the

configuration of the defect. (iii) Charge capture is dominated

by pre-existing defects. (iv) The existence of metastable states

becomes obvious due to disappearing defects, anomalous and

temporary RTN (cf. Fig. 9), and probably also by the bias

dependencies stronger than expected in a simple model [27].

(v) Finally, the defects responsible for the recoverable compo-

nent of BTI are identical to those causing RTN. Conceptually,

the difference is as follows: in an RTN experiment only a

limited number of defects having capture and emission time

constants within the experimental window are visible. Due to

the strong bias dependence of the capture time constant, many

more defects contribute to BTI. Consequently, NBTI can be
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considered the non-equilibrium response of these defects while

RTN is a consequence of their quasi-stationary behavior [29].

Charge Trapping Mechnism

All these results clearly demonstrate the central role of

charge trapping in NBTI [7, 11, 19, 23–28], which is in line

with the standard interpretation of PBTI in high-κ devices

[32]. However, the usual theory invoked to explain such

phenomena is due to McWhorter [33], who attributed the wide

dispersion in the capture and emission time constants required

to explain RTN and 1/ f noise to defects located at various

depths into the oxide. While it has been realized early on that

elastic tunneling is unable to explain the universally observed

strong temperature- and bias-dependence of the capture time

constant [34–36], Campbell et al. [37] explicitly demonstrated

that modern oxides are simply too thin to support any signifi-

cant distribution of time constants based on distance alone.

Thus, rather than an elastic tunneling process, inelastic

processes have been applied to explain BTI data. The most

consistent explanation is provided by non-radiative multi-

phonon (NMP) theory [36, 38–40], which has recently been

applied to BTI data [27]. In NMP theory, charge capture and

emission is only possible when the sum of the electronic and

vibrational energies of the defect are conserved. Conserva-

tion of this total energy introduces thermal barriers into the

charge exchange process, thereby explaining the temperature

dependence with the relatively large activation energies around

1eV. In addition, since the electronic contribution to the total

energy is either due to an electron at the defect site or in

the substrate, application of an electric field leads to a strong

bias-dependence of these thermal barriers [27, 41].

Based on the standard model for E ′ centers developed in

the context of irradiation damage [42, 43], we have suggested

a defect model that is consistent with the experimental NBTI

data [28], see Fig. 10. In order to explain the extremely strong

bias dependence as seen in Figs. 11 and 12 for two typical

defects, a metastable positive state had to be introduced [27].

The extended model also allows for the description of various

anomalies observed in the spectral map obtained by the TDDS:

(i) Defects can disappear from the spectral map for random

amounts of time, with the inactive defect being electrically

neutral. This implies that such a defect has an electrically neu-

tral metastable state. (ii) A small number of defects produce

temporary RTN (tRTN) after having been positively charged

(cf. Fig. 9). This implies that the defect switches back-and-

forth between its positive and metastable neutral state prior to

annealing. These switches cannot be explained by transitions

between the positive and the neutral precursor state, as the

associated capture time constant is relatively large, particularly

at low bias. This tRTN corresponds to the anomalous RTN

under constant bias observed previously in standard RTN

experiments [44].

The Two-Stage Model for NBTI

Our previously suggested two-stage model [28] for NBTI

employs a simplified version of the defect model described

above and is evaluated against some crucial NBTI benchmarks

in Fig. 13. The experimentally observed behavior is fully

reproduced, be it the asymmetry between stress and relaxation,

the acceleration of recovery after positive bias pulses, or rapid

switches in the temperature.

Of particular importance is the dependence of the recovery

on positive bias pulses: in a standard two-state defect model,

when the defect level is lowered below the Fermi-level, hole-

emission from the defect will be bias-independent, as the

hole simply ‘bubbles-up’. In our multi-state defect model,

defect annealing proceeds via its neutral metastable charge

state. As a consequence, when the defect is positively charged,

e.g. around the threshold voltage, recovery is inhibited. Quite

contrary, when the defect is electrically neutralized by switch-

ing to positive biases, it has a much higher probability of

being annealed. As such, this multi-state model can explain the

density-of-states introduced in the bandgap. In other words,

positive charge is not just simply stored in the oxide, but

injection of positive charge creates a defect. This defect can be

charged and discharged and anneals preferably from its neutral

metastable state.

At a first glance, the present model appears to be at odds

with the occasionally observed temperature-independence

of degradation and recovery [8, 15, 16]. However, this

temperature-independence is an artifact related to the relatively

homogeneous density-of-states, an illusion thus visible only in

the macroscopic response of large-area devices, see Fig. 14.

Similar conclusions hold for on-the-fly measurements.

There, the degradation of the drain current is measured relative

to the first measurement point, taken for instance at 1 µs. In a

hypothetical scenario where all defects have the same activa-

tion energy, the window of observable defects is simply shifted

to shorter times at higher temperatures while the number of

defects stays the same. Thus, even with large individual acti-

vation energies, a temperature independent degradation would

be observed in large area devices. In reality, the activation

energies of the defects are distributed, resulting in a small

overall macroscopic activation energy (0.1eV), which is thus

considerably smaller than the ‘physical’ microscopic activation

energies of the individual defects (0.5–1.2eV) [19, 27].

Conclusions

A number of important conclusions may be drawn: (i) BTI

up to at least 1ks is dominated by inelastic charge exchanges

between preexisting defects and the substrate. (ii) RTN and the

recoverable component of BTI are caused by the same defects,

with RTN being their quasi-equilibrium and BTI their non-

equilibrium response. (iii) In small-area devices the stochastic

nature of charge exchange makes the lifetime a stochastic

variable [29], see Figs. 15 and 16. Since every device will

have a different distribution of defects, exact knowledge of

the distribution of the time constants has to be acquired.
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Fig. 5: Normalized step heights (0.6mV) vs. emis-
sion time after a stress time of 27ms and 2s. Even
after a 27ms stress, emission events with 1ks are
generated. Increasing stress time homogeneously
increases the number of emission events.
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Fig. 15: Simulated repetitive degradation measure-
ments on the same small area device containing
12 defects gives different results for each run due
to the stochastic nature of charge trapping (thin
lines). As a consequence, the lifetime becomes a
stochastic variable. When the ±3σ band (dashed
lines) around the expectation value is considered
(thick lines), the lifetime is reduced by about one
order of magnitude.
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Fig. 16: In order to qualify a technology, degrada-
tion measurements have to be repeated on different

devices (thin lines). Since each small-area device
will have a different number of defects with dif-
ferent time constants, an estimate for the lifetime
can no longer be given without detailed knowledge
of the distribution of the time constants. This
will require a radical change in the qualification
procedures.
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