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Abstract: Electromigration (EM) is a complex multiphysics problem including electrical, thermal, and

mechanical aspects. Since the first work on EM was published in 1907, extensive studies on EM have

been conducted theoretically, experimentally, and by means of computer simulation. Today EM is the

most significant threat for interconnect reliability in high performance integrated circuits.

Over years, physicists, material scientists, and engineers have dealt with the EM problem developing

different strategies to reduce EM risk and methods for prediction of EM life time. During the same time a

significant amount of work has been carried out on fundamentally understanding of EM physics, of the

influence of material and geometrical properties on EM, and of the interconnect operating conditions on

EM. In parallel to the theoretical studies, a large amount of work has been performed in experimental

studies, mostly motivated by urgent and specific problem settings which engineers encounter during

their daily work. On the basis of accelerated electromigration tests, various time-to-failure estimation

methods with Blacks equation and statistics have been developed. The big question is, however, the

usefulness of this work, since most contributions about electromigration and the accompanying stress

effects are based on a very simplified picture of electromigration.

The intention of this review paper is to present the most important aspects of theoretical and

experimental EM investigations together with a brief history of the development of the main concepts

and methods. We present an overview of EM models from their origins in classical materials science

methods up to the most recent developments for submicron interconnect features, as well as the

application of ab initio and first principle methods. The main findings of experimental studies, important

for any model development and application, will also be presented.
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1. Introduction

When a sufficiently strong electric current is passed through a
metal interconnect, a diffusive motion of impurities and/or
vacancies takes place in a direction along or opposite to the
current flow. This phenomenon is called electromigration (EM).
The technological interest in EM arises from its manifestation as a
cause of failure in integrated circuits.

1.1. The electromigration induced failure

The density of on-chip interconnects increases from generation
to generation of modern integrated circuits. This requires a
decrease in both interconnect width and thickness and conse-
quently the operational current densities increase, cf. Fig. 1. The
ever smaller interconnects now pose a significant delay to signal
propagation in a chip and are also much more susceptible to
process defects as well as reliability issues. In Fig. 2 we can see a
SEM micrograph of a typical interconnect stack showing the
density and complexity of these structures [1].

EM failures in copper interconnects occur mainly by void
growth at the cathode end of the line. With continuing void growth
the line resistance increases, eventually leading to failure of the

[()TD$FIG]

Fig. 1. The current density as a function of time [2] (courtesy of Dr. M. Hauschield).
line. The corresponding failure times usually follow a lognormal
distribution with the median lifetime depending on the quality of
the interface, which controls the mass transport.

1.2. The history

Electromigration has been for a long time only of an academic
importance. The earliest observation can be traced back to 1861
when Gerardin observed EM in lead [3]. Next was the work of
Sakupy in 1907 [4], who studied mass transport of impurities in
molten metals. Sakupy was also the first to use the term ‘‘electron
wind’’. The technological interest for EM started in 1966, when
IBM, Fairchild, Motorola, and Texas Instruments independently
observed failures in integrated circuits, which could not be
explained. At this time EM surprised and briefly threatened the
existence of the integrated circuit industry [5]. In the following
decades the development of new interconnect technologies was
determined by the following factors:

- manufacturability
- the complexity of integrated circuits
- resistivity and power-loss reduction
- stress and EM reliability
[()TD$FIG]

Fig. 2. The typical multilayer interconnect (courtesy of Dr. P. R. Justison) [1].
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The introduction of aluminum as interconnect metal was
motivated by its low resistivity and low costs. The analysis of EM in
aluminum has shown that grain boundaries are the main problem,
since they act as high diffusivity paths. The dynamics of the new
developments was determined by the emergence of new reliability
concerns. In 1970s an incorporation of copper in aluminum-based
interconnects (IBM) became a common praxis, because the alloy
copper atoms block the fast diffusivity paths at grain boundaries.
At that time the general importance of the microstructure was
recognized and the search for other alloys began.

With ongoing miniaturization of electronic devices, aluminum-
based interconnects with small cross-sections were found to be
unable to meet the circuit speed requirement (around the late
1990s) due to their higher electrical resistivity. Copper was
proposed, as replacement which has the second lowest resistivity
besides silver [6]. The general efforts to implement copper-based
interconnects were accelerated after IBM and Motorola announced
in 1997 to integrate copper in CMOS technology [7]. In the late
1980s and 1990s the use of complex stacking metalizations and the
transition into deep submicron dimensions took place [8].

Today the most common method for designing fine geometries
is the dual-damascene technique. Interconnects are made by
electrodepositing the material in the vias at the same time as in the
trenches. The metal is deposited into the vertical (via) and
horizontal (trench) interconnections in one step, so that no
interfacial film can form between them.

1.3. The physics of electromigration

In the context of solid-state physics theoretical studies of EM
are focused on describing the various contributions to the main
driving force. In a simple picture the driving force is split into two
contributions: The first arises from the direct action of the external
field on the charge of the migrating ion (‘‘direct force’’), the second
from the scattering of the conduction electrons by the impurity or
point defect under consideration (‘‘wind force’’).

~F ¼ ~Fdirect þ ~Fwind ¼ ðZwind þ ZdirectÞe~E ¼ Z�e~E (1)

Z� is called the effective valence of the defect, which is the sum of
wind Zwind and direct valence Zdirect, e is the elementary charge
assumed to be positive throughout this article, and ~E is the
macroscopic (space-averaged) electric field.

Until 1962 there was a common belief that Zdirect was equal to
the bare valence of the ion. It was assumed that at most a small
deviation from that value could arise from the electrons in the
metallic environment of the ion. In 1962 Bosvieux and Friedel [9]
predicted a complete cancellation of the direct force due to
screening effects, so that only the wind force would remain. With
this result a long lasting controversy was born. The matter was
hard to be decided by experiments and a satisfactory theoretical
answer was lacking as well. The controversy ended in 1985, when a
consensus was reached based on numerical calculations showing
that the screening was 25% or less [10].

The first to derive an expression for the wind force acting on a
point defect was Landauer in 1954 and this result is presented in an
unpublished IBM memorandum. Landauer recognized that the
local electric field is not equal to the macroscopic electric field, as it
contains contributions from electron pile-up due to scattering by
point defects.

The first published models, describing the interaction between
conduction electrons carrying the electric current and the
migrating ion, are the semiclassical ballistic models of Fiks [11]
and Huntington and Grone [12]. They make the rather arbitrary
assumption that electrons are decoupled from the lattice and that
they are scattered by point defects alone. The scattering electrons
lose their momentum to a point defect, which leads to an increase
of the point defect’s momentum ~M. The rate of this momentum
increase is equal to the average electron wind force ~Fwind.

~Fwind ¼
1

Cd

d~M

dt
¼ 1

Cd

Z
�hð~k�~k

0
ÞWð~k; ~k

0
Þ f ð~kÞð1� f ð~k0ÞÞd~k d~k

0
(2)

Cd is the point defect concentration, ~k is the wave vector of the
electrons and Wð~k; ~k0Þ the transition probability per unit time that
the electron in state ~k will jump to state ~k

0
by virtue of its

interaction with the point defect, and f ð~kÞ is the shifted Fermi–
Dirac distribution function. Furthermore, Huntington and Grone
[12] assume that, in the case that the external field is switched off,
the distribution function f ð~kÞ decays to its equilibrium value f 0ð~kÞ
in an exponential manner with the time constant t. By taking into
account ~v ¼ �h~k=m0, (2) is transformed into

~Fwind ¼
m0

4p3tCd

Z
~v f ð~kÞd~k: (3)

The expression for the current density~J is [13]

~J ¼ � e

4p3

Z
~v f ð~kÞd~k; (4)

and from (3) considering the external field~E and conductivity s one
obtains

~Fwind ¼ �
sm0

tCd

~E: (5)

In free-electron-like metals the wind-force contribution is
expected to be dominant.

The ballistic model cannot be extended beyond the free-
electron approximation. First, the momentum of a Bloch electron is
not equal to �h~k and second, for more complicated cases such as the
scattering by clusters of atoms or by atomic-vacancy complexes,
the momentum transfer must be partitioned among defects and
lattice.

The first fully quantum-mechanical theory of the EM wind force
was provided by Bosvieux and Friedel [9]. They were also the first
to calculate the electron wind force as rising from the interaction of
a moving gas of free electrons with a stationary point defect. The
guiding principle is the Born–Oppenheimer adiabatic approxima-
tion [14], which states that, since the ions are so much heavier than
the electrons, the ions may be considered to be perfectly fixed in
position as they interact with the electrons. Bosvieux and Friedel
[9] start their treatment by writing the Hamiltonian for a system of
N particles

H ¼ ��h
XN

i¼1

Di

2mi
þ Vð~r1; . . . ;~ri; . . . ;~rNÞ; (6)

denoting its eigenstates as c0, c1, . . . and eigenenergies as
E0; E1; . . ..

The Vð~r1; . . . ;~ri; . . . ;~rNÞ is the intrinsic, native potential of the
metal. When the external electric field ~Eeat is switched on
adiabatically, this native field is perturbed by the potential

dV ¼ e~Eeat
X

j

~r j �
X

k

Zk
~Rk

0
@

1
A: (7)

The wave function cð~r0;~r1; . . . ;~rNÞ for the particle system is then
defined by the time dependent Schrödinger equation.

i�h
@c
@t
¼ ðH þ dVÞc (8)

The driving force on the lattice atom is given by

~F ¼ �hcjr~rðV þ dVÞjci: (9)



Table 1
Calculated Zwind and measured Z� at 0.9� melting temperature [25].

FCC BCC

System Zwind Z� System Zwind Z�

Al �3.11 �3.4 V 0.99

Al(Cu) �5.29 �6.8 Nb 0.76 1.3

Al(Pd) �8.71 Ta 0.35

Al(Si) �24.26 Nb(Y) 0.95

Cu �3.87 �5 Nb(Zr) 0.93

Ag �3.51 �8 Nb(Mo) 0.85
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In order to obtain c, first order perturbation theory [14] can be
used.

jci ¼ jc0i þ
X
n 6¼0

hcnjdV jc0i
E0 � En

jcni (10)

Before the external field is turned on, all the particles (electrons
and ions) are in a pure quantum state c0i. On the basis of (6)–(10)
the force expression is obtained [9,15].

~F ¼ Zie~Eþ
i

�h

Z 1
0

e�athc0j½eiHt=�hðr~rVÞe�iHt=�h e~E �
X

j

~r j�jc0idt (11)

The second term of Eq. (11) consists of two contributions, the first
one is identified as the wind force and the second one implies some
screening of the bare direct force Zie~E [15].

A more sophisticated treatment of the wind force based on
Kubo’s linear response theory [16] was carried out by Kummar and
Sorbello [17]. They start with the equation of motion for the
expectation value of the momentum ~P and write the total force on
the atom as [14]

~F ¼ dh~Pi
dt
¼ � i

�h
h½~P; ðH þ V þ dVÞ�i; (12)

where V is the electron-point defect interaction. By inserting (7) we
obtain

~F ¼ Zie~E� hr~RVi: (13)

The quantity hr~RVi is exactly the electrostatic force exerted on the
point defect by the electron charge density. It contains both
electron wind as well as the contribution from local screening of
the local field.

In the linear response theory we observe a statistical operator r
for a system of identical particles. If one assumes that this system can
be in different states defined by wave functions C1, C2, . . . and that
the probability that the particle system is in a state defined by a wave
function, Ci is %i. The statistical operator r is then defined as

r ¼
X

i

jCii%ihCij: (14)

Now one can write an expectation value for an arbitrary operator A

as

hAi ¼ TrðrAÞ: (15)

If the Hamiltonian of the system H is perturbed by a time-
dependent operator Be�ivt, the new expectation value is given by
Kubo’s expression

hAi0 ¼ hAi � i

�h

Z 1
0

eivtTrðr½AðtÞ;B�Þdt; (16)

where A(t) is a Heisenberg picture of the operator A, [18].

AðtÞ ¼ eiHt=�hAe�iHt=�h (17)

The Heisenberg picture is part of a general concept in which
operators become time-dependent and states time-independent.

Now we set

A!r~RV ; B! e~E
X

j

~r j (18)

and using (16) and (17), (13) transforms into

~F ¼ Zie~E�
i

�h
e~E

Z 1
0

eivtTrðr½r~RVðtÞ;
X

j

~r j�Þdt: (19)

The linear force expression (19) is exact and holds for a very
general system, since no restrictions are assumed for a system
Hamiltonian. Both driving force expressions (11) and (19) are
equivalent, as has been shown in extensive studies by Lodder
[11,15,19].

Sorbello also calculated the wind force for vacancies and
impurities for virtually all free-electron-like metals within the
pseudopotential formalism [20].

Besides the perturbation theories of Bosvieux and Friedel, and
Kumar and Sorbello, there is a third quantum-mechanical EM
theory developed by Sham [21] and Schaich [22]. The perturbation
theory and the pseudopotential theory are not expected to be valid,
when we have to deal with a strong scatterer in a point defect
complex. But in reality the region containing the migrating atom
contains more than one scattering center and electrons will suffer
collisions with all these centers.

As a basis for studying situations with multiple and strong
scatterers, Sham [21] and Schaich [22] provided the very general
expression for the wind force

~Fwind ¼ �
X
~k

d f ð~kÞ
Z
jcð~kÞj2r~RV d~r; (20)

where V is the electron-point defect interaction potential, d f ð~kÞ is
the perturbed electron-distribution function caused by the applied
field

d f ð~kÞ ¼ et~E �~v @ f ðeÞ
@e ; (21)

and cð~kÞ is the electron scattering wave function for an electron
incident upon the defect complex. The expression (20) can be
heuristically derived from the general Feynman–Helmann [23]
form for the force

~F ¼ �
Z

nð~rÞr~RV d~r; (22)

where nð~rÞ is the electron density. We can now simply assume that
the electron density is the density which corresponds to each
scattering state summed over all occupied scattering states

nð~rÞ ¼
X
~k

d f ð~kÞjcð~kÞj2 (23)

By substituting (23) in (22) we immediately obtain (20).
The effective valence Z� can be measured by various methods.

From its temperature or resistivity dependence it is sometimes
possible to gain information both on the direct force and the wind
force [24]. Ab initio results for the wind valence in a number of FCC
and BCC metals are presented by Lodder and Dekker in [25]. They
calculated both positive and negative wind valences, cf. Table 1, as
result of the detailed electronic structure of the system. Apparently,
Zwind appears to be rather small for quite a number of metals, which
means that a measurement of the effective valence Z� will be
valuable in the determination of the direct valence.

2. Experimental studies

The development of new interconnect technologies always
requires a development of devices, methods, and procedures for
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the estimation of EM lifetime. This is a very demanding task due to
the small dimensions of state of the art integrated circuits (ICs) and
the variety of materials employed. A vast number of circuit
elements must be evaluated in terms of a multitude of possible
failure mechanisms. Although there is no generally accepted
industry standard, competitive reliability targets of chip failure
rates have been in the order of one per thousand throughout the
anticipated interconnect lifetime of 10–15 years [26].

In order to study interconnect failure behavior the usage of
accelerated EM tests is necessary, in which failure times are
commonly less than 1000 h. As indicated by Black’s equation [27],
the life time of an interconnect can be reduced by either increasing
the current density or by increasing the diffusivity. The latter is
done by increasing temperature. Current densities used for tests
are 5–45 mA/mm2 and temperatures 170–350 8 C [28] for copper
based technologies.

The EM tests are carried out using simple structures and
operating conditions which accelerate EM failure. One of the goals
is the identification of failure mechanisms and their impact on the
interconnect properties [8]. The results of EM tests have to be
related to the operation of real devices under realistic usage
conditions. It is known that important causes of EM are
microscopic and macroscopic flux divergences, hence, a test
structure has to be suitable for reproducing such divergences [26].
Since EM experiments are conducted at higher current densities
and temperatures compared to operating conditions, extrapola-
tions are needed to assess reliability at operating conditions. In
addition, only a limited number of interconnect structures are
tested, whereas often hundreds of millions of interconnects exist
on a chip. Therefore, the extrapolation needs to take into account,
how to assess on-chip reliability from the EM-tested sample
structures.

One of the first standard structures used to study EM was
Blech’s structure [29–31]. In this structure an interconnect is
deposited directly over a thin redundant layer of material with
higher resistivity, for example aluminum over titanium nitride or
copper over tungsten. The EM induced movement of material is
then visible from above and a direct measurement of the physical
drift rate is possible.

The results of life time experiments are regularly expressed as
the mean time-to-failure and the standard deviation of a
lognormal distribution of nominally identical samples.

An originally used test structure is the NIST (National Institute
of Standards and Technology) structure, which is composed of a
straight metal strip with four terminals for Kelvin resistance
measurements. A length of 800 mm is suggested to prevent short
length effects and avoid thermal interferences between the pads
[32]. The length and width of the end-contact segments and
voltage taps are defined in order to reduce the heat dispersion
along these paths, thus improving the temperature profile of the
test line. The major flaw of the NIST test structure is that there are
no significant macroscopic flux divergences and, therefore,
[()TD$FIG]

Fig. 3. Typical dual-damasc
experiments always indicate unrealistically long times-to-failure.
Another standard test structure is the SWEAT (Standard Wafer-
level Electromigration Acceleration Test) structure. It was pro-
posed in 1985 [33] for a very rapid characterization technique
capable of giving information about the quality of a metalization
process in less than 15 s. There exist also several others tests, e.g.
BEM (Breakdown Energy of Metal) [34], WIJET (Wafer-level
Isothermal Joule heated Electromigration Test) [35], TRACE
(Temperature-ramp Resistance Analysis to Characterize Electro-
migration) [36], assorted pulsed-current techniques [37], and
noise measurements [38]. The line-via test structure is the most
widely used today, especially for copper-based metalization. A
typical line-via EM test structure is shown in Fig. 3.

2.1. The impact of mechanical stress

There are three major sources of mechanical stress in passivated
interconnect lines. The first is the thermal stress, resulting from the
difference in thermal expansion between the passivation and metal
upon cooling from high deposition temperatures. Metalization
processing can expose an integrated circuit to temperatures of more
than 500 8C. The second source of stress is non-equilibrium film
growth. As wafer curvature measurements have shown this source
of stress is even more important than the thermal stress. The third
major source of stress is EM itself.

Although the measurements significantly contribute to the
understanding of thin film stresses, they are, in most cases, limited to
simple test structures. Furthermore, the detailed stress distribution
within a material cannot be experimentally determined.

The evolution of mechanical stress in interconnect lines depends
on whether or not vacancies can be created or annihilated such that
their equilibrium is maintained. For mechanical stresses to develop,
there must be both a volume expansion or contraction of the line
with respect to the surrounding material and a mechanical
constraint applied by the surrounding material. As atoms exchange
place with vacancies and travel towards the anode end of the line,
there is a flow of vacancies towards the cathode end. In the absence
of vacancy sources and sinks, this would result in a vacancy
supersaturation on the cathode end and a deficiency at the anode
end. Since the replacement of an atom with a vacant site produces a
small relaxation in the surrounding lattice, there would be a net
volume contraction at the cathode and expansion at the anode.

For the dual-damascene technology high tensile stress at the
interfaces, where one can expect defects is critical. The conditions for
EM and stressmigration can work both in order to increase this local
tensile stress or act against each other in order to reduce the stress.

The choice of passivating film material and corresponding
process technology causes tensile or compressive stress in the
interface between the passivating film and the interconnect metal.
Interfacial compressive stress diminishes EM along interfaces by
reducing the diffusivity [26]. However, numerous experimental
observations have shown [39] that tensile stress in the interface
ene via test structure.
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increases the possibility of failure. Increased thickness and rigidity
of the capping layer prevent relaxation of both thermal and EM
induced stress, which results in dielectric cracking and metal
extrusion.

2.2. The impact of microstructure

The interconnect microstructure depends on many parameters
such as the core material deposition technique, barrier material
types, barrier material deposition technique, copper seed layer
deposition technique and thickness, and line width. As an example,
for a given line width, the grain size may differ significantly, when
the copper deposition technique changes from CVD to electro-
plating. The grain size distribution can be precisely determined
using AFM (Atomic Force Microscopy) and EBSD (Electron Back
Scatter Diffraction) [40], the texture distribution with XRD (X-Ray
Diffraction) and EBSD [41]. Furthermore, advanced experimental
techniques enable a direct observation of the influence of layout
geometry on the microstructure.

2.2.1. Texture distribution

Thin metal films generally have a strong {1 1 1} sheet texture
which is a function of the deposition process and the geometry of
the film. It has been observed over the past decade that the texture
has a significant effect on EM performance, but the reason for the
effect is rather subtle. The effect of texture remains approximately
the same both for thick interconnects with complex microstruc-
tures and for bamboo and near-bamboo interconnects [42]. This
indicates a significant surface effect of the texture, which has been
extensively investigated in [43].

In order to study the texture effect independently from the
grain structure effect, it is necessary to apply various barrier and
seed layers, deposition techniques, and line patterning methods.
The current density exponent in Black’s equation [27] is about 2 for
both {1 1 1} and {2 0 0} CVD copper lines, but the time-to-failure of
{1 1 1} CVD copper lines is about four times longer than that of
{2 0 0} CVD copper lines under the same current density [44]. The
cause of a longer lifetime of {1 1 1} CVD copper lines over {2 0 0}
CVD copper lines is most probably the smaller variance of the grain
boundary tilting distribution resulting in slower atomic diffusion.

The growth of voids nucleated in {1 1 1} grains is rather uniform
[45], but if they move into a non-{1 1 1} grain, the void geometry
changes dramatically. Frequently, the voids become very narrow
and nearly slit-like, spanning the entire interconnect and causing a
failure without an actual increase in volume.

Very extensive studies on the interplay between geometry
features, microstructure, and void evolution have been carried out
by the group of Prof. Carl Thompson. The role of microvoids, caused
by thermal processing, in EM failure build-up was investigated in
[46]. It has been clearly shown that wider interconnects do not lead
to improved EM behavior, when the dual-damascene process itself
produces microvoids in the copper bulk. Another work illuminates
the role of texture of the grains surrounding voids [47]. In
estimating interconnect failure times, the period of void evolution
is critical, however, the behavior of evolving voids is difficult to
predict. Particularly the dependence of void evolution on different
grain textures is up to now not well understood. In this sense, the
systematical study provided in [47] is very helpful for developing
void evolution models.

2.2.2. Grain size distribution

Since atoms are more loosely bound at grain boundaries than in
the lattice, atoms migrate along grain boundaries more easily than
through the lattice. Therefore, the EM failure rate should depend
on the grain size of the metallic thin film. Such a dependence is well
documented for aluminum interconnects, however, the depen-
dence is found to be less pronounced in copper interconnects. The
reason is probably that EM along interfaces is dominant in copper
interconnects. However, the difference in EM performance
between interconnect lines with large and small grains can clearly
be seen. Electroplated copper in the dual-damascene structures
has a significantly larger grains than CVD copper line resulting in
its longer EM life-time compared with CVD copper line [44].

Walton et al. [48] argue, based on the model of secondary grain
growth, that the length of the grain sections is likely to be
exponentially distributed. They give for the distribution of grain
lengths

GðLÞ ¼ 1� e�ðM=LÞ; (24)

where M is the average grain size and G(L) is the probability that a
particular grain is smaller than L. Arzt and Nix [49] give essentially
the same formula, although based on different physical arguments.

2.3. The impact of interfaces

Since the introduction of copper interconnects, their surface
and interface EM properties have been extensively studied by
many researchers. However, the focus was on EM lifetime tests and
the results are significantly affected by various factors such as
microstructure, processing, and structure layout. The copper
interconnect in modern dual-damascene technology is completely
embedded in a barrier layer and in a capping layer. For both the
capping and the barrier layer the quality of adhesion is of crucial
importance. The adhesion quality can be influenced by the choice
of processes and materials, for example, the following combina-
tions have been extensively investigated: Cu/TiW, Cu/SiO2, TiW/
Cu/TiW, W/Cu/TiW, SiO2/Cu/TiW [50]. Weak bonding between
copper and the capping layer not only enhances EM prior to void
nucleation but also speeds-up void evolution and growth.
Observations showed that an epitaxy-like (e.g. non-interrupted
array of parallel lattice planes) transition between copper and the
capping layer strengthens the copper/capping bonding [51].

2.3.1. The barrier layer/copper interface

The most commonly used barrier layer material is tantalum
(Ta). The adhesion between tantalum and copper is quite good as
long as the surface is not oxidized. Strong adhesion clearly retards
diffusion along the barrier layer [39]. Actually, interconnects with
tantalum layers inhibit EM along the barrier layer interfaces in a
manner similar to that of an aluminum/oxide interface. The
relatively high activation energy of 2.1 eV [28] makes EM along the
interface between copper and the barrier layer less critical.

2.3.2. The Etch stop/copper interface

The interface between copper and the capping layer is known to
be the dominant diffusion pathway in dual-damascene inter-
connects [52]. The properties of this particular interface play
therefore a key role for EM. SiN- and SiC-based films are widely
used as capping materials for copper interconnects. It has been
published in several studies [2] that the EM lifetime depends on
the adhesion behavior, i.e. the sticking coefficient between the
capping layer and the copper surface. Good adhesion and hence
large EM lifetimes are enabled by a tightly bonded interface which
suppresses the migration along this pathway. In contrast, a poorly
adhering interface would correspond with enhanced diffusion and
lower EM lifetimes [52]. One of the major tasks during process
development is to find capping layer materials as well as pre-clean
and deposition techniques that yield good interface adhesion to
obtain adequate EM performance. Recently, numerous experi-
ments have shown that the best results are obtained, when an
adherent metallic layer, such as electroless CoWP, is applied to the
surface before deposition of the interlevel dielectric. In such a case,
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a very thin (�10 nm) layer is sufficient to completely stop all
interfacial diffusion. This is especially valuable in narrow lines,
where a bamboo copper grain structure exhibits bulk-like
activation energies for failure, which makes this system essentially
immortal with respect to EM failure. Because the copper interfaces
are such an easy pathway for diffusion, one of the important
properties of a capping layer is, that it must be a good diffusion
barrier to oxygen. Any oxygen which is allowed to diffuse to the
copper surface will reduce the adhesion consequently leading to an
increase in diffusion and a reduction in EM lifetime. Poor cleaning
practice prior to the application of a capping layer has also been
found to degrade the interconnect lifetime.

2.4. Empirical and semi-empirical studies

2.4.1. Extrapolation of time-to-failure

The statistical character of EM necessitates to carry out EM
experiments on a number of test structures. Normally, at least 20
test structures are used which are exposed to the same stressing
conditions. The failure is defined as a pre-defined increase of the
measured relative resistance DR/R. Depending on the application,
the resistance increase is chosen to be 5, 10, or 20%. During the test
the resistance of every single structure is observed and registered.
For a statistical description of the measured individual time-to-
failure (tF,i) of each sample a lognormal distribution is well
established. It is characterized by the mean time-to-failure (t̄F) and
the standard deviation s. The mean time-to-failure is calculated as
the average of the logarithmic times-to-failure.

ln ðt̄FÞ ¼
1

N

XN

i¼1

ln ðtF;iÞ (25)

N is the number of test structures. The standard deviation is
obtained as

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN

i¼1

ðln ðtF;iÞ � ln ðt̄FÞÞ2
vuut : (26)

The cumulative failure frequency of the i-th structure is given by

hi ¼
i� 0:3

N þ 0:4
: (27)

The data points (tF,i, hi) are sorted in order of increasing failure time
and presented in cumulative failure diagrams (Fig. 4). For the

[()TD$FIG]

Fig. 4. Example of a lognormal EM failure plot for a structure tested in a range of

temperatures from 250 to 342 8 C (courtesy of Dr. P. R. Justison) [1].
probability density function PDF of the lognormal distribution
holds

PDFðtÞ ¼ 1ffiffiffiffiffiffiffi
2p
p

st
exp �ðln ðtÞ � ln ðt̄FÞÞ2

2s2

 !
: (28)

The cumulative distribution function CDF(t) gives the number of
failures until some defined time t.

CDFðtÞ ¼
Z t

0
PDFðtÞdt ¼F

ln ðtÞ � ln ðt̄FÞ
s

� �
(29)

FðzÞ ¼ 1ffiffiffiffiffiffiffi
2p
p

Z z

�1
exp � y2

2

� �
dy (30)

The goal of accelerated EM tests is to obtain the mean time-to-
failure t̄F and the standard deviation s defined by the current
density Istr and temperature Tstr, which are significantly higher
than the expected operating current density Iop and operating
temperature Top. Once t̄F and s are determined, the time-to-failure
tF under operating conditions is calculated as [53,54]

tF ¼ t̄F
Istr

Io p

� �n

exp
Ea

k

1

Tstr
� 1

To p

� �
þF

�1ðsÞs
� �

: (31)

for any given percentage s of cumulative failure. Eq. (31) is based
on the work of Black [27]. The parameter n represents the current
density exponent which is experimentally determined and F�1 is
the inverse function to F.

2.4.2. Estimation of void growth time

Void evolution represents the period of EM failure development
with the most dramatic changes of interconnect resistance and it has
been intensively studied with a combination of empirical and semi-
empirical methods. As an illustration we present an analysis of void
growth in a single-damascene structure (cf. Fig. 5). The basis for
semi-empirical modeling is a simple expression for the mass flux Jm

Jm ¼ Ca
d
h

Da

kT
Z�erJ: (32)

Here, Ca is the atomic concentration, d is the width of the diffusion
path along the interface, h is the interconnect line height, Da is the
self-diffusion coefficient, r is the resistivity, and J is the current
density.

The mass flux through an interconnect can also be described as

Jm ¼
Na

ADt
; (33)

where A is the cross-section of the interconnect and Na is the
number of atoms moving through the interconnect cross-section A

in time Dt.
Due to geometrical reasons (cf. Fig. 5) the moving atoms are not

replenished and leave a void of volume DV behind. The number of
atoms which were contained in this void are

Na ¼
DV

Va
; (34)

[()TD$FIG]
Fig. 5. Part of the single-damascene interconnect used for analysis.
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where Va is the atomistic volume. Combining Eqs. (32), (33), and
(34) we obtain

d
h

Da

kT
Z�erJ ¼ DV

ADt
; (35)

and by setting J = I/A

Dt ¼ kTh

DaZ�erId
DV : (36)

Expression (36) is commonly used for estimation of the void growth
time [7,55–57]. One of the most interesting statistical investigations
on the EM failure behavior of single-damascene copper interconnect
structures was performed by Hauschield et al. [56,57]. The author
sets DV ¼ wDAv and A ¼ wh and obtains from (36)

Dt ¼ kTA

DaZ�erId
DAv; (37)

where DAv is the void surface which can be measured using
scanning electron microscope (SEM) and focused ion beam (FIB)
cross-sectioning (in Fig. 5 the surface defined by the points A, B, C,
and D), A is the cross-section area of the interconnect, and w is the
width of the interconnect (cf. Fig. 5). The derivation of Eq. (37)
basically assumes a rectangular void shape defined by two parallel
cutting planes (orthogonal to interconnect line) and the barrier and
capping layers. Furthermore, during the void evolution the flux
along these cutting planes remains constant. These are rather
rough assumptions, but, nevertheless, they provide an interesting
insight into the statistics of EM failure development. If we
additionally assume that the void during its evolution retains
the same shape and integrate Eq. (37) up to time tc, we obtain

tc ¼ qAc; q ¼ kTA

DaZ�erId
: (38)

Here, Ac is the surface of the void after the time tc. As the results of
experimental void area measurements show, there is indeed a
linear dependence between the testing time and the median void
area size (Fig. 6) [2]. The expression (38) was also applied by Kang
and Shin [58], where a three-dimensional calculation of the electric
field and the temperature for a constant voltage load is used in[()TD$FIG]
Fig. 6. Median void area as a function of median test time (courtesy of Dr. M.

Hauschield) [2].
order to determine a critical volume of the rectangular void. After
estimating the average current density and average temperature
the void growth time is calculated with (38). The relationship (38)
allows to study interesting statistical correlations between
different types of experiments. In [56,57] the EM tests for a
single-damascene copper via were either stopped after a given test
time (t-based) or after a certain resistance increase (R-based) and
for both kind of experiments the void area statistics are obtained
(mean value, standard deviation). Using these extracted statistical
features of t-based and R-based experiments artificial distributions
of void areas (At-based

i ; i ¼ 1 . . . 500) and (AR-based
j ; j ¼ 1 . . . 500) are

produced. Now, for a single R-based failure criterion (10 %, 20%,. . .,
change of interconnect resistance) mean time tm is calculated. By
randomly choosing i and j from two artificially created void area
lists a new distribution is obtained

t ji ¼
AR-based

j

At-based
i

tm: (39)

However, as shown in [56,57], this new distribution has almost the
same standard deviation as the original failure time distribution of
R-based experiments. Hence, by knowing the statistical properties
of a void size distribution, the standard deviance of the failure time
distribution can be estimated.

The well presented and carefully studied experimental results
together with corresponding semi-empirical models as those
presented above are extraordinary useful for development and
verification of theoretical models for EM failure.

3. Electromigration modeling

The development of intrinsic voids, which leads to interconnect
failure, goes through two distinctive phases. These phases exhibit
the different influence on the operating abilities of interconnects
and are based on different physical phenomena.

The first phase is the void nucleating phase in which EM
generated voids do not exist and a significant resistance change is
not observable. The second phase starts, when a void is nucleated
and becomes visible in SEM pictures [41]. This is the so-called rapid
phase of void development. The void expands from its initial
position (nucleation site) to a size which can significantly change
the resistance or completely sever the connection. If we denote the
void nucleation time with tN and the void evolution time with tE,
the time-to-failure tF is

tF ¼ tN þ tE: (40)

The development of a general EM model demands a careful
analysis of physical phenomena in both phases of void develop-
ment.

3.1. Material transport prior to void nucleation

The simple, linear relationship between electric field and EM
force (1) can straightforwardly be used to build a continuum EM
model. This was done by Wever [59] in 1973, who gives the general
phenomenological expression for the molar fluxes J̄i, (i = 1, . . ., M)
of M distinguishable components (in original notation).

J̄i ¼ �Di gradxNi �
F%eINi

RTmi f E
i z�i

" #
(41)

Here, Ni is the molar fraction of component i, F is the Faraday
constant, %e is the resistivity, I is the current density, R is the
Rydberg constant,

mi ¼
@ ln ai

@ ln Ni

� �
p;T

; (42)
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where ai is the activity of the component i in the mixture, f E
i is the

correlation factor of ‘‘Elektrotransport’’, and z�i is the effective
charge [59].

The most widely used model today is the simple semi-empirical
model of Black [27]. According to Black the migration rate Rm is
proportional to the number of ions which overcome a potential
barrier Ea in the metal lattice, which can be expressed as

Rm� exp � Ea

kT

� �
: (43)

Furthermore, Black concluded that, if the current density J is
increased, the impulse transfer Dp from electrons to atoms is
increased.

Rm�D p� J (44)

The probability of an electron-atom collision is proportional to the
density of conduction electrons n.

Rm�n� J (45)

Considering (43), (44), and (45), and the simple assumption that
the mean time-to-failure t̄ f is inversely proportional to the
migration rate Rm, Black derives the following expression:

t̄ f �
1

Rm
) t̄ f ¼

A

J2
exp

Ea

kT

� �
(46)

Here, A is a constant defined by materials and geometry of an
interconnect layout.

Fitting of (46) to experimental data has shown that the current
density exponent varies between 1 and 2. A value close to 2
indicates that the void runs through both phases of evolution. A
current density exponent closer to 1 indicates that the void existed
prior to EM stressing or a large interfacial defect was present.

The theoretical explanation for an exponent value 2 was found
by Shatzkes and Lloyd [60]. They discuss the solution of the one-
dimensional continuity equation for the vacancy concentration Cv

with a perfectly blocking boundary:

@Cv

@t
¼ Dv

@2
Cv

@x2
� v

@Cv

@x
; v ¼ Z�erJDv

kT
(47)

Dv is the vacancy diffusivity. According to Shatzkes and Lloyd [60],
the failure will occur, when the vacancy concentration reaches a
certain critical value Cv f which can be significantly higher than the
initial equilibrium value Cv0. They found that

t f ¼
2Cv f

Cv0J2Dv

 !
kT

Z�er

� �2

: (48)

The vacancy diffusivity is thermally activated.

Dv ¼ Dv0 exp � E

kT

� �
(49)

The major shortcoming of the Shatzkes–Lloyd model is that the
time scale for failure is too short, e.g. [26], and the effect of stress is
not included. The short time scale for failure follows from the
absence of any vacancy sinks in the model.

The work of Blech from 1976 which was published in a series of
short papers [29–31] led to the introduction of three important
concepts: the ‘‘Blech Product’’, the ‘‘Blech Length’’, and the ‘‘Blech
Condition’’. While studying the EM induced movement of
conductor islands deposited on TiN, Blech found that the drift
velocity can be expressed as

vD ¼
DaZ�erJ

kT
: (50)

EM moves only one side of the metal island so that its length
generally shrinks. When the island shrinks to a particular length lB
(‘‘Blech length’’) the upstream end stops moving and EM
essentially comes to a halt. The parameter called ‘‘Blech product’’
depends on temperature.

cðTÞ ¼ JlB (51)

If the conductor length is less or equal to the Blech length lB, no EM
will occur.

The Blech effect was understood by realizing that in addition to
EM also stressmigration in the opposite direction takes place. The
driving force of stressmigration is the gradient of the hydrostatic
mechanical stress s. The total vacancy flux in a Blech experiment is
then

Jv ¼
DvCv

kT
Z�erJ �V

@s
@x

� �
: (52)

EM vanishes, when the stressmigration equals the EM, e.g. Jv ¼ 0.
This steady state condition is called the Blech condition.

@s
@x
¼ Z�erJ

V
(53)

The origin and nature of stress in Blech’s work was not clear.
Korhonen et al. [61] argues that supersaturation of vacancies
cannot be supported in a thin film as assumed by Shatzkes and
Lloyd [60].

The transport of vacancies causes a change in local vacancy
concentration. Some of these vacancies are deposited on grain
boundaries or lattice dislocations [62] and, therefore, grain
boundaries and lattice dislocations are regarded as vacancy
sinks. Korhonen et al. [61] consider only dislocations as vacancy
sinks. By accepting a vacancy a process of dislocation climb is
initiated [62], which changes local concentration of lattice sites
CL what in turn induces hydrostatic stress according to Hooke’s
Law

@CL

CL
¼ @s

B
; (54)

with B as the bulk elastic modulus. On the other hand side the
production/annihilation rate of vacancies g is equal to the negative
rate of change of the concentration of lattice sites [63].

g ¼ � @CL

@t
(55)

Using (54) and (55) one can write a material balance equation for
atoms and vacancies [61].

� @Ja

@x
¼ @Cv

@t
� g ¼ @Cv

@t
þ CL

B

� �
@s
@t

(56)

The atomic flux Ja is given with the relationship (52).

Ja ¼ �
DaCa

kT
Z�erJ �V

@s
@x

� �
(57)

Eqs. (56) and (57) connect Ca, Cv, and s but in effect we have only
one continuum equation for three unknown functions. Moreover,
the model considers only hydrostatic stress, while generally the
stress in an interconnect confined by surrounding layers is
anisotropic.

In aluminum, grain boundaries are the dominant diffusion
paths. This fact is used by Korhonen et al. [61] to argue that, since
the grain boundaries are randomly distributed in the intercon-
nect, the stresses in the grain boundaries become equal in all
directions (i.e., s = s1 = s2) in a very short time, so only one stress
component is needed in the model (Fig. 7). This equilibration of
stress assumes a fast and homogeneous redistribution of atoms.
According to [61], the mechanism of vacancy production/
annihilation keeps the value of stress closely connected to the
vacancy concentration, i.e. these two values are in equilibrium
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Fig. 8. Build-up of vacancies at the blocking boundaries for z = 0.01 (dashed line),

z = 0.05 (points), z = 0.2 (full line).
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inside the grain boundaries. This allows the application of an
equilibrium relationship

Cv ¼ Cv0 exp
W f þVs

kT

� �
; (58)

which was originally derived in [62]. Wf is the interaction energy
between the vacancy and the stress field, while Cv0 is the vacancy
concentration in the absence of stress. Including some further, but
less critical assumptions, the following equation is obtained [61]:

@s
@t
¼ @

@x

DaBV

kT

@s
@x
þ Z�erJ

kT

� �� �
(59)

Clement [63] studied the Eq. (59) under similar conditions, but
he uses a vacancy description.

@Cv

@t
� Dv

@2
Cv

@x2
� Z�e E

kT

@Cv

@x

 !
þ g ¼ 0 (60)

Eq. (60) can be analytically solved for various cases of initial and
boundary conditions [60,61,63,64], however, from a practical point
of view, the most important solution is for the situation where the
vacancy flux is blocked at both ends of a finite line, i.e.

Jvð0; tÞ ¼ Jvð�l;0Þ ¼ 0; (61)

on the segment [ � l, 0], assuming the initial vacancy concentration
to be Cvðx;0Þ ¼ Ceq

v . In this case the solution of (60) is given in [64]
as

nðj; zÞ ¼ Cvðx; tÞ
Ceq

v
¼ A0 �

X1
n¼1

An exp ð�Bnz þ aj=2Þ; (62)

where

A0 ¼
Cvðx;1Þ

Ceq
v

¼ a exp ðajÞ
1� exp ð�aÞ (63)

is the steady-state solution and

An ¼
16np½1� ð�1Þn exp ða=2Þ�

ða2 þ 4n2p2Þ2

� sin ðnpjÞ þ 2np
a

cos ðnpjÞ
� �

; (64)

Bn ¼ n2p2 þ a2=4: (65)

For the sake of simplification, we used the substitutions

n ¼ Cv

Cv0
; j ¼ x

l
; z ¼ Dvt

l2
; a ¼ Z�eEl

kT
; (66)

in Eqs. (62)–(65).
For a = 4 in Figs. 8 and 9 the distribution of the normalized

vacancy concentration n and the reduced hydrostatic pressure,

h ¼Vs
kT
¼ ln ðnÞ (67)

[()TD$FIG]
Fig. 7. Aluminum interconnect with a columnar grain structure.
are presented for different EM stressing times. The normalized flux

Jn ¼
@n
@j
� an (68)

is presented in Fig. 10. The stress build-up continues, until the EM
driving force is counter-balanced by intrinsic stress in the line. That
is the case in Fig. 9 for z = 0.2, where the stress profile is a straight
line. The condition for the equilibrium between stressmigration
and EM is, as expected, again the Blech condition (45).

In the model of Korhonen et al. [61], the source term g describes
the vacancy recombination which takes place in dislocations, while
Clement’s model [65] includes also grain boundaries as possible
recombination sites. This kind of models was developed for a
generation of interconnects, where the dimensions substantially
exceed the grain size, but for modern copper interconnects more
detailed models of the grain boundary physics are necessary.

The analysis of experimental results led already in 1971
Rosenberg and Ohring [66] to the conclusion that for aluminum the
grain boundary transport plays the major role for EM. The film
surface and bulk diffusion effect are only of secondary importance.
Consequently, the vacancy balance equation holds only for grain
boundaries

@Cvð~r; tÞ
@t

¼ �r �~Jv þ
Cvð~r; tÞ � Ceq

v

tv
; (69)

where the ad hoc second term was introduced on the right side as
the vacancy generation rate with Ceq

v as the equilibrium vacancy[()TD$FIG]
Fig. 9. Build-up of hydrostatic pressure at the blocking boundaries for z = 0.01

(dashed line), z = 0.05 (points), z = 0.2 (full line).
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Fig. 10. Normalized flux Jn along the interconnect line for z = 0.01 (dashed line),

z = 0.05 (points), z = 0.2 (full line).
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concentration rate and tv as the lifetime of vacancies in the
presence of sinks. The fact that grain boundaries in metals present
sites of point defect generation and annihilation has been
experimentally validated at the end of the 70s [67], also the role
of grain boundary dislocations has been extensively investigated
[68].

A similar recombination term is used by Kirchheim in 1992
[69], with an additional dependence of the equilibrium vacancy
concentration on the hydrostatic stress s.

Ceq
v0 ¼ Cv0 exp

ð1� f ÞVs
kT

� �
(70)

Here, Cv0 is the equilibrium concentration in the absence of stress
and f is the atom–vacancy relaxation factor. Using a simplified
aluminum microstructure with squared grains Kirchheim [69]
derives the equation for the ‘‘rate of vacancy annihilation or
production’’ ts.

1

ts
¼

2Dgb

dl
(71)

Dgb is the diffusivity in grain boundaries, l is the characteristic
diffusion length, and d is the grain diameter.

In 1999 Sarychev and Zhitnikov [70] in their general, three-
dimensional formulation of the EM problem give the following
expression for the recombination term:

g ¼ Lvmv (72)

Lv is the rate parameter and mv is the chemical potential of
vacancies, which can be written as

mv ¼ kT ln
Cv

Ceq
v

� �
: (73)

If the deviation of the vacancy concentration from its equilibrium
value is small, the chemical potential mv can be approximated as

mv ¼ kT
Cv

Ceq
v
� 1

� �
: (74)

By setting tv ¼ �Cv=kTLv the original Rosenberg–Ohring term is
recovered.

g ¼ �Cv � Ceq
v

tv
(75)

The model of Sukharev et al. [71] in 2007 extends the previous
models by introducing ‘‘plated atoms’’ to describe the atom
exchange between copper bulk on the one hand side and grain
boundaries and interfaces on the other hand side. It has been
assumed that the vacancy-plated atom pairs are simultaneously
generated/recombined. Because of the huge difference in mobility
of the atoms and vacancies the plating atoms stay, where they are
generated (interfaces and grain boundaries), while vacancies
migrate under the influence of the present driving forces. Evolution
of the plated atom concentration (M) is described by the following
set of equations

@M

@t
¼ 0 (76)

for bulk and

@M

@t
� g ¼ 0 (77)

for interfaces and grain boundaries.
The diffusion of point defects inside the grain boundary is faster

compared to grain bulk diffusion due to the fact [72] that a grain
boundary generally exhibits a larger diversity of point defect
migration mechanisms. Moreover, formation energies and migration
barriers of point defects are in average lower than those for lattice.

In 1951 Fisher published his nowadays classic paper [73]
presenting the first theoretical model of grain boundary diffusion.
That pioneering paper, together with concurrent experimental
measurements by Turnbull and Hoffman [74], initiated quantita-
tive studies of grain boundary diffusion in solids. The fact that grain
boundaries in metals provide high-diffusivity paths was known
already in the 1930s, mostly from indirect and qualitative
experiments. For example, the enhanced rates of sintering, creep,
discontinuous precipitation, and other processes and reactions in
polycrystalline samples were attributed to an accelerated atomic
transport along grain boundaries.

The model of Fisher [73] considers diffusion in a semi-infinite
sample containing a single grain boundary normal to the surface.
The grain boundary is modeled by a high-diffusivity slab of width d,
embedded in a bulk with low diffusivity.

Both the grain boundary and the bulk segment are assumed to
be uniform and isotropic media which follow Fick’s law with the
diffusion coefficients Dgb and Db, respectively (Fig. 11). The
diffusing atoms, initially deposited on the surface, penetrate fast
along the grain boundary and are partly lost to the surrounding
volume (grains). Fisher described an interesting analogy of this
situation with diffusion of heat along a copper foil embedded in
cork. The diffusion of vacancies into the system is described by two
coupled equations.

@Cv

@t
¼ Db

@2
Cv

@x2
þ @2

Cv

@y2

 !
jxj> d

2
(78)

@Cgb
v

@t
¼ Dgb

@2
Cgb

v

@y2
þ 2Db

d
@Cv

@x

� �
x¼d=2

(79)

Cgb
v is the vacancy concentration in the grain boundary and d is the

grain boundary thickness. The last term in Eq. (79) takes into
account the leakage of the diffusing atoms from the grain boundary
to the bulk. Based on this model for a single grain boundary,
diffusion in polycrystalline samples has been analyzed in great
detail, e.g. [75] Different kinetic regimes of experiments have been
identified, depending on the grain size relative to the diffusion
paths in the grains and along grain boundaries.

Grain boundaries play an important role in stress relaxation
during EM. This model can therefore not be sufficient for the
complete description of the grain boundary physics.

We consider the famous relationship

mgb
v ¼ m0 þVsnn (80)

given by Herring for a chemical potential on the material surfaces
and grain boundaries [76] as a basis for the extension of Fisher’s grain
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Fig. 11. Coordinate system used by Fisher [73]. A high diffusivity area (grain

boundary) is embedded in the semi-infinite bulk.

[()TD$FIG]

Fig. 12. The grain boundary according to Fisher’s model and Herring’s relationship.
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boundary model. m0 is some chemical reference potential, snn ¼
~n � ¯̄s �~n and ~n is the normal to the grain surface. This relationship is
obtained by careful equilibrium analysis of the material exchange
between the grain bulk and the grain boundary [76–78].

In the case that the vacancy concentration varies along the grain
boundary one has to extend (80) with a concentration contribution

mgb
v ¼ m0 þVsnn þ kBT ln

Cgb
v

C0
v

 !
(81)

Assuming that in equilibrium mgb
v ¼ mv ¼ m0 it follows that

Cgb;eq
v ¼ C0

v exp �snnV

kBT

� �
; (82)

which is similar to the equilibrium expression (58) used by
Korhonen et al. [61]. Eq. (82) is originally derived by Balluffi and
Granato [62]. Both expressions (80) and (82) are infact the
consequences of different kinds of equilibriums. Eq. (80) follows
from equilibrium atom exchange between volume and surface
(grain boundary) [76] and (82) from local equilibrium between
surface stress and vacancy concentration [62]. The presence of the
EM force makes the usage of any kind of equilibrium model for
grain boundaries problematic.

The general expression for the vacancy flux along a grain
boundary is

Jgb
v ¼

Dgb
v Cgb

v

kB T

@mgb

@l
; (83)

where l is the distance along the grain boundary.
Fisher’s expression for vacancy diffusion inside a grain

boundary is

@Cgb
v

@t
¼ � @Jgb

v

@l
� 1

d
ðJv;2 � Jv;1Þ: (84)

By taking Jv;2 and Jv;1 to be the normal components of the flux from
both sides of the grain boundary, the extension of the originally
two-dimensional model to a three-dimensional situation is
straightforward. The emission and absorption of the vacancies is
determined by the fluxes Jv;2 and Jv;1 and both of these fluxes
depend on the stress snn.

For the expressing chemical potential of the vacancies in the
bulk we use the expression based on the work of Larché and Cahn
[79–81].

mv ¼ m0 þ kBT ln
Cv

C0
v

� �
þ 1

3
f Vtrð ¯̄sÞ: (85)

Larché and Cahn make also equilibrium assumptions, but their
work is more general and rigorous than the work of Herring and
thus opens a way for studying systems out of equilibrium. The
grain boundary as a vacancy transport medium is defined by the
chemical potential (81) in the continuum modeling approach. This
chemical potential is constant through the grain boundary
thickness and equal to the bulk chemical potential on the
interfaces to the bulk regions, e.g. m1

vð�d=2Þ ¼ m2
vðþd=2Þ ¼ mgb,

Fig. 12.
The vacancy fluxes on both sides of the grain boundary are

given by

Jv;1 ¼
Dv Cv

kB T
rm1

v ; (86)

Jv;2 ¼
Dv Cv

kB T
rm2

v : (87)

The difference Jv;2 � Jv;1 is an actual loss (gain) of vacancies, which
is localized at the thin slice representing the grain boundary. The
recombination rate can now be approximated as

@Cv

@t
¼ �div Jv� �

Jv;2 � Jv;1
d

: (88)

The combination of Larché and Cahn’s and Fisher’s modeling
approaches enables a certain insight in the vacancy dynamics in
the presence of grain boundaries, however, for numerical
implementation such a method is rather inconvenient. In [82]
a new model is introduced where a grain boundary is treated as
a separate medium with the capability of absorbing and
releasing vacancies. We denote the vacancy concentration from
both sides of the grain boundary as Cv;1 and Cv;2, respectively,
and the concentration of immobile vacancies which are trapped
inside the grain boundary as Cim

v (Fig. 13). We assume that
vacancies are trapped from both neighboring grains with the
trapping rate vT and released to these grains with a release rate
vR.

With a careful analysis of the exchange of vacancies between
the grain boundary and the grains and taking into account the
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Fig. 13. The fluxes Jv;1 and Jv;2 change the concentration of mobile vacancies

(Cv;1 ,Cv;2) and immobile vacancies (Cim
v ).
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process of vacancy trapping the following expression for the source
term g is obtained [82]

�g ¼ @Cim
v

@t
¼ 1

tv
Ceq

v � Cim
v 1þ 2 vR

vTðCv;1 þ Cv;2Þ

� �� �
; (89)

1

tv
¼ vTðCv;1 þ Cv;2Þ

d
: (90)

For

2 vR

vTðCv;1 þ Cv;2Þ
	1 (91)

the expression (89) reduces to the Rosenberg–Ohring term (75).
A general, three-dimensional expression for the vacancy flux~Jv

driven by gradients of the chemical potential and EM is given by

~Jv ¼ �
Cv

kB T
Dvðrmv þ jZ�jerjÞ: (92)

w is the electric potential which obeys Laplace’s equation (Dw = 0).
Here we also introduce a tensorial diffusivity Dv which describes an
anisotropy of vacancy transport caused by the crystal deformation.
The bulk chemical potential mv of vacancies is defined by (85).

Instead of using the immediate relationship between lattice
density and hydrostatic stress (54) as Korhonen et al. [61] and
Clement [63] do, other researchers, such as Povirk [83] and Rzepka
et al. [84] employed the idea that diffusion fluxes give rise to
volumetric strain, which establishes stress fields, thus driving
stress-migration fluxes. Using a similar concept, Sarychev and
Zhitnikov [70] proposed a three-dimensional self-consistent
model of stress evolution during EM. In this model local volume
change is assumed to be generated by vacancy migration and by
EM. The local volume change is then treated like thermal strain.
The stress fields are calculated as a result of volumetric strain
induced by EM. In this approach the assumption of elastic material
property is not longer necessary, and all the components of the
stress tensor, instead of just hydrostatic stress, are available.

We obtain a kinetic relation for the evolution of the strain
tensor ¯̄ev

caused by vacancy migration and recombination [70,85]

@ev
i j

@t
¼V

3
ð1� f Þr �~Jv þ f g
h i

di j: (93)

According to [81] the general form of the mechanical equilibrium
equation is

X3

j¼1

@si j

@x j
¼ 0; for i ¼ 1;2;3: (94)
Taking into account the strain induced by vacancy migration and
recombination we obtain [70]

si j ¼ ðl trðeÞ � B trðevÞÞdi j þ 2Gei j; (95)

where l and G are Lame’s constants and B = (3l + 2G)/3 is the bulk
modulus. The strain tensor ev is defined by relation (93). In
[70,85,86] a similar expression for the strain rate is used, however,
instead of immobile vacancies related to the source term g a
Rosenberg–Ohring term is used.

Sukharev et al. [71] use an expression for the strain, which also
includes variation of the plated atom concentration.

ev
i j ¼ ½ð1� f ÞðCv � Ceq

v Þ � ðM �MeqÞ�di j (96)

According to this approach, EM induced strain and the vacancy and
the plated atom concentration are closely coupled with similar
time and spatial behavior.

The continuum and phenomenological modeling of EM was
initially motivated by the necessity to interpret and explain the
experimentally observed degradation of metal films. Two main
development paths can be recognized. The work of Wever [59] marks
an important milestone of the first direction. It was rigorosly founded
on non-equilibrium thermodynamics and has set a framework for
modeling of EM in connection to other driving forces such as
gradients of temperature and atom concentration. This work has
been continued in the publications of Kirchheim and Kaeber [87]
who also introduced a thermodynamical expression for the atomic
flux driven by the gradient of the hydrostatic stress. The study of
realistic three-dimensional structures was enabled by a numerical
implementation of the model which was performed by Weide-Zaage
et al. [88].

The crucial relationship between EM and mechanical stress has
begun to reveal in the work of Blech [29,30], which together with
Black [27] designates a second development line of EM models. The
main characteristic of this work is the semi-empirical approach in
modeling and considering mechanical stress. Schatzkes and Lloyd
[60] have provided a rigorous derivation of Black’s Eq. (45) and
their work was continued by Korhonen et al. [61] and Clement [63].
However, all of these models are basically one-dimensional.

Both lines of EM models finally led to the model of Sarychev and
Zhitnikov [70], which is set for general three-dimensional
interconnect structures, where the vacancy flux is driven by EM
and the gradients of vacancy concentration, stress, and tempera-
ture. It contains the linear elastic mechanics model with a strain
build-up rate related to recombination and migration of vacancies
(93). Including of the grain boundaries and interfaces in EM
modeling was performed by Sukharev et al. [71].

3.2. The anisotropy of elastic properties

It has been observed that in dual-damascene copper lines
mainly four texture components occur [89]. {1 1 1} orientations
are the main component but in addition, also orientations due to
sidewall nucleation and due to twinning, as well as a random
component exist. The volume fractions for the {1 1 1} orientations
depend strongly on the processing conditions.

Copper exhibits a pronounced elastic anisotropy. For example,
the shear modulus for {1 0 0} shear is three times larger than the
shear modulus for {1 1 0} shear.

The elastic problem accompanying the material transport
problem for vacancies, which relates strain ekl to stress sij, is
defined by Hook’s law

si j ¼
X

i; j

Ci jklekl (97)

and the equilibrium condition (94), where Cijkl are the components
of the stiffness tensor. For a cubic crystal the stiffness tensor is
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defined by only three elastic stiffness constants: C11, C12, and C44. If
we prescribe these constants to a grain with crystallographic
planes parallel to the interconnect line facets, the transformation
of the stiffness tensor due to the rotation of the grain is given by
[90]

C 0i jkl ¼
X

g;h;m;n

TigT jhCghmnTkmTnl: (98)

If the disorientations of the grains relative to the line are
described using Euler’s angles (f, u, k) in Bunge’s form, the rotation
is described by the product of three matrices: T = Az(f)Ax(u)Az(k),
where

AzðfÞ ¼
cos f sin f 0
�sin f cos f 0

0 0 1

2
4

3
5; (99)

AxðuÞ ¼
1 0 1
0 cos u �sin u
0 sin u cos u

2
4

3
5; (100)

AzðkÞ ¼
cos k sin k 0
�sin k cos k 0

0 0 1

2
4

3
5: (101)

The relationship (98) is used by Sukharev et al. [71,91] and
Kteyan et al. [92], where the crystal orientation inside the grains is
experimentally determined by EBSD analysis. Compared with the
impact of other microstructural features, the variation of the
elastic properties is found to cause only small stress variations
[71].

The copper interconnect is a complex mechanical system
consisting of grain regions with distinctive mechanical properties.
The studied cases did not show a significant impact of elastic
properties variation due to different grain boundary regions on the
overall stress distribution but these application considered bulk
properties only. The situation may change when we consider
crystal orientation related variation of mechanical in combination
with more detailed models for fast diffusivity paths.

3.3. Stress induced anisotropy of electromigration

Electromigration is influenced by stress through a stress-
dependent diffusion coefficient of vacancies. The choice of
passivating film material and the corresponding process technol-
ogy cause tensile or compressive stress in the interface between
the passivating film and the interconnect metal. Interfacial
compressive stress diminishes EM along interfaces by reducing
diffusivity [26]. The stress in a dual-damascene interconnect is
anisotropic and, moreover, different components relax with[()TD$FIG]
Fig. 14. Idealized model of the three-dimensional interconnect mo
different rates [93]. The unpassivated interconnect relaxes fastest,
while those passivated with carbide relax at an intermediate rate
compared to the slow relaxation rate in the case of the SiN
passivation (Fig. 15). The relative rates of stress relaxation
correlate with the EM lifetimes. The transverse stress component
syy relaxes faster than the longitudinal one syy, cf. Fig. 14.

A careful analysis of the vacancy diffusion [94] based on
classical thermodynamics provides the following expression

Dv ¼ ga2n exp �DG

kT

� �
(102)

where g is a geometrical constant of order unity, a is the lattice
parameter, and n is the vibrational frequency. DG = DGf + DGm,
where DGf and DGm are increments of Gibbs free energy of vacancy
formation and vacancy migration. The diffusion of vacancies is
studied as an isobaric and isothermal process [95]. Therefore, the
starting point of the analysis is the Gibbs free energy

G ¼ F þ pV ; (103)

which is determined by the free energy F, the pressure p, and the
volume V. The vacancy formation causes a volume change Vf, and
vacancy migration a volume change Vm. For the vacancy diffusivity
under the influence of an external pressure p we obtain from (102)
and (103)

Dv ¼ ga2n exp �
DF þ pðV f þ VmÞ

kT

� �
; (104)

with DF = DFf + DFm, where DFf and DFm are changes of the free
energy upon vacancy formation and vacancy migration, respec-
tively.

Instead of a scalar point defect (vacancy) formation volume,
Aziz [96,97] introduces a formation strain tensor ¯̄V f .

¯̄V f ¼ 
V
0

0
1

2
4

3
5þ Vr

3

1
1

1

2
4

3
5 (105)

The sign + is for vacancy formation and the sign �is for interstitial
formation. Vr is the relaxation volume which propagates elastically
to all surfaces and provides equal contributions along all axes, on
average, after point defect equilibration(Fig. 16). Similarly to the
formation strain tensor, Aziz [96,97] also introduces the migration
strain tensor ¯̄Vm.

¯̄Vm ¼
Vm
?

Vm
?

Vm
k

2
4

3
5 (106)

where Vm
? and Vm

k are the volume changes perpendicular and
parallel to the diffusion direction, respectively. The dependence of
del used for relaxation studies (courtesy of Dr. N. Singh) [93].
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Fig. 15. Stress relaxation in the idealized interconnect structure (courtesy of Dr. N.

Singh) [93].
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the vacancy diffusivity Dv on hydrostatic pressure (104) can also be
extended for a general stress field ¯̄s we have

Dv ¼ ga2n exp �DF þ ¯̄s : ¯̄V

kT

 !
(107)

The relationship (104) is used in numerous EM models [92,98–
100], however it only describes the influence of a scalar hydrostatic
pressure on the scalar diffusivity.

In order to fully understand the interplay between EM and the
stress field one has to consider an atomic theory of diffusion and
EM. Generally, linear elasticity is used, which ensures that the
problem can be equally well defined in the terms of stress as well in
the terms of strain.

The simplest case of diffusion of a homogeneously deformed
cubic crystal with a strain field ekl was studied by Flynn [94]. In this
[()TD$FIG]
Fig. 16. Formation and migration volumes for vacancy (top
case the isotropic diffusion coefficient D0 contains a contribution
proportional to ekl,

Di j ¼ D0 di j þ
X3

k;l¼1

di jlk ekl; (108)

where dijlk is the elastodiffusion tensor [94], which is experimen-
tally determined.

A comprehensive and rigorous theory of anisotropic diffusion in
strain field was given in 1978 by Dederich and Schroeder [101].

We denote with cvð~rm; tÞ the probability that a vacancy occupies
a site m at time t. The change of the occupation probability cv at this
site is defined by the master equation.

@cvð~rm; tÞ
@t

¼
X

n

ðGmncvð~rn; tÞÞ � ðGnmcvð~rm; tÞÞ þ pð~rmÞ (109)

pð~rmÞ is the particle production rate at the site m. The vacancy
concentration C per unit volume is given as C ¼ Ncv, where N is the
number of possible vacancy sites per unit volume.

The transition probabilities Gmn are given with the Vineyard
formula [102].

Gmn ¼

Y3N

i¼1

nðnÞi

Y3N�1

j¼1

nðm;nÞj

exp � E0

kT

� �
exp � Eðm;nÞs � EðnÞe

kT

 !
(110)

nðnÞi ; i ¼ 1 . . . 3N are the eigenfrequencies of the whole crystal, if the
vacancy is localized at the position~rn, whereas nðm;nÞj ; j ¼ 1 . . . 3N �
1 are the eigenfrequencies of the crystal, if the vacancy is at the
saddle point between the sites ~rn and ~rm. E0 is the saddle-point
energy in the ideal lattice. The potential energy in the saddle-point
(m, n), which connects equlibrium positions n and m, differs from E0

by Eðm;nÞs , and the energy in the equilibrium position n is EðnÞe (Fig. 17).
In thermal equilibrium we have

pð~rmÞ ¼ 0; and
@cvð~rm; tÞ

@t
¼ 0: (111)
) and interstitial (bottom) diffusion mechanisms [97].
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Fig. 17. The energy profile of the vacancy in a distorted crystal.

Fig. 18. Jump vectors in face-centered cubic (fcc) crystals.
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Together with the normalization conditionX
n

cvð~rn; tÞ ¼ 1 (112)

the equlibrium vacancy probability of finding a vacancy at site n is

ce
vð~rnÞ ¼

expð�ðEn
e=kTÞÞP

mexpð�ðEm
e =kTÞÞ : (113)

The last equation can be also derived from variational principles.
For this purpose Dederich and Schroeder introduce the ‘‘lattice
equivalent of Lagrangian’’ [101]

LðWmÞ ¼
1

4

X
ðm;nÞ

GmnðWn �WmÞ2 �
X

m

pmWm (114)

by introducing a renormalized density

Wn ¼ cvð~rnÞ exp
En

e

kT

� �
: (115)

The extremal condition dL = 0 yields the stationary distribution at
the thermal equilibrium (113).

(114) can be used for the description of the transition to
continuum diffusion. For this purpose one expands Wn ¼Wð~rnÞ in
a Taylor series at point ~rm ¼ ðxm

1 ; x
m
2 ; x

m
3 Þ.

Wð~rnÞ ¼Wð~rmÞ þ
X

i

ðxn
i � xm

i Þ
@Wð~rÞ
@xi

����
~r¼~rm

þ . . . (116)

This is possible only, if we assume that Wð~rnÞ is slowly varying
[101]. By inserting (116) into (114) and transforming the sum in an
integral over ~rn ¼~r we obtain

LðWÞ ¼
Z

d3r

V

1

2

X
i j

D0i jð~rÞ
@Wð~rÞ
@xi

@Wð~rÞ
@x j

� pð~rÞWð~rÞ

0
@

1
A; (117)

where D0i j is the diffusivity tensor for the renormalized probability
W.

D0i jð~rÞ ¼
1

2

X
k

G
k
0xk

i xk
j exp � Ek

s

kT

� �
(118)

The summation in (118) is performed over all available jump
vectors (~rk ¼~rm �~rn) in the crystal lattice. G

k
0 is the jump rate for

the ideal crystal for the jump direction~rk defined with the Vineyard
formula (110), which gives

G
k ¼ Gmn ¼ G

k
0 exp � Eðm;nÞs � EðnÞe

kT

 !
: (119)

We confine the jump vectors only to Z neighboring sites and
assume the same length l of all jump vectors, which is the case for
vacancy assisted diffusion in fcc crystals, cf. Fig. 18,

j~r1j ¼ j~r2j ¼ . . . ¼ j~rZ j ¼ l: (120)
Furthermore, we assume the isotropy of jumping frequencies for
an ideal unstressed crystal lattice (e.g. G

k
0 ¼ G0). Now, with

normalized coordinates for jump sites

ak
i ¼

xk
i

l
; (121)

from (118) follows

D0i jð~rÞ ¼
6D0

Z

XZ

k¼1

ak
i ak

j exp � Ek
s

kT

� �
: (122)

Here D0 is the vacancy diffusivity in the ideal crystal lattice [95].

D0 ¼
1

12
ZG0l

2 (123)

Following the procedure originally described by Schroeder and
Dettmann [103] we obtain the differential equation for the
renormalized probability W.

X
i j

@
@xi

D0i j

@W

@x j

� �
þ p ¼ 0 (124)

Together with appropriate boundary conditions this equation
determines W uniquely. The vacancy flux is given by

Jv;i ¼
X

j

D0i j

@W

@x j
: (125)

By reintroducing the probability cvð~rÞ ¼Wð~rÞ exp ð�Eeð~rÞ=kTÞ in
(125) one obtains the vacancy flux Jv separated in a diffusive part
and a drift part.

Jv;i ¼ Jdiff
v;i þ Jdrift

v;i ¼
X

j

Di j
@cv

@x j
� cv

kT

X
j

Di j
@Ee

@x j
(126)

Di j ¼
6D0

Z

XZ

k¼1

ak
i ak

j exp � Ek
s � Ee

kT

� �
(127)

The application of a stress field ¯̄s generally causes a distorsion
of the saddle point energy Ek

s and the valley point energy Ee [103].
When a defect is created, the solid changes shape from its original
condition (Fig. 19). With linear elasticity theory the change in the
shape of a volume can be expressed with a real, symmetric tensor.
For example, the distorsion of a sphere into an ellipsoid produces a
new volume ¯̄V [104].

¯̄V ¼
V1

V2

V3

2
4

3
5 (128)

Generally the symmetry of the shape change due to defect
production depends on the symmetry of the defect.

The change of energy at the saddle and the valley points is
determined as an additional energy needed to create the defect in
[()TD$FIG]
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Fig. 19. A vacancy in a fcc crystal viewed along {1 0 0} direction. The open circles

mark positions of atoms of the undistorted crystal before vacancy formation.

[()TD$FIG]

Fig. 20. Volume change caused by placing a vacancy at the saddle point in a stressed

fcc crystal.
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the presence of an external stress ¯̄s, where the stress is evaluated
locally.

Eeð ¯̄sÞ ¼ Eeð0Þ þ ¯̄Ve : ¯̄s (129)

Ek
s ð ¯̄sÞ ¼ Esð0Þ þ ¯̄V

k

s : ¯̄s (130)

Ee(0) and Ek
s ð0Þ are the creation energies in the absence of the

external stresses. ¯̄Ve and ¯̄V
k

s are the changes in volume/shape
imposed on the perfect, stressed crystal by placing the defect at
the valley and the saddle point, respectively. They are not equal
to the creation and migration volumes [104]. The applied stress
changes the energies at the valley and the saddle site. The volume
change caused by placing a vacancy at a valley site can be
expressed as ¯̄Ve ¼V ¯̄eI

e, where ¯̄eI
e is the induced strain. In order to

fully consider the influence of anisotropic stress on the saddle
site energies the dependence of the strain, which is induced by a
defect placed at the saddle site, on the jumping direction must be
taken into account, e.g. V ¯̄eI

s �~ak, (Fig. 20). ¯̄eI
e and ¯̄eI

s are determined
as

¯̄eI
e ¼

ee

ee

ee

2
4

3
5; ¯̄eI

s ¼
es

es

es

2
4

3
5; (131)

since the vacancy exhibits at the valley as well as at the saddle site
a cubic symmetry. Now (129) and (130) can be rewritten as

Eeð ¯̄sÞ ¼ Eeð0Þ � 3 pee; (132)

Ek
s ð ¯̄sÞ ¼ Esð0Þ þVð ¯̄eI

s �~akÞ � ð ¯̄s �~akÞ: (133)

By inserting these expressions into (127) one obtains

Di j ¼ Dv

XZ

k¼1

ak
i ak

j exp �Vð ¯̄eI
s �~akÞ � ð ¯̄s �~akÞ

kT

 !
(134)

with

Dv ¼
6D0

Z
exp � Esð0Þ � Eeð0Þ

kT

� �
exp �3 pV

kT

� �
: (135)
The effects of hydrostatic stress (pressure) can be separated from
those due to devatoric stress. The devatoric stress is defined as the
traceless part of the stress.

¯̄s ¼ p¯̄Iþ ¯̄sdev (136)

Similarly, for the volume tensor holds

¯̄V ¼ 1

3
¯̄Vh þ ¯̄Va; (137)

Vh ¼ trð ¯̄VÞ; (138)

where ¯̄Vh is the total scalar volume change and ¯̄Va is the traceless
part of ¯̄V.

The work against the external stress has two terms: one couples
the pressure to the total volume change, and the other couples the
devatoric stress to the anisotropic part of the saddle-point volume.

¯̄V : ¯̄s ¼ pVh þ ¯̄sdev : ¯̄Va (139)

The stress induced anisotropy of EM can be described by two
modeling approaches. The first approach uses methods and
concepts of classical equilibrium thermodynamics and is applica-
ble for copper geometries of dimensions larger than about 1 mm,
where microstructural and atomic properties are sufficiently good
approximated by the bulk material properties. However, modern
dual-damascene copper interconnects have dimensions well
below 1 mm and here grain boundaries, texture, and crystal
imperfections have a more subtle influence on material transport.
To capture the detailed influence of material properties and stress
on EM an atomic level modeling approach is necessary.

3.4. Grain boundary movement

There are experimental results [105], which show that EM in
combination with mechanical stress also causes an observable
grain boundary movement. This grain boundary drifting can be
important in some void nucleation scenarios and also causes pre-
nucleation fluctuation of interconnect resistance [105]. Wilkening
et al. [106,107] have analyzed an influence of EM and mechanical
stress on grain boundaries. The work itself does not include a new
model of EM, it relays on the well known continuum description of
the phenomena and, regarding mechanics, remains in the linear
elastic regime, but its significance lies in the mathematical rigor
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Fig. 21. Nucleation rate dependence on hydrostatic stress and temperature. Even a

very high temperature cannot significantly increase the nucleation rate.
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regarding the analysis of the governing equations and the
development of numerical algorithms.

3.5. Void nucleation

From the early days of EM modeling for void nucleation, i.e., the
transition from the first to the second phase of failure evolution,
the following two conditions are used:

- void nucleation after reaching a vacancy (atom) concentration
threshold [45,100]

- void nucleation after reaching a tensile stress threshold
[108,109]

However, a careful investigation based on classical nucleation
theory has shown that these nucleation conditions cannot be
justified from a thermodynamic point of view.

A detailed theory of stress-driven void nucleation by vacancy
condensation is given by Raj and Ashby [110] and Hirth and Nix
[111]. Gleixner et al. [112] apply this theory to stress-driven void
nucleation in aluminum interconnects embedded in a SiNx

passivation. For the case of a passivated aluminum interconnect,
the free energy change DF upon creation of an embryo of volume Ve

is given by

DF ¼ DFvVe þ gAlAAl þ ðgAl2O3
� gAl�Al2O3

ÞAi � ggbAgb; (140)

whereDFv is the Helmholz free energy change per unit volume of the
embryo.gAl,gAl2O3

,gAl�Al2O3
, andggb are interfacial free energies. AAl,

Ai, and Agb are interface areas created or destroyed upon formation of
the embryo. The quantity ðgAl2O3

� gAl�Al2O3
ÞAi in (140) is non-zero

only in the case of the nucleation at a sidewall [112].
In the case of vacancy coalescence in a stressed material, the

quantity DFv is given by the chemical potential per unit volume of
the vacancy relative to the unstressed solid [111].

DFv ¼ p (141)

p is the hydrostatic pressure for homogenous nucleation [111]. In
the case of nucleation on the aluminum interface to a surrounding
layer snn must be taken instead of p (see Section 3.1). For negative p

the free energy DF increases with increasing embryo volume, until
a maximum value is reached, after which it decreases monotoni-
cally with embryo volume. The barrier to void nucleation, DF�, is
the maximum value of DF.

An embryo with this volume is unstable with respect to growth
and is termed as critical embryo. For homogenous nucleation in the
absence of grain boundaries the barrier energy DF� is given by [113]

DF� ¼ 48pg3
m

ðtrð ¯̄sÞÞ2
(142)

for spherical embryos. Here gm is the surface free energy of the
metal and trð ¯̄sÞ ¼ 3 p is the applied stress field.

If we assume a rather high hydrostatic pressure of 1 GPa [112]
and take the surface free energy of copper 1.72 J/m2[114], we
obtain an energy barrier of 133 eV. The number of critical embryos
Z per unit volume is given by [113]

Z ¼ 1

V ns

DF�

3pk T

� �1=2

e�ðDF�=k TÞ; (143)

where ns is the critical number of vacancies.

ns ¼ 288
p
V

gm

trð ¯̄sÞ

� �3

(144)

Critical embryos are spontaneously formed by condensation of
vacancies in stressed aluminum and copper. However, the
condensation process is reversible and in most cases the embryos
completely dissolve in the surrounding lattice. The situation
changes, when a critical embryo starts to accept additional free
vacancies. In this case the irreversible transition to an initial void is
imminent [113]. The nucleation rate is then calculated as

I ¼ n e�ðUD=kB TÞ Zns; (145)

where n is the frequency of vibration of the atoms. The calculated
nucleation rate in the metal bulk is I � 10�1396 m�3 s�1. The
temperature/stress dependence of the nucleation rate is presented
in Fig. 21. Similar values can be obtained for nucleation at the
interconnect sidewall, grain boundaries, and sidewall/grain
boundary intersection. This means that void nucleation by vacancy
condensation for both, accelerated test conditions and realistic use
conditions, is not possible.

An analysis carried out by Flinn [115] gave a new framework for
the understanding of void nucleation. The author considers a
circular patch on the interface between copper and the capping
layer with virtually no adhesion. Such an entity can actually be
caused by a surface defect or contamination [116]. As the stress in
the line increases, the free metal surface is driven to adopt an
equilibrium, half-spherical shape, and a void embryo forms. The
stress threshold given by Clemens et al. [98] and Gleixner et al.
[112] is

sth ¼
2gm sin uc

R p
: (146)

Rp is the radius of the adhesion-free patch and uc is the critical
angle. For stresses s < sth an energy barrier exists between the
embryo and a stable-growing void. If the stress is above the
threshold value (s > sth), the free energy monotonically decreases
with void volume, and the energy barrier vanishes. If one assumes
the adhesion free patch with a radius of 10 nm (about 20 atoms)
and uc = p/2, one obtains sth � 344 MPa. In modern interconnect
structures this stress level can already be reached by thermal stress
[117].

3.6. Void evolution

Experimental observations of void evolution in interconnect
lines using ex situ and in situ transmission and scanning electron
microscopy have significantly improved our understanding of the
various failure mechanisms in interconnect structures.

The ultimate cause for the EM induced interconnect failure are
voids which lead to a significant resistance increase, or even
completely sever the line.
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After nucleation voids grow, migrate, and change shape due to
vacancy diffusion driven by a combination of EM and stressmigra-
tion. During this process, the voids can heal and disappear or
collapse into fatal slits causing open circuits.

The void evolution phenomenon is complex as diffusion occurs
along multiple pathways. This includes diffusion on void surfaces
resulting in a shape change without growth, coupled with lattice or
bulk diffusion, grain boundary diffusion, and diffusion along the
line/passivation interface.

Various analytical and numerical models for the simulation of
void evolution due to EM and stressmigration in interconnect
structures have been developed since 1970s.

In 1970 Ho analyzed the migration of spherical and cylindrical
voids under a direct current and a thermal gradient in an infinite
medium and near a planar boundary [118]. Ho assumed a different
effective charge for surface EM (Z�s ) and volume EM (Z�v), and non-
zero electrical conductivity inside the void (sv). Denoting the
conductivity of the metal as sm, the migration velocity of a
spherical void induced by an electric field E is

vs phere ¼ �
2eE

kTð2sm þ svÞ
Z�vDvðsm � svÞ

f
þ 3Z�s DsnVsm

r

� �
: (147)

Here, r is the radius of the spherical void, f is the correlation factor,
n is the effective number of atoms per unit surface participating in
diffusion, and Dv and Ds are the volume and the surface diffusivity,
respectively. Analogously the velocity of a cylindrical void is

vcylinder ¼ �
2eE

kTðsm þ svÞ
Z�vDvðsm � svÞ

f
þ Z�s DsnVsm

r

� �
: (148)

In order to study the energetic and kinetic behavior of an evolving
void Suo and Wang [119] introduce the thermodynamic potential F
as the difference between the surface Us and total elastic energy Ue.

F ¼ Us � Ue (149)

This potential is a functional of the void shape, i.e. when a surface
of the void is given with a function z = f(x, y), the thermodynamic
potential is defined as F = F[f]. For a given void shape Ue is
determined by the elasticity problem. The total elastic and surface
energy are obtained by integration over the volume and the surface
of the void, respectively,

Us ¼
Z

S
g dS; Ue ¼

Z
V

w dV ; (150)

where w is the elastic energy density and g is the surface energy
density. The rates of change of the elastic and the surface energy
are given with the following expressions [119,120].

dUs

dt
¼ �

Z
S
gkvn dS;

dUe

dt
¼ �

Z
S

wvn dS (151)

Here, vn is the normal velocity of the void surface and k is the
curvature of the surface. vn >0 means advance of the void surface,
e.g. void growth. Combining (149) and (151) we obtain

dF

dt
¼
Z

S
ð�wþ gkÞvn dS: (152)

If ~J is the atomic flux along the void surface driven by a general
driving force ~F, the first law of thermodynamics requires that

dF

dt
þ
Z

S

~F �~J dS ¼ 0; (153)

i.e., the work done by the general dissipation driving force ~F equals
the negative rate of change of the potential F. The normal velocity of
the void surface vn is simply related to the material flux divergence.

vn ¼ �Vrs �~J (154)
rs is the surface gradient operator. By setting (154) in (152) and
integrating by parts one obtains

dF

dt
¼ �V

Z
S

~J � rsð�wþ gkÞdS: (155)

The Eqs. (153) and (155) are valid for any virtual flux ~J. By
comparing these equations the expression for the driving force ~F is
obtained

~F ¼ �Vrsðw� gkÞ: (156)

Including the work done by EM (
R

S
~Fwind �~J dS), the balance

Eq. (153) becomes [119]

@F

@t
þ
Z

S

~F �~J dS ¼
Z

S

~Fwind �~J dS; (157)

and now it follows

~F ¼ ~Fwind �Vrsðw� gkÞ: (158)

If one takes into account that ~Fwind ¼ �jZ�je~Et ¼ jZ�jersj one
obtains

~F ¼ rsðjZ�jej�Vðw� gkÞÞ: (159)

~Et ¼ �rsj is the tangential component of the electric field. The
above considerations are applicable for any kinetic relations
between~J and ~F. We assume a simple linear Einstein relation

~J ¼ M~F; M ¼ Dsds

VkT
: (160)

With (159) and (160) we obtain the important relationship

~J ¼ Dsds

VkT
rsðjZ�jej�Vðw� gkÞÞ: (161)

Eq. (161) can be generally interpreted as a flux of atoms along the
surface of a void.

In 1998 Gungor and Maroudas [121] used (161) as basis for
their study of the evolution of a two-dimensional void. They
neglect any elastic properties of the void and introduce an
anisotropy of the surface diffusivity Ds = Ds,minf(u), where Ds,min is
the minimum surface diffusivity which corresponds to a specific
surface orientation, and f(u) is a function of the angle u formed by
the local tangent to the surface and the direction of the electric
field far away from the void surface. In their simulations Gungor
and Maroudas [121] set

f ðuÞ ¼ 1þ Acos 2½mðu þ fÞ�; (162)

where A, m, and f are dimensionless parameters which determine
the anisotropy. The model equations are solved using the boundary
element method with linear elements. The surface of the void is
explicitly tracked with the nodes of the spatial discretization.
Several hundred nodes along the void surface are used. This model
predicts the formation of stable faceted voids, the formation of
wedge-shaped voids through a facet selection mechanism, as well
as failure due to propagation of slit-like features from void
surfaces. All these shapes are observed in aluminum EM tests
[121].

In their publication from 1998 [122] Gungor and Maroudas
improve their model by including mechanical stress. The surface
elastic energy density in (161) is given by

w ¼ 1

2
ð ¯̄s : ¯̄eÞ (163)

Depending on the strength of the electric field and the stress, void
morphological instabilities can lead to film failure by propagation
of either faceted slits or finer-scale crack-like features from the
void surface.



[()TD$FIG]

Fig. 22. (a.) Anisotropic diffusivity. (b.) Schematic representation of the model and the simulation setting (courtesy of Dr. D. Fridline) [123].
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A comprehensive parametric study of void migration and
evolution in an idealized interconnect was presented in 1999 by
Fridline and Bower [123]. They apply anisotropic surface
diffusivity and assume a completely relaxed two-dimensional
interconnect structure as Gungor and Maroudas in [121]. Fridline
and Bower use a finite element scheme together with local mesh
adaptation. This approach enables a simulation of void movement
along larger portions of a straight interconnect line (Fig. 22).
Similarly to Gungor and Maroudas [121,122], Fridline and Bower
introduce a dimensionless parameter x which describes the ratio
of the EM driving force to the surface energy driving force.

x ¼ V0Z�er2

VgL
(164)

Depending on the values of x three void evolution regimes are
recognized and discussed:

- stable void migration
- void collapse
- line severing

For low values of x and weak anisotropy one finds that voids
remain stable and develope towards an equilibrium shape as they
migrate. For higher values of x and a moderate degree of

[()TD$FIG]

Fig. 23. An initially semi-circular void migrates and collapses into
anisotropy, voids become unstable and can break up into smaller
voids. For large values of x and strong anisotropy, one finds that the
void shape change may lead to the formation of transverse slit-like
voids which are responsible for line failures due to severing. In
Fig. 23 the case of a severing void for x = 4.12 is presented.

The models for void evolution presented are based on sharp
interface theories, requiring an explicit tracking of the void surface
during the course of evolution. As voids typically undergo
substantial motion, growth and shape change, this surface tracking
can be numerically very demanding. The numerical schemes used
by Fridline and Bower [123], Gungor and Maroudas [121,122], and
also for the models used by Arzt et al. [124] have performed well,
when applied to an idealized two-dimensional straight intercon-
nect line, but the complexity of surface tracking makes any
extensions almost impossible.

In order to overcome the difficulties associated with the sharp
interface model, Mahadevan and Bradley [125–127] proposed an
alternative diffuse interface model for simulating void growth and
migration. Such diffuse interface models have successfully
predicted the motion and evolution of voids in interconnects by
EM and stress induced surface diffusion, as well as EM induced
surface instabilities. The model of Mahadevan and Bradley
circumvents surface tracking by the introduction of a smooth
order parameter field to describe the void structure. The order
parameter takes on constant values in the material and the void,
a slit-like void for x = 4.12 (courtesy of Dr. D. Fridline) [123].



Fig. 25. Migration of a stable circular void evolving to an arrowhead shape in a

stress-free, electrically conducting strip [129].

[()TD$FIG]

Fig. 24. Void evolution in an interconnect line. The zoomed region shows counters of the order parameter field along the interface layer (courtesy of Dr. D. Bhate) [129].
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and changes across a narrow interfacial layer. The void surface of
the sharp interface model is approximated by an interface of small
width.

To model realistic interconnect failures further extensions of
the diffuse interface model are necessary. There are several
mechanisms of mass transport in interconnects besides surface
diffusion, including lattice diffusion, grain boundary diffusion, and
diffusion along the interface between the interconnect and the
surrounding layers. All of these mechanisms are included in the
diffuse interface model presented by Bhate et al. in 2000 [128,129].
The diffuse interface order parameter f is governed by an extended
Cahn–Hilliard equation [130,131]. The Cahn–Hilliard equation is
known to provide a diffuse interface representation for surface
diffusion. The order parameter evolves in response to gradients of
chemical potential and EM.

The chemical potential is derived from a free energy functional
that depends on the order parameter, its gradient, and strain

Fðf; ¯̄eÞ ¼
Z

V

2g
ep

f ðfÞ þ 1

2
e2jfj2

� �
þwðf; ¯̄eÞ

� �
dV (165)

e is a parameter that controls the thickness of the interfacial layer
associated with the void surface and f(f) is the free energy of the
unstrained, homogeneous solid (Fig. 25).

Blowey and Elliott [130,131] set the free energy f(f) as a non-
smooth double obstacle potential of the form

f ðfÞ ¼ 1

2
ð1� f2Þ þ I½�1;þ1�ðfÞ (166)

where I[�1,+1] denotes the indicator function which constrains the
order parameterf to +1 in the metal region and�1 in the void region.

I½�1;þ1� ¼
1 jfj>1
0 jfj � 1

�
(167)

The governing equation for the evolution of a void described by the
order parameter f reads [128]

@f
@t
¼ 2Ds

ep
r � ðrms � Z�erjÞ � 4A

ep
ð1� f2Þðms þmvÞ: (168)

ms is the chemical potential of an atom in the interfacial region
defined as

ms ¼ 2V
dF

df
¼ 2V

2g
ep
ð f 0ðfÞ � e2DfÞ þ @w

@f

� �
(169)

and A is the kinetic parameter controlling the rate of transfer
between the surface and the bulk. mv is the bulk chemical potential
of vacancies. Bhate et al. [128,129] also describe finite element
schemes to solve the modified Cahn–Hilliard Eq. (168), as well as the
equations associated with the accompanying mechanical, electrical,
and bulk diffusion problem. An asymptotic analysis carried out by
Bhate et al. [128] demonstrates that for e! 0 the motion of a void
evolving by coupled surface and lattice diffusion, driven by stress,
electron wind, and vacancy concentration gradients converges to the
sharp interface description. Bhate et al. [128,129] have simulated
two-dimensional void evolution agreeing closely with equivalent
sharp interface simulation results (Fig. 24).

The main disadvantage of diffuse interface models [129,125] is
their requirement of structured underlaying meshes for the order
parameter evaluation to reach sufficiently high resolution of the
order parameter profile in the void-metal interfacial area. To
overcome this drawback the diffuse interface model governing
equation can be solved with a finite element scheme coupled with
a mesh adaptation algorithm [132]. The robustness of this finite
element approach with respect to the underlying mesh makes it
possible to efficiently simulate the damage induced by EM in
complex interconnect structures.

Eq. (168) is solved by means of the finite element method [132]
on a sequence of meshes each one adapted to the position of the
void-metal interface in time. The initial mesh is produced by
refinement of a basic triangulation according to the initial profile of
the order parameter f. The motivation of mesh adaptation is to
construct and maintain a fine triangulated belt of width ep in the
interconnect area, where the void-metal interface area is placed.

The initial order parameter profile depends on the initial shape
of the void G(0) and can be expressed as:

fðx; yÞ ¼

þ1 if d>
ep
2

sin
d

e

� �
if jdj � ep

2

�1 if d< � ep
2

8>>>>><
>>>>>:

(170)
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Fig. 28. Change of the average current density and via resistance depending on the

void radius.
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Fig. 26. Adaptively refined mesh at the void/metal interface.
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d = dist(P(x, y), G(0)) is the signed normal distance of the point P(x,
y) from the initial interface G(0).

Many simulations have shown that for all considered initial void
radii, voids follow the electric current direction and do not transform
in slit-like or wedge-like like formations which have been found to
be the main cause for complete interconnect failure [124].

Theoretical and numerical concepts for void evolution open a
way for an accurate calculation of the failure times as well as the
resistance change until failure [132]. However, the numerical
implementation of algorithms which describe the evolution of void
surfaces is generally very demanding.

In order to model void growth and its influence on interconnect
resistance in three dimensions a simplified version of the diffuse
interface model is proposed [133].

The void shape is built as an intersection of a sphere with the
interconnect geometry, cf. Fig. 27. The electric field around the void
is calculated by setting an order parameter f dependent conductiv-
ity

rðfÞ ¼ rCuð1þ fÞ
2

; (171)

where rCu is the conductivity of copper bulk. As in the two-
dimensional case, the finite element mesh along the void-metal
interface is refined (Fig. 26). During the simulation the size of the
void is gradually increased and for each void size the normal speed of
the void surface is estimated [133]. Simultaneously, the intercon-
nect resistance is calculated. The whole process is stopped, when a
void radius is reached for which 100� (Ractual/Rinitial� 1)> 20%.[()TD$FIG]
Fig. 27. Position of the growing void. Initial position and volume are chosen on the

basis of experimental results.
A typical simulated current density and resistance change are
presented in Fig. 28.

3.7. Integration of atomistic and continuum-level models

The interconnect scaling and the introduction of new processes
and materials raise an issue of justifiability and applicability of
phenomelogical continuum-level models. The parameters of
continuum-level EM models are averages over values which
generally vary on microscopic and atomistic scale. The question is
under which conditions these microscopic or atomistic spatial
variations influence the validity of continuum models. Regarding
both important parameters of continuum-level EM models,
effective valence Z� and vacancy diffusivity, there is variation
depending on crystal orientation and variation between bulk, grain
boundaries, and interfaces. Variations on the atomistic scale for the
current level of miniutarization does not play an important role,
since, for example, interconnect width are several dozens of nm
while effective valence varies at the scale of atomic distances
(10�1 nm).

In the modeling of EM the primary motivation for connecting
the atomistic and the continuum-level description is to enable a
correct parameterization of the continuum-level models. Experi-
mental methods for the determination of the effective valence are
based on two approaches: one is the compositional change
induced by the current flow and the other measures the mass
transport relative to a fixed reference frame. The principles of
these two types of measurements apply to bulk materials as well
as thin films [134]. The method based on the compositional
change is more complex but also more accurate. One of the
reasons for the higher accuracy is that it is not necessary to
initially determine a self-diffusion coefficient, which may cause
an additional error. The determination of self-diffusion coefficient
is part of the simpler mass transport method. The value of the
effective valence Z� can be reliably determined experimentally
only for the bulk of metals [135]. Extending experimental
methods for grain boundaries and interfaces demands additional,
often questionable assumptions [134]. An important result of
experimental EM studies is the anisotropy of the effective valence
along different crystalline axis.

3.7.1. Parametrization of continuum-level models

The most direct way to include results of atomistic simulation
into a continuum-level model is through the calculation of the
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effective valence Z�. Electromigration, on the atomistic level,
includes a complex multi-scattering process, where local fields and
the local configuration of atoms play a decisive role. The quantum
mechanical expression for the calculation of the electron wind
force is obtained from (22) and (23),

~Fð~rÞ ¼ eV

4p3

Z Z
FS

dSk

jrkEkj
tð~kÞ~vð~kÞ �~E

Z Z Z
d~rckð~rÞ

�rRVð~r

� ~RÞckð~rÞ; (172)

where V is atomic volume, V is the interaction potential between
an electron and the migrating atom, ckð~rÞ are the scattering states
for electrons in the absence of an external electric field,~vð~kÞ is the
electron group velocity, tð~kÞ is the relaxation time due to scattering
by phonons, and~E is the external electric field. The first integration
is over the Fermi surface and the second over the volume of the
crystal.

There are several different approaches for the calculation of
the wind force (172), where the most promising and the most
sophisticated is the Koringa–Khon–Rostoker (KKR) method
[136]. KKR is band-structure calculation method based on
Green’s function techniques. One of the difficult issues in
electronic structure calculation is to take into account the
polyhedral shape of the unit cell. To avoid this difficult boundary
value problem Green’s function techniques are used, as in KKR
method, where the Schrödinger equation is transformed into an
integral equation.

In general, the microscopic force-field depends on the position
of the atom along the diffusion jump path. The appropriate driving
force, to be used in continuum-level electromigration models [82],
is the average of the microscopic force over the i-th diffusion jump
path between locations ~ri;1 and ~ri;2 [137]

~Fm ¼
1

j~ri;2 �~ri;1j

Z ~ri;2

~ri;1

~Fð~rÞ � d~r
* +

; (173)

where the outer brackets indicate that an average is to be
performed over the set of all equivalent diffusion jump-paths, i.e.,
paths that have the same activation energy or diffusion coefficient
in the absence of an electric field and electron current.

3.7.2. Molecular dynamics of electromigration

Molecular dynamics (MD) enables a study of EM on a more
fundamental level which goes beyond the calculations of
parameters but also includes an insight in the fundamental
transport properties for different atomistic configurations. On such
a way the validity of a particular application of continuum-level
models can be assessed, especially, when one also has to deal with
point defect annihilation and production processes. There are just
very limited studies in the literature involving atomistic simula-
tions. A MD study of electromigration was carried out in [138],
where periodic boundaries for interconnects were constructed and
two-dimensional MD simulations were carried out for aluminum.
In that study the electromigration driving force was calculated
using the Cloud In Cell (CIC) method and an evolution of void
formation was reported.

In [139] the grain boundary diffusion for aluminum inter-
connects was characterized by MD, where the diffusion character-
istics with respect to the grain boundary angle were reported. In
[140] the void evolution and failure in metallic thin films was
studied, whereas plastic deformations in the vicinity of the voids
were examined by the use of MD.

The work in [141] and [142] combines the MD approach with
the EM force calculation by Sorbello [20]. For this purpose the
General Utility Lattice Program (GULP) was used [143]. The pair
potential V(r) between Al atoms separated by a distance r was
calculated as

VðrÞ ¼ Z2e2

r
1� 2

p

Z 1
0

1� 1

e

� �
M2ðqÞ sin ðqrÞ

qr
dq

� �
; (174)

M2ðqÞ ¼ Vq2

4pe2
jW0ðqÞj2; (175)

where M is the wave number characteristics, Z is the electronic
charge of the atom, V is the atomic volume, q is the Fourier space
vector, e is the Hartree dielectric function, and W0 is the bare ion
pseudopotential factor [144,145]. The potential above has been
chosen in [141,142], because it predicts the value of lattice
parameter within an excellent 3% error. However, this potential
produces a large discrepancy between experimental and simulated
elastic constants, which makes its applicability to any EM/
stressmigration related simulation very questionable. Two-body
potentials generally overestimate elastic constants because of the
lack of many body interactions and for future simulations the
usage of many body potentials is advised.

The electromigration force was calculated with the pseudopo-
tential approach described by Sorbello [20], where the electro-
migration force on an atom j due to an applied electric field
depends on the impurities and vacancies in the lattice. Sorbello
expressed the electron scattering force on an ion j in terms of a
potential Uj as

F j ¼ �
@U j

@R j
; (176)

U j ¼ �
X

nvacancies

u jn þ
X

iimpurities

u ji (177)

where ujk has to be defined for all possible cases of pair interactions
[20]. The calculated electromigration force is then added to the
force obtained from the interatomic interactions and included in
the integration of the equation of motion. This added force
perturbs the system, which causes non-equilibrium conditions to
be imposed, resulting in a continuous increase in temperature.
Thus, in order to keep the temperature constant, the system was
coupled to a heat bath.

To characterize diffusion under EM force, the authors have
determined the atomic jump frequency. EM causes an increase of
the jump frequency in electron flow direction, which is interpreted
by lowering of the corresponding energetic barrier by an amount of
work by the EM force.

The combination of MD with quantum-mechanical calculations
of the EM microscopic force is interesting for several reasons. First,
it is possible to calculate material flux directly on the atomistic
level and to compare results with continuum-level calculations.
This comparison will eventually lead to a modification and
improvement of the continuum-level description for EM in
domains with specific microstructural features.

Furthermore, an interaction of EM with stressmigration and EM
in the presence of point defects annihilation and production sites
can be directly simulated on the atomistic level. This kind of
simulation can be very useful for the construction of new
continuum-level models.

However, the presented method relies on EM force calculations
based on pseudopotential theory with the obvious restriction of
being applicable only to periodic crystals within the weak
potential regime. The most interesting cases of EM induced
transport in the presence of dislocations, grain boundaries,
interfaces, and surfaces, cannot be handled with a pseudopoten-
tial-based approach.

The first attempt to deal with EM in extended defects was
undertaken by Sorbello [137,146]. He considers grain boundaries
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and dislocations as disordered regions confined to slab-like
domains. Point defects are presented by delta function potentials
and scattering states are calculated using the free electron ‘‘jellium
model’’ approach [137]. Even if the applied model is very rough, it
enables some interesting insights into the nature of EM in grain
boundaries and dislocations. For example, model predicts drop of
effective valence inside the grain boundary and the effective
valence dependence on angle between grain boundary and current
flow direction.

In order to fully exploit the capability of MD, the more accurate
calculation of EM wind force is necessary. One possible way to go is
an utilization of the Koringa–Khon–Rostoker (KKR) method
[136,147].

3.7.3. EM force calculation in grain boundary

The KKR method has proven to be a powerful tool for the
calculation of the EM force in crystal bulk and on crystal surfaces. It
was a natural step to extend this method to other crystal
heterogenities, like dislocations and grain boundaries. An impor-
tant simplification of the original KKR approach [136] was carried
out in [147], where a muffin-tin representation of the crystal bulk
was replaced by a jellium model and heterogenities were
represented by a cluster of isolated atoms embedded in jellium.
As an illustration of these method we give a draft of a scheme for
the calculation of the EM force on an atom in the vicinity of a grain
boundary. The momentum transfer between the atom and the
current carrying electrons is influenced by multiple scattering of
the electrons on the atom and the cluster. The grain boundary itself
can be constructed by the method of molecular statistics as
described in [68].

The grain boundary is modeled as an atomic cluster embedded
into the crystal bulk modeled as jellium (Fig. 29). From (172) it is
apparent that a calculation of the wind force requires a self-
consistent determination of the single particle states of the system
at the Fermi energy ck, and the effective one-electron potential in
the vicinity of the test atom. In order to calculate these quantities it
is necessary to self-consistently solve the Schrödinger equation for
the atomic cluster in jellium,

� �h

2m
r2 þ Vð~rÞ

� �
ckð~rÞ ¼ Ekckð~rÞ: (178)

The effective potential Vð~rÞ is given by [147]

Vð~rÞ ¼ Vþð~rÞ þ e2

Z
d~r0

n0ð~rÞ
j~r �~r0j

þ Vxc½n0ð~rÞ�; (179)

where Vþð~rÞ is the Coulomb potential generated by the positive
jellium background and the ion cores of the atoms inside the
cluster. Vxc is the exchange-correlation potential evaluated within

[()TD$FIG]

Fig. 29. A schematic illustration of a test atom interacting with an atomic cluster

embedded in jellium.
the local-density approximation and n0 is the ground state electron
density

n0ð~rÞ ¼
X

k

ckð~rÞc
�
kð~rÞ: (180)

The effective potential in the vicinity of the test atom is replaced
with a spherical potential of muffin-tin form. Inside the muffin-tin,
the Schrödinger equation is solved and the obtained wave function
surrounding the test atom has to fulfill a continuity condition at
the muffin-tin surface. The wave function continuity can be
enforced by expanding the solution of the Schrödinger equation
into spherical harmonics and a suitable choice of the free
parameters of expansion. In such a way the wave function ck is
defined in the whole simulation domain and can then be used for
the calculation of the EM force by (172). The above described
procedure turned out to be accurate through comparison with a
calculation performed by the layer-KKR method for the case of
surface EM [147] of Na.

3.8. Usage scenarios for simulation

Competitive reliability targets of chip failure rates are in the
order of one per thousand throughout the anticipated life time. The
central problem of interconnect design for reliability is the
determination of the long term interconnect behavior.

The analysis of EM reliability with Technology Computer Aided
Design (TCAD) has to be carried out on at least two levels. The first
level is a physical one, that means application of most complete
and comprehensive models to interconnect portions of moderate
size. The restriction in size and complexity arises from the capacity
of computers (memory, computational time), but has also a cause
in numerical issues. The first level analysis is based on the
simulation of the behavior of characteristic portions of the
interconnect, which, known from experiments, represent a high
EM risk. The goal of the analysis by simulation is to determine the
time-to-failure distribution for this specific interconnect part.

The second level analysis combines the results of the first level
in order to assess EM reliability of an entire chip. If the first level
analysis PDFk(t), k = 1, . . ., N (Probability Density Function)
provides a time-to-failure distribution for each of N characteristic
parts of the interconnect, the cumulative time-to-failure distribu-
tion CDF(t) (Cumulative Distribution Function) for the entire chip
is [28,53,148]:

CDFðtÞ ¼ 1�
YN
k¼1

1�
Z t

0
PDFkðt0Þdt0

� �
: (181)

Although there is no stated industry standard, competitive
reliability targets of chip failure have been CDF(t) < 0.1% for a
time of t = 10 years or t = 15 years.

Simulation can be used for extrapolation of long time
interconnect behavior on the basis of results of accelerated EM
tests. This capability goes clearly beyond an extrapolation by
standard statistical methods which rely on Black’s equation and
extrapolate a time-to-failure for a single interconnect structure.
The usage of TCAD tools enables a prediction of the behavior for
structures which are obtained by variation of geometrical
properties and operating conditions of a previously used initial
test structure.

The assumed scenario for application of an EM reliability TCAD
tool is:

- Model Calibration. For this purpose we use one layout and many
test units. At the end of calibration all parameters of the model
are fixed. During this process, different microstructures are
considered and simulation parameters are varied with the goal to
reproduce experimental failure time statistics, Fig. 30.
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Fig. 31. Dual-damascene interconnect structure.

[()TD$FIG]

Fig. 30. Electromigration model calibration using a multitude of microstructural

inputs.
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- Model Application. The calibrated model is used for simulation.
The simulation extrapolates the behavior of the interconnect
under real life conditions.

For a given interconnect layout and monocrystalline material,
simulation will provide a unique time-to-failure. All impact
factors, e.g. geometry of the layout, bulk diffusivity, interface
diffusivity, and mechanical properties, are deterministic and so
time-to-failure is deterministic. However, the situation changes,
when the interconnect possesses a microstructure. The micro-
structure has a significant impact on EM, since it introduces a
diversity of possible EM paths and local mechanical properties (the
Young modulus and Poisson factor depend on the crystal
orientation in each grain). However, the microstructure itself
cannot be completely controlled by a process technology. In other
words, the position of grain boundaries, angles in which they meet
the interfaces, etc. cannot be designed, the process itself
determines only statistics of grain sizes and textures.

If we extract statistical properties of the microstructure
obtained by a specific process used for producing a test structure
and use these properties to design an input for simulation tools, the
resulting time-to-failure distribution from the simulation with
these inputs has to fit the experimental distribution. If this is not
the case, the configurable parameters of the model have to be
varied, until the simulated time-to-failure distribution fits the
experimental one. When a reasonable agreement between the
experimentally determined time-to-failure distribution and the
simulated time-to-failure distribution is reached, the TCAD tool is
considered as calibrated and can be used for EM reliability
assessment under realistic operating conditions.

4. Electromigration simulation studies

4.1. Electromigration in redundant vias

In order to reduce EM effects, efforts have been spent in
developing new integration processes and investigating different
materials which produce exibit properties. Such efforts led from
originally aluminum interconnects to aluminum-copper alloys,
and later to pure copper interconnects fabricated by a dual-
damascene technology. The material design encompasses not only
the choice of an appropriate interconnect metal, but also the choice
of its surrounding materials. Another strategy pursued to improve
the EM behavior is the introduction of specific geometrical
features, such as material reservoirs [8,149,150] and redundant
vias [28,151]. The effect of these geometrical features has been
more widely investigated for stress migration than for EM. The
experiments have shown that stress migration failure is also
determined by vacancy transport and mechanical stress build-up.

Ogawa et al. [149] introduced the concept of ‘‘active diffusion
volume’’, which is the intersection between the interconnect
volume, the diffusion volume, and the stress gradient region, to
explain the increased lifetimes observed in structures where the
vias were contacted to wide lines. However, Kouno et al. [152]
found shorter lifetimes for structures with narrow line extrusions,
arguing that the interfaces between copper, barrier, and capping
layer act as one-dimensional paths for vacancy diffusion, which are
faster compared to the two-dimensional vacancy flow in a wide
plate and, therefore, the active diffusion model does not apply.

Using two or more via contacts between interconnect levels has
shown to be a very promising geometrical strategy for preventing
stressmigration [28,151] and EM [28]. However, the complete
understanding, why such geometrical features really enhance
interconnect reliability, is still lacking.

Yoshida et al. [151] were the first to closely investigate the
effect of redundant vias on stress migration. In their work, no stress
migration failure was detected, when two neighboring vias were
used, because the nucleation of a void underneath the first via
relaxes the stress also under the second one, suppressing the
driving force for new void formation. Yoshida et al. [151] based
their explanation on the concept of active diffusion volume [149].

We consider two cases. First we assume a strengthened copper/
capping layer interface [71]. In such case the adhesion between
copper and capping layer is strong and, therefore, grain boundaries
can be considered as the main paths for diffusion. This situation is
modeled by setting an effective diffusion coefficient as
Deff = 1000Db, where Db is the bulk diffusivity of copper.

Db ¼ D0 exp � Ea

kT

� �
(182)

with D0 = 0.52 cm2/s and Ea = 1.1 eV [71].
In the second case, we consider the copper/capping layer

interface as the main diffusion path, where we have set
Dint = 100Deff.

The simulations were carried out for an average current density
of 8 MA/cm2 and a temperature of 300 8C. We have used the
following parameters:

- Cu: Z
�
= 4, f = 0.4, V = 1.182 � 10�23 cm3, E = 125 GPa, n = 0.34;

- Ta: E = 380 GPa, n = 0.27;
- Si3N4: E = 380 GPa, n = 0.27;

The interconnect structure is shown in Fig. 31. The lower line
has a cross-section of 0.5 � 0.2 mm2, the barrier and the capping
layer are 25 nm thick. The thickness of the SiO2 passivation is
500 nm on the top and bottom of the interconnect.
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Fig. 32. Detail of the hydrostatic stress distribution in the via region (in MPa).
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Fig. 34. Maximum hydrostatic stress developed under the left via when the copper/

capping layer interface is the main diffusion path.
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Fig. 32 shows the hydrostatic stress distribution for the double
via structure. The electron flow is from the upper to the lower
metal line (downward flow), and, therefore, it is expected that the
vacancies accumulate right under the via region at the lower line.
As the vacancy has a smaller volume than the metal atom and due
to the constraints imposed by the attaching layers and passivation,
the accumulation of vacancies in this region leads to the
production of local tensile stresses.

The stress build-up for the single via and for the double via
structure for two different distances between the vias is shown in
Fig. 33. We have observed that the maximum stress developed for
the structure with redundant vias is higher than that for the single
via. Such a behavior occurs, because the voltage applied at the ends
of the interconnect is kept constant and the addition of the second
via reduces the interconnect resistance and increases the electrical
current. Consequently, the driving force for material transport
along the line is increased, and more vacancies concentrate under
the left via of the redundant via structure, producing a higher
stress.

Fig. 33 shows that the stress also increases as the distance
between the vias becomes larger. It should be pointed out that the
maximum vacancy concentration and stress is always located at
the bottom of the outer via. However, for the redundant via it is
expected that the electric current crowds at the innermost via,
where more vacancies should accumulate and produce a higher
stress. Thus, our results suggest that the current crowding does not
suffice to induce a higher vacancy flux divergence at the inner via.

These results suggest that a void nucleates sooner for the
redundant via structures. Moreover, as for small distances the
stress magnitudes under both of the vias are very similar, a void
could nucleate in either the left or the right via. If the void
nucleates under the right via, its subsequent growth can span the
lower line thickness leading to the interruption of electric current
flow in the line, and the interconnect fails even with the redundant
via. However, increasing the distance the stress under the right via
[()TD$FIG]

Fig. 33. Maximum hydrostatic stress (tensile) developed under the left via.
is significantly reduced, and it can be expected that a void
nucleates only under the left via. The associated stress relaxation
hinders a void nucleation under the second via, and an increase in
the interconnect mean time-to-failure is observed [28,151].

Experiments [153] have shown that the copper/capping layer
interface is frequently the main path for material transport in
copper dual-damascene interconnects. In order to model this
effect, the diffusion coefficient in this interface is increased by a
factor 100 in relation to the effective diffusivity of the last section.
The corresponding stress build-up is shown in Fig. 34.

We can see that the stress values are increased by considering
the interfacial diffusion as the dominant mechanism. Moreover,
the site where the vacancies concentrate and the maximum stress
develops has also changed, similarly to the work of Kouno et al.
[152] for stress migration. This is clearly seen in the vacancy
concentration and stress distribution in Fig. 35 and Fig. 36,
respectively, where we can observe a peak of vacancy concentra-
tion and stress also at the border of the inner via.

Two facts are responsible for this behavior: the first one is the
current crowding which is expected to occur at this region, and the
second one is that the intersection between copper, barrier and
[()TD$FIG]

Fig. 36. Early hydrostatic stress distribution under the vias in the double via

structure (in MPa).

Fig. 35. Vacancy distribution in the double via structure (in 1015 cm�3).
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Fig. 37. Vacancy concentration in the single via structure after 1h of EM stress (in

1015 cm�3).
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Fig. 38. Dual-damascene layout used. Top and the bottom of the structure are

mechanically fixed for thermomechanical simulation.
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capping layer constitutes a site of flux divergence due to a faster
diffusion along the copper/capping layer interface in comparison
to the copper/barrier layer interface.

However, over time the vacancy concentration and stress in this
region increase, leading to the development of significant
gradients. Since these gradients also act as driving forces for
material transport, they prevent the continuous accumulation of
vacancies driven by the EM force and, in addition, help to increase
the flux of vacancies through the whole line thickness. This effect is
shown in Fig. 37.

4.2. Stress-dependent electromigration

The impact of thermo-mechanical stress on EM induced vacancy
transport is illustrated with a typical dual-damascene interconnect
structure (Fig. 38). Generally, each portion of interconnect is
embedded in a surrounding which has spatially varying mechanical
properties. This is caused by the three-dimensional character of
interconnect layouts as well as different mechanical properties of
materials used for dielectric, barrier, and capping layer. The
materials and their properties are the same as in Section 4.1.
[()TD$FIG]

Fig. 39. Components of thermome
The mechanical complexity of the interconnects surrounding is
modeled by setting appropriate mechanical boundary conditions
(Fig. 38). The layout under consideration is bounded by a
rectangular box (800 nm � 100 nm � 400 nm), the top and the
bottom of the box are mechanically fixed (Fig. 38). Before starting
an actual EM simulation a thermo-mechanical simulation is
carried out. The layout is cooled down from 120 8 C to 20 8C.
Due to mismatch of the thermal expansion coefficients of the
different materials a mechanical stress is built up. In Fig. 39 the sxx,
syy, and szz components of the thermal stress tensor are shown,
respectively. As we can see, due to the boundary conditions, the
stress is anisotropic. Inside the interconnect the stress is tensile,
however, due to the geometry and boundary conditions the area of
high tensile stress (over 400 MPa in Fig. 39) is spread throughout
the via.

Stress influences EM in two ways (Section 3.3) – it is an
additional driving force and its presence is a source of anisotropy in
diffusion. The importance of stress as a driving force was early
recognized [29–31] and since then regularly included in EM
models [70,86]. However, from the atomic point of view, the effect
of stress as a driving force cannot be separated from the effect of
crystal lattice distortion due to stress [101]. In order to
demonstrate the influence of stress, we compare the vacancy
distribution modeled with a simple pressure-dependent scalar
diffusivity (Fig. 40a) with one obtained considering stress
dependent tensorial diffusivity (Fig. 40b). In both cases we have
simulated upstream EM with an applied current density of 8 MA/
cm2. It can clearly be seen in Fig. 40 that the anisotropic diffusivity
causes a significantly more widespread area of high vacancy
concentration (threshold of 5e16 cm�3) than in the case of scalar
diffusivity. Wider areas of atom depletion probably match weak
adhesion spots at capping/interconnect interfaces and induce void
nucleation.

4.3. Electromigration statistics

Experiments have shown that EM times-to-failure obey a
lognormal distribution. Although the origin of such a distribution is
not entirely clear, the copper grain sizes seem to follow lognormal
distributions in typical dual-damascene process technology [154].
Therefore, this has been considered as the major cause for the
lognormal distribution of EM. The understanding of the EM
lifetime distribution is crucial for the extrapolation of the times-to-
failure obtained empirically from accelerated tests to real
operating conditions, as performed by a modified form of the
Black equation [154]. Also, it has been shown that the microstruc-
ture plays a key role regarding the failure mechanisms in copper
dual-damascene interconnects [155]. It affects EM in different
ways. Grain boundaries are natural locations of atomic flux
chanical stress tensor [MPa].
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Fig. 40. Vacancy distribution after 10 min for the case of isotropic scalar diffusivity (a) and anisotropic tensorial diffusivity (b) [cm�3]
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divergence, they act as fast diffusivity paths for vacancy diffusion
[72] and as sites of annihilation and production of vacancies [68].

In this section we investigate the origin of the statistical
distribution of EM times-to-failure as a function of the distribution
of copper grain sizes. The effect of lognormal grain size
distributions on the distribution of EM lifetimes of fully three-
dimensional copper dual-damascene interconnect structures is
studied based on numerical simulations. Simulation tool include
advanced EM models presented in Sections 3.1–3.3.

For the generation of input geometries and microstructures for
the EM simulation tool a microstructure generator tool has been
developed. Given a specific interconnect structure and providing
the tool with a median grain size and corresponding standard
deviation, it generates a lognormal distribution of grain sizes. Then,
following this distribution, the interconnect line is cut along its
length by the planes that form the grain boundaries. Furthermore,
the angles between the grain boundaries’ planes and the line
surface follow a normal distribution with median value of 908. The
corresponding standard deviation can also be specified.

In Fig. 41 we present the schema of the simulation procedure.
Three standard deviations for the distribution of grain sizes are
[()TD$FIG]

Fig. 41. Schematic sim
considered, namely 0.1, 0.3 and 0.6. For each of them 20 dual-
damascene interconnect structures were. As the interconnect line
is assumed to present a bamboo-like structure, the median grain
size is equal to the line width, 0.10 mm. The barrier, capping and
interlayer dielectric layers are Ta, SiN, and SiO2, respectively. The
corresponding interconnect structure is shown in Fig. 42.

The applied current density is 1.5 MA/cm2, and the temperature
is 300 8C. We have used a stress threshold value as failure criterion,
which means that the EM time-to-failure represents the time for a
void nucleation to occur. Thus, the time-to-failure is determined by
the time for the stress to reach a given threshold value at some
intersection between a grain boundary and the SiN layer. Such a
failure criterion is equivalent to a very small resistance increase
criterion, which is commonly used in experiments.

Fig. 44 shows the hydrostatic tensile stress development for the
structures with grain size standard deviation of 0.3. The stress peak
value follows the peak of trapped vacancy concentration and is
located at the intersection of grain boundaries with the capping
layer, as shown in Fig. 43.

Collecting the times-to-failure from Fig. 44 and calculating the
cumulative failure percentages resulted in lognormal distributions
ulation procedure.



[()TD$FIG]

1

5

10

20

30
40
50
60
70

80

90

95

99

 6.07  6.075  6.08  6.085  6.09  6.095  6.1  6.105  6.11  6.115  6.12

C
um

ul
at

iv
e 

fa
ilu

re
 (

%
)

Ln (TTF)

0.1
0.3
0.6

Fig. 45. Electromigration lifetime distributions.
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Fig. 42. Dual-damscene interconnect structure.

[()TD$FIG]

Fig. 44. Peak of hydrostatic stress development for the set with grain size standard

deviation of 0.3.
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of EM lifetimes, as shown in Fig. 45. The obtained standard
deviations of EM lifetimes are 0.0065, 0.0080, and 0.0085 for the
grain size distributions with standard deviations of 0.1, 0.3, and
0.6, respectively, with the standard deviation (s) for a lognormal
distribution given by (26).

The standard deviations for the EM lifetimes are rather small
compared to those frequently observed in experiments [154].
Several factors can explain this behavior. First, for convenience, we
have used a small value of stress threshold as failure criterion to
determine the interconnect lifetime. As can be seen from Fig. 44,
the variation of the lifetimes can be more pronounced for higher
stress thresholds. Second, the simulation parameters and material
properties are independent of the grain distribution. This means
that mechanical properties and diffusivities, for example, are equal
and constant for all grains in an interconnect line, for all simulated
structures. This is clearly not the case in real experiments, as it is
well known that material properties vary not only from sample to
sample but also according to the grain distribution along the line.
Therefore, the small standard deviations obtained from our
simulations, compared to those experimentally observed, should
be indeed expected.

Nevertheless, our results show that the microstructure can
still affect the EM lifetimes by providing sites of flux divergence
and grain boundaries as fast diffusivity paths, so that the
lifetimes clearly follow lognormal distributions, as presented in
Fig. 45. Moreover, as the standard deviation of the distribution of
grains sizes increases, we observed an increase of the standard
[()TD$FIG]

Fig. 43. Hydrostatic stress distribution in a simulated interconnect (in MPa). Th
deviation of the EM lifetime distribution, as shown in Fig. 46.
These results strongly imply that the lognormal grain size
distribution is the primary cause for the lognormal distribution
of the EM lifetimes.
e peak value is located at grain boundaries, where vacancies are trapped.
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Fig. 46. Electromigration lifetime standard deviation for different standard

deviations of grain size.
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Fig. 48. The finite element mesh used in simulation and its enlargement. Thin

elements in the mesh are intended to resolve slit-like voids [157].

[()TD$FIG]

Fig. 47. A model of polycrystalline microstructure introduced for formulation of

AFDgen[157].
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5. Some special approaches

The methods for EM modeling presented in the previous
sections documents the mainstream of published work. The
common characteristics of these works is considering all material
transport paths (bulk, grain boundary, capping and barrier layer
interfaces) and all relevant driving forces (EM, gradient of vacancy/
atom concentration, mechanical stress gradient, and temperature
gradient). The behavior of the surface of an evolving void, together
with all relevant physical influences, is also separately studied. In
the following, three special methods of EM modeling are
presented. The first two focus on the grain boundary transport
and the third on pre-existing voids as basis for drift-less EM.

5.1. The atomic flux divergence approach

The method developed by Sasagawa et al. [156–158] claims the
capability of predicting not only the exact position of void
nucleation for simple two-dimensional structures, but also void
growth to line failure. The central concept of the model is based on
the general atomic flux divergence in the interconnect line, AFDgen,
which is the sum of the atomic flux divergence in the grain
boundary and the bulk [156]

AFDgen ¼ AFDgb þ AFDblk (183)

AFDgb and AFDblk are the atomic flux divergence in the grain
boundary and bulk, respectively.

AFDgen ¼
1

4p

Z 2p

0
ðAFDgbu þ jAFDgbujÞdu (184)

For the calculation of AFDgen the complete set of driving forces is
applied. In a grain boundary the material transport induced by EM
and a temperature gradient is given by [158]
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(185)

Here jx and jy are the components of the current density vector, Egb

is the activation energy for grain boundary diffusion, and d is the
average grain size. The angle functions in (185) make EM
dependent on an angle which the grain boundary closes with
the electric current direction (Fig. 47). Positive values of AFDgen

indicate sites of atomic depletion. For solving the Laplace equation
for the electrostatic potential and the equation of steady state heat
conduction the finite element method was applied.

The studied portion of interconnect is divided into rectangular
elements as shown in Fig. 48, the thin elements are set in
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Fig. 50. An example of grain boundary network used for simulation (courtesy of Dr.

R. Gleixner) [159].

[()TD$FIG]

Fig. 49. Time development of slit-like void distribution. Shown is the thickness of

slit voids [mm] [157,158].
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anticipation of slit-like voids. The net atomic change inside each
element is calculated according to AFDgen and for the identification
of a void nucleation site the atomic concentration threshold
criterion is applied. As a result of EM atom depletion takes place in
thin elements and slit-like voids form. The result presented in
Fig. 49 shows the formation of slit-like voids, but without taking
into account a realistic microstructure. Larger voids which lead to
fatal interconnect failure are modeled as a union of many slit-like
voids. The prediction of void site and time-to-failure provided by
this model is in very good agreement with the presented
experimental results, but the simulation and comparison are
carried out only for quite simple, basically two-dimensional
structures.

This model presents an interesting work aimed to model the
whole span of EM development. However, there are several
significant drawbacks of the approach. First of all, the continuity
equation for atoms (vacancies) is not solved, and, therefore, it is
hardly possible to obtain the correct behavior of material
transport. Secondly, stress as a driving force is not included,
although since the work of Blech [29] it is very well known how
crucial its influence is. The finite element mesh used for
simulation (Fig. 48) is set, according to the authors [157], based
on measurements of average grain size and effective width of
slit-like voids [157,158]. However, the microstructure implied by
the mesh is very artificial and differs in its basic features both
from aluminum as well as copper microstructure. We believe
that the void location prediction obtained in the work can also be
achieved with a simple continuum model of EM without
considering any kind of microstructure. The void formation
presented appears to be an obvious result of simple geometrical
features.

5.2. Electromigration stress evolution in microstructure

The work of Gleixner and Nix [159] is one of the most
comprehensive approaches for EM simulation. It includes detailed
physics of EM in grain boundaries with stress effects and
mechanisms of void nucleation.

The atom flux along a grain boundary is given by

Ja ¼
Dgb

kT

@sn

@l
þ Fecos ðuÞ

V

� �
; (186)

where l is the distance along the boundary, u is the angle between
current flow and the grain boundary, and Fe is the EM force along
the path aligned with the current flow. It is assumed that ample
vacancy sinks and sources are present throughout the material and
the vacancy equilibrium is maintained. The volumetric expansion
of an element of material given in terms of the atomic flux
divergence is

@ ln ðVÞ
@t

¼ �Vr �~Ja: (187)

The hydrostatic stress related to this volumetric expansion is

@s
@t
¼ �B

@ ln ðVÞ
@t

: (188)

Gleixner and Nix [159] consider only a two dimensional network of
grain boundaries (Fig. 50). Along the two-dimensional grain
boundary, a divergence in the atomic flux causes an effective
thickening of the grain boundary. This thickening is modeled as the
insertion of a continuum slab of material with width u along the
boundary, which is given as

@u

@t
¼ �dgbV

@Ja

@l
: (189)

Combining Eqs. (186) and (189) one obtains

@ū

@t
¼ �dgbV

@
@l

Dgb

kT

@sn

@l
þ Fecos ðuÞ

V

� �� �
: (190)

The variable ū here is the average displacement of the boundary
sidewalls through the line thickness. The normal traction of stress
sn is related to the average displacement ū according to

sn ¼ �Fūþ sext
n : (191)

sext
n is the external normal traction which arises from sources

external to the boundary under consideration. As the tensile stress
increases at a localized region within the line, it creates a large
driving force for void nucleation. Gleixner and Nix [159]
consequently use the nucleation criterion of Flinn [112,115].
The rate of void growth is determined by calculating the flux of
atoms away from the point at which the void has formed. If a void is
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Fig. 51. Grain structure used in the simulations. Shown is the normal stress traction

sn on the grain boundaries (courtesy of Dr. R. Gleixner) [159].
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intersected by several paths, it is necessary to sum the contribu-
tions from all the intersecting paths, which gives

@V

@t
¼
X

i

AiJa;iV ¼
DgbV

kT

X
i

Ai
@sn;i

@l
þ Fecos ðuiÞ

V

� �
; (192)

where Ai is the area of the grain boundary diffusion path. The
normal stress tractions on the grain boundaries sn obtained by
simulation are shown in Fig. 51. The computationally efficient
approach developed by Gleixner and Nix [159] is capable to
simulate stress evolution in complex microstructures and can,
therefore, be applied to interconnects with realistic grain
structures. Both models of void nucleation and growth are
integrated and so it is possible to simulate the complete stress
evolution and void formation process. The main drawback of the
method is that it would be very difficult to implement it for three-
dimensional grain boundary networks, even for interconnect
portions of moderate size. Furthermore, mechanical stress is not
included in modeling void growth. Among others, the work of
Gungor and Maroudas [121,122,160] has clearly shown the crucial
importance of stress on an evolving void surface.

5.3. The driftless electromigration theory

The approach developed by Sah and Jie [161] is a unique
treatment of EM, which renounces the notion of direct and electron
wind force. It is argued that the direct force is practically absent,
since the electric field is diminishingly small in metal because of
the very high concentration of conduction electrons. The weak
electric field is also incapable of significantly polarizing the
electrons tightly bound to the metal atomic core, thus leaving the
electron wind force without effect [161]. The lattice atoms or
impurities cannot act as point scatterers which is the basis of all
considerations presented in Section 1.3.

This radical view has not been addressed until now by leading
experts on quantum-mechanical theory of EM.

Denying any kind of EM induced atom drift Sah and Jie [161]
propose a new, ‘‘driftless’’, EM theory. In this theory EM is

[()TD$FIG]

Fig. 52. The EM mechanism according to Sah and Jie [161]. Electrons are

represented by dots, small broker circles are aluminum atom trapping sites on the

interior surface of the void, and circled dots are the aluminum ion cores.
described as continuous process of trapping and releasing atoms
from the surface of intrinsic metallic voids (Fig. 52). The governing
equations for the balance of free atoms m and trapped atoms mT are

@m

@t
¼ Dm

@2
m

@x2
þ ðem þ cmmÞmT � cmMTT ; (193)

@mT

@t
¼ �ðem þ cmmÞmT þ cmMTT : (194)

em is the emission rate of the atoms trapped at the void surface, cm

is the rate of capture of mobile atoms by the unoccupied surface
traps, and MTT is the concentration of traps at the surface of the
void. The influence of the electrical current density J is given by
em = em1J and for higher current densities by em = em2J2, because the
drifting electrons also enhance vacancy migration to provide more
vacancy sites for the atoms to move.

The work of Sah and Jie represents an interesting alternative
development in EM modeling. By abandoning the notion of
electron wind and introducing atom exchange on intrinsic void
surfaces as exclusive EM mechanism it differs significantly from all
other EM models on quantum-mechanical and phenomenological
level. However, as EM models generally grow more and more
complex alternative concepts may contain ideas for simplifications
and compactification of models for practical use in engineering
praxis.

6. Summary

Electromigration in interconnect structures of integrated
circuits has been recognized as an important reliability problem
in the early 1960s and since then extensively studied. This work
reviews the history and the development of EM modeling and
simulation. With extensive EM studies throughout the years our
understanding of EM is becoming better, and improvements in
designs and processes for the interconnect system have been
made. We have given first an overview over fundamental physical
concepts behind EM on a quantum-mechanical level. Different
modeling approaches have been discussed together with some of
the disputed aspects of the modern understanding of EM. The
development of intrinsic voids which lead to interconnect failure
goes through two distinctive phases. The first phase is the void
nucleating phase and the second phase is the void evolution phase.
We have presented the historical development of models for both
phases up to the most modern concepts. The results of simulations
based on these models have been shown for submicron intercon-
nect features and a possibility of their verification and utilization in
interconnect design has been discussed. Some concepts for the
usage of simulation tools in combination with experimental tests
have been also presented.
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