Analysis of Worst-Case Hot-Carrier Conditions for n-type MOSFET
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Abstract—We analyze the worst-case conditions of hot-carrier induced degradation with our model which is based on the evaluation of the carrier distribution function along the Si/SiO2 interface, i.e. thorough consideration of carrier transport. The distribution function obtained by means of a full-band Monte-Carlo device simulator is used to calculate the acceleration integral, which controls how effectively the carriers are breaking Si-H bonds. Therefore, we analyze these worst-case conditions using this integral as a criterion. We compare the numerical picture with the experimental one and conclude that the model fits the experimental data rather accurately and confirm that these conditions correspond to the relation \( V_{gs} = 0.4V_{ds} \) between gate and drain voltages. The simplified treatment of carrier transport using the non-Maxwellian but still analytical distribution function is also discussed. A discrepancy between experimental results and simulations, which occurred while employing this simplified approach, is shown and explained.
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I. INTRODUCTION

The worst-case conditions (WCC) of hot-carrier degradation (HCD) in the case of a long-channel n-MOSFET are reached when the substrate current \( I_{sub} \) is at its maximum [1]–[8]. For long-channel transistors the silicon-hydrogen bond-breakage process is dominantly triggered by the interaction of the bond with a solitary carrier. This carrier is accelerated by the electric field up to energies sufficient enough to effectively rupture the bond in a single collision. Since impact ionization is a process which has an analogous activation nature, the concentration of electron-hole pairs generated by impact ionization may be used as a criterion how hot are the carriers. As a consequence, one may judge about the degradation intensity on the substrate current \( I_{sub} \), which is composed of majority carriers generated by impact ionization [5], [6], [8]. Usually the \( I_{sub} \) maximum is observed when \( V_{gs} = (0.4 - 0.5)V_{ds} \) and, hence, it is assumed that the most severe degradation corresponds to these stress conditions.

However, impact ionization and bond-breakage are different processes characterized by various values of parameters, such as reaction cross sections and activation energies [9]–[12]. Therefore, impact ionization does not necessarily play a role of measure how intensive HCD is. The bond-breakage process is controlled by the carrier acceleration integral (AI) which weights the intensity of the dissociation process induced by a high-energetic carrier with the probability to find such a carrier [12], [13]. Since the AI includes the reaction cross section, this quantity better reflects the intensity of the interface state generation. In this work we apply our approach for hot-carrier degradation modeling [12], [13] in order to describe the worst-case conditions of HCD. The model is based on thorough treatment of carrier transport using a full-band Monte-Carlo device simulator which solves the Boltzmann transport equation and allows for a calculation of the carrier distribution function (DF) at any position of the device for a particular device geometry and stress conditions. Since the Monte-Carlo method is very time-consuming we undertake an attempt to substitute the precise carrier transport module by a simplified treatment, i.e. use an analytical form of a non-Maxwellian distribution function proposed by Fiegna et al. [14] and well applicable for long-channel devices [14], [15]. We analyze also discrepancy between these two approaches and conclude on the limitations of the simplified version of the model.

II. EXPERIMENTAL SUPPORT

5V n-MOSFETs fabricated on a standard 0.35 \( \mu \text{m} \) CMOS have been stressed at a series of gate voltages \( V_{gs} = 2.0, 2.5, 2.8 \text{V} \) and the fixed drain voltage of \( V_{ds} = 6.5 \text{V} \) for 10’s at an ambient temperature of 25°C. The device architecture is sketched in Fig. 1 as well the net doping profile. The device channel length is 0.5 \( \mu \text{m} \). Together with a relatively high operation voltage this channel length ensures that the single-electron mechanism of the Si-H bond dissociation is the dominating one [6].

III. THE APPROACH

Our model considers two components of the Si-H bond dissociation process, i.e. the single-carrier and multiple-carrier mechanisms (SC- and MC-modes) [12], [13]. As we showed in our previous work, even in the case of a relatively high-voltage device the second mechanism provides a considerable contribution to the total damage and thus must not be omitted [12]. Both components are controlled by the carrier acceleration integral:

\[
I_{SC/MC} = \nu_{SC/MC} \int_{E_{th}}^{\infty} f(E)g(E)\sigma_{SC/MC}(E)v(E) dE, \quad (1)
\]
where \( f(E) \) is the carrier DF calculated employing full-band Monte-Carlo device simulator MONJU [16], \( g(E) \) the density-of-states while \( \sigma_{SC/MC} \) is the reaction cross section for the dissociation process. The carrier velocity is designated as \( v(E) \) and integration is performed starting from the threshold energy \( E_{th} \).

As we discussed in [12], [17] the dose of damage provided by the MC-component is homogeneously distributed over the lateral coordinate. This is because the prefactor in the MC-induced interface state concentration (see [12], [17]) defined by the acceleration integral is already saturated due to the high concentration of relatively "cold" carriers (represented by the low-energy fragment of the DF). As a result, the non-uniform nature of HCD is related to the single-carrier bond-breakage process with the corresponding contribution to the total interface state density \( N_i \) localized near the drain end of the gate. Therefore, in order to find the stress conditions corresponding to the worst-case scenario, we suggest to analyze the behavior of the acceleration integral, not considering the interaction between the SC and MC-mechanisms. In literature, one may find other criteria how efficiently carriers interact with the bond, i.e. the maximum of the electric field, the carrier dynamic temperature, position where the DF demonstrates most extended high-energy tales, etc. However, as we showed in [13], the \( N_i \) peak just corresponds to the maximum of the AI and is shifted away with respect to maxima of other quantities.

In order to create the numerical picture for the worst-case conditions the following computational procedure was used. Initially, we varied both \( V_{ds} \) and \( V_{gs} \) voltages in the range of 0...6.0 V. Afterwards, for each pair \( V_{ds}, V_{gs} \) we calculated the set of the carrier DFs, i.e. distribution functions at each point on the Si/SiO\(_2\) interface. This information was used to calculate the dependences of the carrier acceleration integral vs. the lateral coordinate. After processing these dependencies we have plotted the maximum value of the acceleration integral \( I_{SC} \) as a function of \( V_{ds}, V_{gs} \). These three-dimensional plots (discussed in details in the next Section) have been further compared with experimental results and analyzed.

Although the distribution function obtained by a direct solution of the Boltzmann transport equation better represents the matter, Monte-Carlo simulations are usually extremely time-consuming. As a result, in commercial TCAD simulators simplified treatments of carrier transport are used. Among them are the drift-diffusion and energy transport schemes, see e.g. [18]. One of the most popular approaches which employs an analytical expression for non-Maxwellian distribution functions is the Fiegna model [14], [15]. This model is applicable for devices with a channel length longer than 0.5 \( \mu \)m, which is just suitable for our case.

Within this approach the following expression for the DF is proposed:

\[
\chi_{F}(E) = C \exp \left( - \frac{\chi E^4}{F^{1.5}} \right),
\]

where \( C \) denotes the normalization constant, \( F \) represents the applied electric field and \( \chi \) is a fitting parameter. This parameter may be adjusted in order to represent the real distribution function at a certain point. The choice of this point may substantially affect all the results. In our work the value of \( \chi \) was found in a way guaranteeing a minimal discrepancy between experimental and simulated charts \( I_{SC}(V_{ds}, V_{gs}) \).

Explicitly, the value of \( \chi \) used in this work is 1.62 \( \times \) 10\(^8\) eV\(^{-4}\)V\(^{1.5}\)cm\(^{-1.5}\) (note that values reported in papers [14] and [15] are 1.3-10\(^8\) and 0.8-10\(^8\) eV\(^{-4}\)V\(^{1.5}\)cm\(^{-1.5}\), respectively). This parameter was found while fitting the distribution function at the drain end of the gate by the Fiegna expression, see Fig. 2. The most significant discrepancy between these distribution functions is observed at higher energies. This circumstance suggests that the acceleration integrals calculated using these two different DFs should strongly diverge under conditions corresponding to the most extended high-energy tails of the distribution function.

**IV. Results**

The measured substrate current as a function of stress drain and gate voltages is depicted in Fig. 3. Fig. 4 demonstrates the maximum value of the acceleration integral \( I_{SC} \) plotted...
vs. $V_{ds}$ and $V_{gs}$ and calculated within our HCD model which is based on the direct solution of the Boltzmann transport equation. Fig. 5 demonstrated the same as Fig. 4 but the AI was calculated employing the fitting function $f_{F}\left(E\right)$. A comparison of these figures allows us to make several conclusions. First of all, our Monte-Carlo based HCD model provides a very good agreement between the experiment and theory. In contrast, the simplified version which employs the Fiegna function instead of the real DF, fails in the area of low $V_{gs}$ with high $V_{ds}$. This is because at high $V_{ds}$, the electric field still reaches high values and thus results in enormously pronounced high-energy tails of $f_{F}\left(E\right)$. In practice, this regime is characterized by a low $I_{dlm}$ and thus degradation is weak (this trend is pronounced in Fig. 4). In other words, if $V_{ds}$ is fixed and $V_{gs}$ varies, the substrate current first grows, reaches its maximum and then decreases. This tendency is also supported by Fig. 6 (the data are extracted from Fig. 3) where $V_{gs}$ is presented as a function of $V_{ds}$, which is found as the value guaranteeing the maximum of either $I_{sub}$ (experimental data) or $I_{sc}$ (simulations with our HCD model) for the chosen value of $V_{ds}$. However, according to predictions of Fig. 5, the maximum degradation dose monotonously increases with $V_{gs}$.

For a drain voltage above 2.0V, $V_{ds}$ and $V_{gs}$ corresponding to the WCC are linked by the relationship $V_{gs} = 0.4V_{ds}$ and this tendency is supported by our HCD model (Fig. 6). This trend is also confirmed in Fig. 7 where the linear drain current $I_{dlm}$ degradation is plotted vs. the stress time for various $V_{gs}$ of 2.0, 2.5 and 2.8 V while $V_{ds}$ is fixed at 6.5 V. The maximum in the substrate current is usually explained as a trade-off between two competing tendencies: the increase of the drain current due to the $V_{ds}$ growth and the decrease of impact ionization intensity due to the lateral field weakening, see [19]. At the same time for low $V_{ds} < 1.0V$ the device operates in a regime far away from saturation and thus the second tendency does not occur. Therefore, in this range $I_{sub}$ grows with $V_{gs}$. This behavior is reflected in Fig. 6 (the left branch of the curve) where the reduction in $V_{ds}$ is compensated by an increase in $V_{gs}$. In other words, in the case of low $V_{ds}$ carriers are accelerated by the gate bias which plays the dominant role.

Finally, we plotted the position of the most severe degradation spot as a function of the stress voltages (Fig. 8). As we previously showed [13], just the maximum of the acceleration integral (not of other quantities such as the electric field, average carrier energy, etc.) determines the position of the $N_{it}$ peak. Therefore, this graph can be used to predict where the most degraded section of the device is located. Note that this color map reflects the pattern shown in Fig. 4: e.g. the orange area pronounced in Fig. 4 (and bordered by the right contour curve) corresponds to the light green spot from Fig. 8.

V. CONCLUSION

We have examined the worst-case conditions of hot-carrier degradation in the case of 5V n-MOSFETs. For this purpose we employed our HCD model which is based on a thorough treatment of the carrier distribution function obtained using a full-band Monte-Carlo device simulator. We also employed a simplified treatment of carrier transport with the Fiegna model which was reported as applicable for device channel lengths greater than 0.5 $\mu$m which is the case for our devices. Since the degradation is controlled by the carrier acceleration integral, this quantity was plotted against $V_{ds}$ and $V_{gs}$ and compared with the experimental map $I_{sub}\left(V_{ds}, V_{gs}\right)$. We have concluded that our model represents the WCC with a reasonable accuracy. For instance, the relation of $V_{gs} = 0.4V_{ds}$ typical for the WCC was reproduced. As for the Fiegna model, it fails in the case of low $V_{gs}$ and high $V_{ds}$ and cannot be
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