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Editorial

This volume contains the abstracts of the 16th International Workshop on Computational Electronics
(IWCE 2013), held at Nara Prefectural New Public Hall, Nara, Japan on June 4–7, 2013. Over the years the
workshop has become the main international forum for discussing on the current trends and future directions
for computational electronics. The workshop continues a series of events initiated in 1992, when the first IWCE
was organized by the Beckmann Institute of the University of Illinois Urbana-Champaign, Illinois, USA. The
following events were held at University of Leeds, Leeds, UK (1993), Portland, Oregon, USA (1994), Arizona
State University, Arizona, USA (1995), Notre Dame University, Indiana, USA (1997), Osaka University, Osaka,
Japan (1998), University of Glasgow, Glasgow, UK (2000), University of Illinois Urbana-Champaign, Illinois,
USA (2001), Villa Mondragone, Monte Porzio Catone (Rome), Italy (2003), Purdue University, West Lafayette,
Indiana, USA (2004), TU Wien, Vienna, Austria (2006), University of Massachusetts, Amherst, Massachusetts,
USA (2007), Tsinghua University, Beijing, China (2009), University of Pisa, Italy (2010), and University of
Wisconsin, Madison, Wisconsin, USA (2012). Additional information can be found at the IWCE web page
http://www.iwce.org.

The main themes of interest for IWCE 2013 are: 1) Ab-initio and atomistic simulations, 2) Quantum
transport theory and techniques, 3) Quantum transport simulation, 4) Semiclassical transport theory and
simulation, 5) Device physics and technology CAD, 6) Optical processes and optoelectronic devices, 7)
Thermal/phonon transport and electron-phonon interaction, 8) Graphene and 2D semiconductors, 9) Spin and
memory devices, and 10) Wide band-gap materials and energy applications.

The scientific program of IWCE 2013 is organized in a single-session format and comprises 4 invited
lectures, 10 invited talks, 51 contributed talks, and 60 poster presentations. The distribution of the abstracts
reflects the international nature of the workshop: 44 from Japan, 24 from USA, 10 from Austria and UK, 7
from France, 6 from Korea, 4 from China, Italy, and Taiwan, 3 from Switzerland, 2 from Finland and Germany,
and 1 form Belgium, Iran, Spain, Sweden, and Vietnam.

The book of abstracts is printed from camera-ready manuscripts provided by the authors. The editors are
not responsible for any inaccuracies, comments, or opinions given in the abstracts.

We would like to express our sincere appreciation to the authors for their effort to provide high-quality
contributions. We thank the International Advisory Committee for the nomination of the invited speakers and
the Program Committee for careful evaluation of the submitted abstracts.

Nobuya Mori
Siegfried Selberherr
Editors, IWCE 2013 Book of Abstracts

http://www.iwce.org


2

Committee Members

Conference Organizers

Nobuya Mori (Chair, Osaka University, Japan)
Yoshinari Kamakura (Local, Osaka University, Japan)
Siegfried Selberherr (Publication, TU Wien, Austria)

Program Committee

(Anant) M. P. Anantram (University of Washington, USA)
Andrea Bertoni (Institute of Nanoscience - CNR, Modena, Italy)
Philippe Dollfus (Universite Paris-Sud, France)
Massimo V. Fischetti (University of Texas at Dallas, USA)
Koichi Fukuda (AIST, Japan)
Robert W. Kelsall (University of Leeds, UK)
Hans Kosina (TU Wien, Austria)
Masaaki Kuzuhara (University of Fukui, Japan)
Yiming Li (National Chiao Tung University, Taiwan)
Mathieu Luisier (ETH Zurich, Switzerland)
Massimo Macucci (University of Pisa, Italy)
Umberto Ravaioli (University of Illinois at Urbana-Champaign, USA)
Ganesh Shankar Samudra (National University of Singapore, Singapore)
Satofumi Souma (Kobe University, Japan)
Michael A. Stroscio (University of Illinois-Chicago, USA)
Shinichi Takagi (University of Tokyo, Japan)
Andreas Wacker (Lund University, Sweden)
Takanobu Watanabe (Waseda University, Japan)
Zhiping Yu (Tsinghua University, China)

Advisory Committee

Shela Aboud (Stanford University, USA)
Aldo Di Carlo (University of “Rome Tor Vergata”, Italy)
Philippe Dollfus (Universite Paris-Sud, France)
Massimo V. Fischetti (University of Texas at Dallas, USA)
Stephen M. Goodnick (Arizona State University, USA)
Joseph Jerome (Northwestern University, USA)
Robert W. Kelsall (University of Leeds, UK)
Gerhard Klimeck (Purdue University, USA)
Irena Knezevic (University of Wisconsin, Madison, USA)
Paolo Lugli (Technical University Munich, Germany)
Massimo Macucci (University of Pisa, Italy)
Nobuya Mori (Osaka University, Japan)
Wolfgang Porod (University of Notre Dame, USA)
Nobuyuki Sano (Tsukuba University, Japan)
Siegfried Selberherr (TU Wien, Austria)
Mincheol Shin (Korea Advanced Institute of Science and Technology, Korea)
Michael A. Stroscio (University of Illinois-Chicago, USA)
Dragica Vasileska (Arizona State University, USA)



3

Time Table and Session Chairpersons

June 4 June 5 June 6 June 7

9

10

11

12

13

14

15

16

17

18

19

20

21

Session A

C. Hamaguchi

Short Course

N. Mori

Session B

M. Macucci

Session C

P. Dollfus

Session D

R. W. Kelsall

Session E

Y. Li

Session F

M. A. Stroscio

Session G

H. Kosina

Session H

I. Knezevic

Session I

M. V. Fischetti

Session J

S. M. Goodnick

Registration &

Welcome
Reception

Banquet

Poster

Session

Lunch

Registration

Registration

Break

Break

Opening

Break

8:30

9:009:05

10:45

11:15

13:00

14:30

16:30

19:30

21:30

Lecture 50+10 min

Invited 25+5 min

Contributed 12+3 min



4

IWCE 2013 Program

June 4

Short Course: Quantum Theory of Electron Transport

S1 13:30–14:30

T. Ando (Tokyo Institute of Technology)
“Electronic and Transport Properties of Graphene” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

S2 14:30–15:30

J.R. Barker (University of Glasgow)
“The Non-Equilibrium Green Function Approach to Quantum Transport in Nano-Structures” . . . . . . 16

15:30–16:00 Coffee Break

S3 16:00–17:00

M.V. Fischetti (University of Texas at Dallas)
“Pseudopotential-based Calculation of Electronic Structure and Transport in Nanostructures” . . . . . . 18

S4 17:00–18:00

C. Hamaguchi (Osaka University, Sharp)
“k · p Perturbation and Energy Bands of Semiconductors” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

18:00–20:00 Registration and Welcome Reception

June 5

9:05–9:15 Opening and Welcome Remarks
N. Mori (Osaka University)

Session A: Quantum Transport Theory and Techniques

A1 9:15–9:45 [invited talk]

I. Knezevic (University of Wisconsin-Madison)
“Master Equations in Quantum Transport” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

A2 9:45–10:15 [invited talk]

M. Trovato and L. Reggiani (Universitá di Catania, Universitá del Salento)
“A Nonlocal Formulation of Quantum Maximum Entropy Principle Including Fractional Exclusion
Statistics” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

A3 10:15–10:30

P. Marconcini, D. Logoteta, and M. Macucci (Università di Pisa)
“A Sinc-Based Approach for the Solution of Differential Transport Problems with Periodic Boundary
Conditions” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
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A4 10:30–10:45

B. Fu and M.V. Fischetti (University of Texas at Dallas)
“Open-Boundary-Condition Ballistic Quantum Transport using Empirical Pseudopotentials” . . . . . . . 28

10:45–11:15 Coffee Break

Session B: 2D Semiconductor and Graphene

B1 11:15–11:45 [invited talk]

S. Salahuddin (University of California, Berkeley)
“Electronics with 2D Semiconductors and their Heterostructures” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

B2 11:45–12:00

F. Zahid, L. Liu, Y. Zhu, J. Wang, and H. Guo
(University of Hong Kong, Nanoacademic Technologies, McGill University)
“Tight-Binding Modeling of the Band Structures of Monolayer, Bilayer, and Bulk MoS2” . . . . . . . . . . 32

B3 12:00–12:15

S. Berrada, V. Hung Nguyen, A. Alarcón, D. Querlioz, J. Saint-Martin, A. Bournel, C. Chassat, and
P. Dollfus (University of Paris-Sud, L Sim)
“Graphene Nanomesh Transistors with High On/Off Ratio and Good Current Saturation” . . . . . . . . . . 34

B4 12:15–12:30

N. Sule, K.J. Willis, S.C. Hagness, and I. Knezevic (University of Wisconsin-Madison)
“Effects of Charged Impurity Clusters on the Conductivity of Supported Graphene” . . . . . . . . . . . . . . . 36

B5 12:30–12:45

M. Manoharan, S. Inoue, and H. Mizuta (JAIST, University of Southampton)
“First-Principles Study of CO2 and NH3 Adsorption on Armchair Graphene Nanoribbon” . . . . . . . . . 38

B6 12:45–13:00

A. Afzalian, A. Lherbier, J.-C. Charlier, and D. Flandre (Université catholique de Louvain)
“Multiscale Simulation of Epoxide Adsorbate Functionalization on Graphene Nanoribbons” . . . . . . . 40

13:00–14:30 Lunch

Session C: Quantum Transport and Fluctuation

C1 14:30–14:45

Y. Wang, Y. He, G. Klimeck, and T. Kubis (Purdue University)
“Nonequilibrium Green’s Function Method: Algorithm for Regular and Irregular Leads” . . . . . . . . . . 42

C2 14:45–15:00

W.G. Vandenberghe and M.V. Fischetti (University of Texas at Dallas)
“Determination of Bound States in a Device with Transmitting Boundary Conditions” . . . . . . . . . . . . . 44

C3 15:00–15:15

W. Goes, M. Toledano-Luque, O. Baumgartner, F. Schanovsky, B. Kaczer, and T. Grasser
(TU Wien, imec)
“A Comprehensive Model for Correlated Drain and Gate Current Fluctuations” . . . . . . . . . . . . . . . . . . . 46
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C4 15:15–15:30

S. Ravandi, B. Fu, W.G. Vandenberghe, S. Aboud, and M.V. Fischetti
(University of Texas at Dallas, Stanford University)
“Pseudopotential-Based Study of Gate Leakage and Contact Resistance beyond the 10 nm Node” . . 48

C5 15:30–15:45

A. Martinez, J.R. Barker, and M. Aldegunde (Swansea University, University of Glasgow)
“Impact of Dielectric Induced Dynamical Many-Body Correlation Effects on the Transfer Characteristic
of Si Nanowire Transistor” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

C6 15:45–16:00

L. Gerrer, S. Ling, S.M. Amoroso, A.M. El-Sayed, M.B. Watkins, A.L. Shluge, and A. Asenov
(University of Glasgow, University College London, Gold Standard Simulations)
“Negative Bias Temperature Instabilities: A Multiscale Approach from First Principles to TCAD Time-
Dependent Variability Simulations” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

C7 16:00–16:15

M. Uematsu, K.M. Itoh, G. Mil’nikov, H. Minari, and N. Mori
(Keio University, Osaka University, JST CREST)
“Width Dependence of RDD-Induced Current Fluctuation in Silicon Nanowire Transistors” . . . . . . . . 54

C8 16:15–16:30

C.-Y. Chen, Y.-Y. Chen, and Y. Li (National Chiao Tung University)
“Multi-Fin Bulk FinFET Characteristic Fluctuation Induced by Process Variation and Random
Dopant” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

16:30–18:30 Poster Session

June 6

Session D: Semiclassical Transport

D1 9:00–9:30 [invited talk]

T. Sadi (Aalto University)
“The Monte Carlo Approach for Investigating Electrothermal Effects in Nanostructures” . . . . . . . . . . 58

D2 9:30–9:45

D. Rideau, Y.M. Niquet, O. Nier, P. Palestri, D. Esseni, V.H. Nguyen, F. Triozon, I. Duchemin, D. Garetto,
L. Smith, L. Silvestri, F. Nallet, C. Tavernier, and H. Jaouen
(STMicroelectronics, IMEP-LAHC, SP2M, CEA-LETI, University of Udine, Synopsys)
“Mobility in FDSOI Devices: Monte Carlo and Kubo Greenwood Approaches Compared to NEGF
Simulations” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

D3 9:45–10:00

S. Oki, T. Misawa, and Y. Awano (Keio University)
“Quasi Self-consistent Monte Carlo Particle Simulations of Local Heating Properties in Single Layer
Graphene Nano-channel FETs” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

D4 10:00–10:15

E.A. Towie, C. Riddet, and A. Asenov (University of Glasgow)
“3D Monte Carlo Simulation of III-V Implant-Free Quantum-Well and FinFET MOSFETs” . . . . . . . 64



7

D5 10:15–10:30

R. Hathwar, M. Saraniti, and S.M. Goodnick (Arizona State University)
“Full Band Monte Carlo Simulation of Silicon Nanowires and Junctionless Nanowire MOSFETs” . . 66

D6 10:30–10:45

K. Kukita, I.N. Adisusilo, and Y. Kamakura (Osaka University, JST CREST)
“Influence of Phonon Dispersion Relation on Thermal Resistance in Silicon Nanostructures” . . . . . . . 68

10:45–11:15 Coffee Break

Session E: Spin and Memory Deives

E1 11:15–11:45 [invited talk]

V. Sverdlov, H. Mahmoudi, A. Makarov, D. Osintsev, J. Weinbub, T. Windbacher, and S. Selberherr
(TU Wien)
“Modeling Spin-Based Devices in Silicon” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

E2 11:45–12:15 [invited talk]

B. Magyari-Kop̈e and Y. Nishi (Stanford University)
“Modeling the Resistive Switching Process in Transition Metal Oxide Based Non-Volatile Memory
Devices” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

E3 12:15–12:30

A. Makarov, V. Sverdlov, and S. Selberherr (TU Wien)
“Structural Optimization of MTJs with a Composite Free Layer” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

E4 12:30–12:45

D. Osintsev, V. Sverdlov, and S. Selberherr (TU Wien)
“Influence of Surface Roughness Scattering on Spin Lifetime in Silicon” . . . . . . . . . . . . . . . . . . . . . . . . . 76

E5 12:45–13:00

A. Papp, G. Csaba, and W. Porod (University of Notre Dame)
“Non-Boolean Computing Using Spin Waves” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

13:00–14:30 Lunch

Session F: Quantum Transport and Optics

F1 14:30–15:00 [invited talk]

U. Hetmaniuk, Y. Zhao, and M. Anantram (University of Washington)
“A Nested Dissection Approach to Modeling Transport in Nanodevices” . . . . . . . . . . . . . . . . . . . . . . . . . 80

F2 15:00–15:15

M. Lindskog, D.O. Winge, and A. Wacker (Lund University)
“Nonequilibrium Green’s Function Simulations of THz Quantum Cascade Lasers” . . . . . . . . . . . . . . . . 82

F3 15:15–15:30

A. Grier, Z. Ikonić, A. Valavanis, J.D. Cooper, D. Indjin, and P. Harrison (University of Leeds)
“Density Matrix Model Applied to GaAs and GaN-Based Terahertz Quantum Cascade Lasers” . . . . . 84

F4 15:30–15:45

O. Baumgartner, Z. Stanojević, and H. Kosina (TU Wien)
“Modeling of the Effects of Band Structure and Transport in Quantum Cascade Detectors” . . . . . . . . . 86
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F5 15:45–16:00

N. Cavassilas, F. Michelini, and M. Bescond (IM2NP)
“Quantum Calculation of Solar Cell Efficiency” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

F6 16:00–16:15

W. Hu, M.M. Rahman, T. Okada, A. Higo, Y. Li, and S. Samukawa
(Tohoku University, JST CREST, National Chiao Tung University)
“Simulation of Type-II Ge/Si Quantum Dot Solar Cells” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

16:15–16:45 Coffee Break

Session G: Inelastic Scattering and Thermal Transport

G1 16:45–17:15 [invited talk]

M. Bescond, H. Mera, N. Cavassilas, C. Li, and M. Lannoo (IM2NP)
“Inelastic Scattering in Nano-devices: One-Shot Current Conserving Approach” . . . . . . . . . . . . . . . . . . 92

G2 17:15–17:30

H. Mera, M. Lannoo, N. Cavassilas, and M. Bescond (IM2NP)
“SCBA Made Simple” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

G3 17:30–17:45

R. Rhyner and M. Luisier (ETH Zürich)
“Phonon-Limited Low-Field Mobility in Silicon Nanowires: NEGF Quantum Transport vs. Linearized
Boltzmann” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

G4 17:45–18:00

H. Karamitaheri, N. Neophytou, and H. Kosina (TU Wien)
“Thermal Conductivity of Si Nanowires Using Atomistic Phonon Dispersions” . . . . . . . . . . . . . . . . . . . 98

G5 18:00–18:15

J. Hattori and S. Uno (Ritsumeikan University, JST CREST)
“Impact of Impurity Mass on Ballistic Phonon Thermal Transport in Silicon Nanowires” . . . . . . . . . 100

G6 18:15–18:30

T. Imamoto and T. Endoh (Tohoku University, JST CREST)
“Improvement of Self-Heating Effect Employing Vertical-Channel Field-Effect-Diode 1T-DRAM” 102

19:30–21:30 Banquet

June 7

Session H: Graphene and Novel Materials

H1 9:00–9:30 [invited talk]

S. Islam, V.E. Dorgan, A.Y. Serov, A. Behnam, K.L. Grosse, M.-H. Bae, and E. Pop (University of Illinois
at Urbana-Champaign, Korea Research Institute of Standards and Science, Stanford University)
“Electro-Thermal Transport in Graphene Devices” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
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H2 9:30–9:45

S. Aboud, J. Kim, and M.V. Fischetti (Stanford University, University of Texas at Dallas)
“DFT Study of Electronic Transport Properties in Supported Armchair Graphene Nanoribbons” . . . 106

H3 9:45–10:00

S.B. Touski, M. Pourfath, and H. Kosina (University of Tehran, TU Wien)
“Electronic Transport in Graphene Nanoribbons in the Presence of Substrate Surface Corrugation” 108

H4 10:00–10:15

M. Manoharan and H. Mizuta (JAIST, University of Southampton)
“Ab-initio Study of Edge Defects in Graphene Nanoribbon” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

H5 10:15–10:30

V. Nam Do, H. Anh Le, and P. Dollfus
(Hanoi University of Science and Technology, University of Paris-Sud)
“Electron Transport Characteristics of Graphene-Metal Interfaces” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

H6 10:30–10:45

Z. Jiang, M.A. Kuroda, Y. Tan, D.M. Newns, G.J. Martyna, M. Povolotskyi, T.B. Boykin, T. Kubis, and
G. Klimeck (Purdue University, IBM TJ Watson Research Center, University of Alabama in Huntsville)
“Tight-Binding Modeling of Intermediate Valence Compound SmSe for Piezoelectronic Devices” . 114

10:45–11:15 Coffee Break

Session I: Dissipation and Transport in Nanostructures

I1 11:15–11:45 [invited talk]

Y. Asai (AIST)
“Non-equilibrium Low-Energy Transport Physics of Electron and Phonon at Nanoscale” . . . . . . . . . 116

I2 11:45–12:00

H. Ryu, S. Lee, Y.-H. Matthias Tan, M. Füshsle, J.A. Miwa, S. Mahapatra, M.Y. Simmons,
L.C.L. Hollenberg, and G. Klimeck (KISTI, Samsung Advanced Institute of Technology, Purdue
University, University of New South Wales, University of Melbourne)
“Tight-Binding Simulations of Channel Modulation in a Single Atom Transistor” . . . . . . . . . . . . . . . . 118

I3 12:00–12:15

Y. Tanimura and A. Sakurai (Kyoto University)
“An Approach to Quantum Transport Based on Reduced Hierarchy Equations of Motion” . . . . . . . . 120

I4 12:15–12:30

T. Ono (Osaka University)
“Ab-initio Study on Scattering Potentials of Defects on Ge(001) Surfaces” . . . . . . . . . . . . . . . . . . . . . . 122

I5 12:30–12:45

X. Gao, D. Mamaluy, E. Nielsen, R. Muller, R. Young, N. Bishop, M. Lilly, and M. Carroll
(Sandia National Laboratories)
“Efficient Self-Consistent Quantum Transport Simulator for Quantum Well Devices” . . . . . . . . . . . . . 124

I6 12:45–13:00

M. Macucci and P. Marconcini (Università di Pisa)
“Is There a Mesoscopic Braess Paradox?” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

13:00–14:30 Lunch
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Session J: Engineering Applications

J1 14:30–14:45

V.P. Georgiev, S. Markov, L. Vilà-Nadal, A. Asenov, and L. Cronin (University of Glasgow)
“Molecular-Metal-Oxide-nanoelectronicS (M-MOS): Achieving the Molecular Limit” . . . . . . . . . . . 128

J2 14:45–15:00

A. Scheinemann and A. Schenk (Integrated Systems Laboratory)
“Defect Analysis with TCAD-Based DLTS Simulation” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

J3 15:00–15:15

Z. Stanojević, O. Baumgartner, K. Schnass, M. Karner, and H. Kosina (TU Wien, Global TCAD Solutions)
“VSP – a Quantum Simulator for Engineering Applications” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

J4 15:15–15:30

S.-H. Park, N. Kharche, D. Basu, Z. Jiang, S.K. Nayak, C.E. Weber, and G. Klimeck
(Purdue University, Intel, Brookhaven National Laboratory, Rensselaer Polytechnic Institute)
“Scaling Effect on Specific Contact Resistivity in Nano-scale Metal-Semiconductor Contacts” . . . . 134

J5 15:30–15:45

K. Alam, S. Takagi, and M. Takenaka (University of Tokyo)
“Thickness Dependent Performance of (111) GaAs UTB nMOSFETs” . . . . . . . . . . . . . . . . . . . . . . . . . 136

J6 15:45–16:00

J. Lee, Y. Lee, H. Choi, and M. Shin (KAIST)
“Quantum Simulation of III-V Double Gate Schottky Barrier MOSFETs” . . . . . . . . . . . . . . . . . . . . . . . 138

J7 16:00–16:15

A. Wang and T. Endoh (Tohoku University, JST CREST)
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Graphene was fabricated first by mechanical ex-
foliation in 2004 and the conductivity modulation
by the gate was demonstrated and the quantum
Hall effect was observed in 2005. Since then,
various experimental and theoretical investigations
have been performed to reveal its exotic properties.
Actually, graphene has been a subject of theoretical
study prior to the experimental realization because
of the peculiar electronic structure also responsible
for intriguing properties of carbon nanotubes [1].
Several reviews have already been published [2]–
[4]. The purpose of this paper is to give a brief
review on characteristic features of electronic states
and transport properties in graphene mainly from a
theoretical point of view.

The graphene has a honeycomb lattice with two
carbon atoms in a unit cell. The Fermi level lies in
the so-calledπ bands consisting of thepz orbital
perpendicular to the plane. Theπ bands have a
linear dispersion and cross at the K and K’ points
at the corner of the first Brillouin zone. Because
the Fermi level lies at the crossing points, electronic
properties are dominated by those states. Within the
effective-mass approximation or thek·p scheme, the
electron motion is governed by Weyl’s equation for
neutrino or the Dirac equation with vanishing mass.

An important feature is the presence of a topo-
logical singularity atk = 0. A neutrino has a
helicity and its spin is quantized into the direction
of the wave vector. The spin eigenfunction changes
its sign under a2π rotation. Correspondingly, the
pseudo-spin wave function acquires phase−π due
to Berry’s phase when the wave vectork is rotated
around the origin along a closed contour. For the
present pseudo spin, this sign change can be un-
derstood in terms of Berry’s phase when the wave
vector moves along a closed contour aroundk = 0.
The sign change occurs only when the contour
encirclesk=0 but not when the contour does not

containk=0. This topological singularity atk=0
is the origin of the absence of backscattering in
metallic carbon nanotubes [5], [6].

The singularity also leads to the presence of a
Landau level atε=0 independent of the magnetic-
field strength [7]. It is responsible for the singu-
lar diamagnetic susceptibilityχ ∝ −δ(ε) [2], [7],
[8]．Further, the nanotube has a strong magnetic
anisotropy and tends to align in the field direction
[9], which has been extensively used in the observa-
tion of the Aharonov-Bohm effect in optical absorp-
tion [10]. This singularity is considered as the origin
of the peculiar behavior in the transport properties
of graphene, such as the minimum conductivity in
the absence of a magnetic field, the quantum Hall
effect, and the dynamical conductivity [2].

The neutrino equation forF is invariant under
the special time-reversal operationS, FS = KF∗,
whereF∗ stands for the complex conjugate ofF
andK = −iσy satisfyingK2 = −1 [1]. When S
is operated twice, the wave function changes its
sign, i.e.,FS2

= (FS)S = −F. This S symmetry,
characteristic to the symplectic universality class,
is not destroyed by scatterers unless their potential
range is not smaller than the lattice constant. In
this case the quantum correction to the conductivity
becomes positive and the conductivity exhibits a
weak anti-localization behavior [11].

The special time reversalS is different from
the real time reversalT in which the K and K’
points are exchanged corresponding to the complex
conjugate wave functions. When being repeated, the
wave function returns to the original with the same
sign. A system with thisT symmetry belongs to
the orthogonal universality class. In the presence
of usual scatterers with their potential range larger
than the lattice constant, the K and K’ points can be
regarded as independent because their coupling can
safely be neglected. In this case thisT symmetry
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is irrelevant and only theS symmetry prevails. In
the presence of short-range scatterers causing inter-
valley scattering between the K and K’ points, the
S symmetry is destroyed and theT symmetry be-
comes relevant [11], [12]. Therefore, the symmetry
crossover between the symplectic and orthogonal
classes occurs due to short-range scatterers. The
change from the anti-localization behavior in the
symplectic case to the weak-localization behavior in
the orthogonal case for the quantum correction to
the conductivity has been demonstrated [11], [13].

The equi-energy line of graphene in the vicinity
of the K or K’ points has a small trigonal warping.
Effects of the warping can be included as a higher-
order k·p term [2]. This term destroys theS sym-
metry and the symmetry of the system changes into
unitary when the trigonal warping is appreciable.
Further, the lattice strain and the nonzero curvature
of the nanotube gives rise to an effective vector
potential or Aharonov-Bohm flux, and therefore
destroys theS symmetry [2].

Inter-layer interaction in bilayer graphene de-
stroys the linear dispersion into an approximate
parabolic dispersion with a trigonal warping [14],
[15]. Electronic states of multi-layer graphene de-
pend critically on the number of layers. This be-
comes clear if we consider only the major coupling
terms and neglect other small parameters considered
in bulk graphite. In fact, for odd-layer graphene,
the Hamiltonian can be decomposed into those
of bilayers with different interlayer coupling and
that of a monolayer graphene, while for even-layer
graphene, the Hamiltonian can be decomposed into
those of bilayers only [16]. A perpendiculor electric
field or asymmetry between two layers opens up an
energy gap in bilayer graphene.

There have been various theoretical and experi-
mental investigations on dominant scattering mech-
anisms, including effects of charged impurities [17],
[18] and environmental dielectric screening effect
[19], resonance scattering effects due to strong and
short-range scatterers [20], etc. A recent theoretical
study showed that the minimum conductivity is
sensitive to effective potential range of dominant
scatterers [21] in agreement with experiments [22].
The bilayer graphene exhibits the similar behavior
[23]. The appearance of effective vector potential
due lattice distortion [24] was used for the predic-

tion of magneto-phonon resonances [25]. Interfaces
between monolayer and bilayer graphenes were
shown to exhibit peculiar dependence on incident
angle because of the chiral electron motion, giving
rise to valley polarization of transmitted electron
[26], and characteristic Landau-level structure [27].
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MANUSCRIPT 

The Non-Equilibrium Green Function (NEGF) 
formalism was established 50 years ago [1-3] to 
describe non-equilibrium quantum statistical 
mechanics in open systems [4-6]. Clever algorithm 
development [7-10] and the wide availability of 
powerful computer technology has made the 
technically complex NEGF formalism a practical 
simulation tool for studying transport in 
nanostructured devices. The central concept is the 
8-dimensional Green Function G[r, t;r ', t ']  that 
describes the quantum mechanical probability 
amplitude for a carrier to propagate from a 
position r  at time t to another position r ' at time 
t 'within a many-body interacting system that is 
driven out of thermal equilibrium by applied 
fields. G is rarely calculated directly, instead we 
may compute physically interesting properties 
such as the charge density, current density and 
local density of states in computationally efficient 
schemes. NEGF theory is a highly technical 
formalism [1-6] because the need to establish a 
non-equilibrium many-body perturbation theory 
leads to consideration of four different types of 
coupled Green functions. The general case is 
reviewed and we show the connection with semi-
classical Boltzmann transport theory. Our main 
focus is on stationary systems where the Green 
functions depend on two position coordinates and 
energy. Four different Green functions are 
required: we consider the retarded and advanced 
Green functionsGR (r, r ';E), GA (r, r ';E) , (describing 
the dynamical states and quantum dynamics) and 
the so-called lesser and greater Green Functions 
G<(r, r ';E) ,G>(r, r ';E) (correlation functions that 
pick up the mainly statistical or thermodynamic 
properties). A simple picture is developed of the 

basic NEGF simulation methodology. Useful 
visualisation techniques are described based on the 
quantum hydrodynamic velocity field. We start 
with the projection algorithms [7-10] that reduce 
the computational domain to a finite device region 
at the expense of introducing a self-energy 
correction that takes account of coupling to the 
leads/contacts/environment. Criteria are then 
developed for choosing between full complexity 
3D spatial modelling versus the lower dimensional 
modal decomposition method in confined 
nanostructures [11-12]. NEGF methods are 
particularly useful in quasi-ballistic systems where 
the complexity of the self-consistent electrostatic 
architecture of the device (including atomistic 
treatment of the scattering on individual impurities 
and surface/interface roughness) may be 
incorporated non-perturbatively [13-15]. Non-
ballistic nanostructures [16] are now becoming of 
interest for which many-body self-energy models 
are required to describe both elastic and inelastic 
scattering. Examples include gate-all-around 
(GAA) silicon nanowire (SNW) devices (Fig.1) 
that are non-ballistic because: (i) the electron-
phonon interactions [18, 19] are enhanced by 
confinement effects and (ii) long-range remote 
phonon scattering from interfacial regions. Self-
energies are generally non-diagonal [17] and this 
renders the standard Green function algorithms 
intractable. To reduce the numerical complexity 
many adopt approximations to the electron-phonon 
self-energies. We review important self-energy 
models including: electrostatic [20], Hartree, 
exchange and correlation, carrier-phonon/plasmon. 
We examine the errors created by common 
approximations to self-energies that arise from the 
diagonality approximation or violation of the 
requirements for physical causality [21] and we 
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discuss a strategy for efficient accurate numerical 
calculation.  
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Fig. 1. Schematics of a nano-scale transistor.  
           Channel dimensions: 2.2nm X 6 nm [21] 
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ABSTRACT/SYNOPSIS 

This short course describes the use of empirical 

pseudopotentials (EPs) to study the electronic 
properties and transport in nanometer-scale 

structures, discussing the calculation of the band 

structure and wavefunctions, of the matrix elements 
determining scattering rates, and on open-boundary-

condition quantum transport. The EP approach is 

compared to other approaches presented in these 
short courses (Density Functional Theory, DFT, 

tight-binding, and k∙p perturbation theory). 

CRYSTAL HAMILTONIAN AND PSEUDOPOTENTIALS 

The course begins with a brief overview of the main 
physical approximations required to simplify the 

‘exact’ crystal Hamiltonian with emphasis on plane-
wave methods:  The adiabatic (Born-Oppenheimer) 

approximation to separate the ionic and electronic 

degrees of freedom; The single-electron and mean-
field approximations (Hartree and Hartree-Fock); 

The concept of ‘density functional’ to handle 

exchange and correlation [1]; And, finally, ‘model 
potentials’ and ‘pseudopotentials’ [2,3], both self-

consistent (DFT) and empirical. EPs, when suitably 

calibrated and using ‘relaxed’ atomic coordinates, 
are then argued to represent a satisfactory 

compromise between physical accuracy and 

computational efficiency.    

EMPIRICAL PSEUDOPOTENTIALS AND 
NANOSTRUCTURES 

As an illustration of the practical use of EPs, the 

case of bulk Si is discussed also in its numerical 

details [4]. The idea of ‘supercell’ is then  
introduced with examples relative to transport in 

two dimensions (thin Si bodies, III-V hetero-layers, 

graphene) and in one dimension (Si nanowires, 
carbon nanotubes, graphene nanoribbons)  [5,6]. 

 
SCATTERING PROCESSES 

Next, the discussion moves to the use of EPs to 

calculate matrix elements (and so, scattering or 

transition rates, or self-energies) for some important 

collision processes. In particular, the rigid-
(pseudo)ion approximation [7] is used to compute 

the electron-phonon matrix elements in Si inversion 

layers and in graphene. Results from semiclassical 
full-band transport studies (mobility and Monte 

Carlo) are then presented. Next, we describe the use 

of EPs to model atomic roughness (and its effect on 
electronic transport) at surfaces/interfaces/line-

edges in thin bodies, nanowires (NWs) and 

armchair-edge graphene nanoribbons (AGNRs). 

BALLISTIC QUANTUM TRANSPORT WITH OPEN 
BOUNDARY CONDITIONS 

The last section of this short course deals with the 

study of ballistic quantum transport in 

nanostructures. The treatment of open boundary 
conditions at the ‘contacts’ is discussed presenting a 

full-band extension of the ‘Quantum Transmitting 

Boundary Method’ [8] using EPs and the example 
of ballistic transport in a small Si NW. 
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Fig. 1.  Schematic diagram illustrating the concept of 
‘supercell’: The nanostructure is replicated along one direction 

(left, thin body, 2DEG) or on the plane (right, 
nanowire/nanotube, 1DEG) to recover periodicity and make a 
plane-wave analysis possible. 

 

Fig. 2.  Band structure (left) and density-of-states (right, solid 
black line, bottom scale) and ballistic conductance (right, 
dashed red line, top scale) for a 2.5 nm-diameter cylindrical 
[100] Si nanowire obtained using empirical pseudopotentials 
(M. V. Fischetti, unpublished). 

 

 

Fig. 3.  Dynamically screened electron phonon scattering rate 
in graphene at zero density calculated using EPs and the rigid-
ion approximation (M. V. Fischetti and S. Aboud, 
unpublished).  

 

 
 
Fig. 4.  Field-dependent mobility (top, calculated from the 
longitudinal diffusion coefficient) and drift-velocity (bottom) in 
graphene obtained using the rigid-ion scattering rates (courtesy 
S. Narayanan, UT-Dallas PhD Thesis). 

 

 

Fig. 4.  Top: Complex band structure for a Si NW with 1 cell 
x1 cell square cross-section. This information is needed by the 
full-band QTBM. Bottom: Local density-of-states for the same 
Si NW in the presence of a rectangular potential barrier 
simulating the effect of a gate potential (courtesy Bo Fu, UT-
Dallas Ph.D. Thesis).   
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INTRODUCTION TO k · p PERTURBATION THEORY

Dresselhaus et al. [1] and Luttinger and Kohn
[2], [3] introduced k · p perturbation theory to
analyze the valence band structure of Ge and Si
and later Kane [4], [5] extended k · p theory to
include conduction bands. Cardona and Pollak [6]
proposed k · p perturbation method to calculate
energy bands in Ge and Si. In this lecture, the k ·p
perturbation theory is discussed in detail. First we
show the energy band calculations of Ge and Si in
the Brillouin zone and then we will show how to
implement the spin–orbit interaction. In the second
part we will discuss the analysis of the valence
bands based on the second order perturbation of
k · p Hamiltonian and the valence band parameters
are determined. In the last part we discuss Luttinger
Hamiltonian so called 4 × 4 (heavy and light hole
bands), 6 × 6 (heavy, light and spin–orbit split off
valence bands), and 8 × 8 (including the lowest
conduction band) Luttinger Hamiltonian [7].

ENERGY BAND CALCULATIONS BY k · p THEORY

Schrödinger equation for an electron in a crystal
is written as[

− h̄2

2m
∇2 + V (r)

]
Ψ(r) = EΨ(r). (1)

The eigen function Ψ is given by Bloch function

Ψ(r) = uk(r) exp(ik · r) (2)

where uk(r) is a periodic function and k is the
wave vector. Putting Eq. (2) into Eq. (1), we obtain[

− h̄2

2m
∇2 + V (r) +

h̄

m
(k · p)

]
un,k(r)

=

(
En(k)−

h̄2k2

2m

)
un,k(r) (3)

Above equation reduces to [H0 + V (r)]uk(r) =
En(0)uk(r) for k = 0 which gives the eigen states
at the Γ point. When we know the eigen states at
k = 0 we may obtain the eigen states k ̸= 0 by
treating H1 = (h̄/m)k · p as a perturbing term.

The first part of this lecture deals with the fol-
lowing items.

1.1 Derivation of k · p Hamiltonian.
1.2 Determination of 15 × 15 matrix of k · p

Hamiltonian and of the parameters.
1.3 Eigen states obtained by 15 × 15 pseudopo-

tential Hamiltonian matrix.
1.4 Energy band calculations.

The second part will deal the analysis of the valence
bands and derivation of Luttinger Hamiltonian.

2.1 Second order k · p perturbation.
2.2 Spin–orbit interaction.
2.3 6× 6 k · p matrix of Dresselhaus et al.
2.4 6× 6 k · p Luttinger Hamiltonian.
2.5 8× 8 k · p Luttinger Hamiltonian.

CONCLUSION

This lecture gives an introduction to k × p
perturbation theory to understand the energy band
structures of semiconductors. The theory is used
to analyze quantum structures such quantum well,
quantum dot and quantum dot superlattices.
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Fig. 1. Empty lattice bands of fcc crystals, where the degen-
eracy in the parentheses and the representations are shown.

Fig. 2. Energy band structure of Si calculated by empirical
pseudopotential method with 15 plane waves.

Fig. 3. Energy band structure of Ge calculated by 15 × 15
k · p method with spin–orbit interaction.

Fig. 4. Energy band structure of Si calculated by 15×15 k ·p
method.
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∆ ∆

Fig. 5. Valence band structure. The left figure is without
spin–orbit interaction and the right figure shows the bands with
spin–orbit interaction.

Fig. 6. (a) Bohr orbital motion of an electron −e with the
velocity v as seen by the nucleus Ze is interpreted from the
point of view of the electron as (b) the nucleus Ze is moving
with velocity −v around the electron.
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In the theory of small, few-level open systems, 

the term “master equation” refers to equations that 

describe the evolution of the open system’s full 

statistical operator (usually called the reduced 

statistical operator or the reduced density matrix) 

in the presence of coupling with reservoirs, which 

have an infinite number of degrees of freedom and 

are responsible for the irreversibility in the open 

system’s evolution [1,2]. Traditionally, the 

reservoirs are considered bosonic and can have 

various spectral function [1], although the question 

of small open systems coupled with fermionic 

reservoirs has been receiving a lot of attention in 

recent years [3].  

Electronic systems in semiconductor 

nanostructures are open quantum systems, 

exchanging particles and information with the 

contacts, rapidly dephasing reservoirs of charge. 

The term master equation is somewhat more broad 

when referring to electronic transport calculations. 

On the one hand, we have few-level models (e.g. 

the resonant-level models used for quantum dots) 

for which master equations continue to refer to the 

dynamics of the full reduced statistical operator 

[4,5]. On the other hand, if we strive to account for 

the generally continuous single-particle spectrum 

of an electron in a nanostructure (e.g. when 

capturing current in structures without resonances) 

and the fact that many electrons are available to 

populate them, then calculating the full many-body 

reduced statistical operator becomes both 

intractable and unnecessary, as much information 

can be obtained from the single-particle quantities. 

In this case, master equations can refer to the 

equations for the time evolution of the single-

particle density matrix (e.g. Redfield-type 

equations [6] or generalized  semiconductor Bloch 

equations [7]), its Wigner transform (i.e. the 

Wigner equation [8]), or just its diagonal terms 

(e.g. the Pauli master equation [9]).  

Master equations as used in quantum transport 

in nanostructures can be divided in two groups 

based on the treatment of the interaction with the 

contacts: Markovian equations, in which just the 

current state of the contacts plays a role (obtained 

in the weak-coupling limit, large-bias limit, or 

singular coupling limit) and non-Markovian 

equations, in which details of the contact evolution 

over a finite time in the past affects the state of the 

open electronic system. Non-Markovian (also 

known as memory) effects are critical in resolving 

the short-time dynamics of electronic systems, 

such as in the interaction of electrons with ultrafast 

electromagnetic fields  or when looking at the 

fluctuations of charge and current.  

In this talk, I will review recent progress on the 

use of various Markovian and non-Markovian 

master equations in quantum transport. I will 

discuss issues such as complete positivity of the 

map when deriving approximations for master 

equations, the relationship between master 

equations and diagrammatic techniques, and 

address some of the problems that stem from the 

separation of contacts from the active region and 

tracing out of the contact degrees of freedom.  

I will also present work [10] on completely 

positive non-Markovian dynamics in two terminal 

structures that can be obtained based on the 

approximation of rapid relaxation in the contacts 

due to electron-electron scattering. Self-consistent 

coupling of the Schrödinger equation, Poisson 

equation, continuity equation, and a master 

equation  obtained by coarse-graining over the 

contact relaxation time results in non-Markovian 

transient response of nanostuctures, such as a 

silicon nin diode (Fig. 1) or a GaAs/AlGaAs 

tunneling diode (Fig. 2).  

This work has been supported by NSF (award 

0547415) and DOE (award DE-SC0008712). 
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Fig. 2: In a GaAs/AlGaAs tunnel barrier (potential profile in left panel), the finite time needed to empty the well to 

the left of the barrier, connected to the relaxation time in the contacts, affects the shape of the transient (right).  

   

Fig. 1: (Left) Time evolution of the potential profile in a silicon nin diode. (Right) Transient current in the active 

region of the nin diode for different values of the momentum relaxation time in the contacts [10].  



24 16th International Workshop on Computational Electronics, June 4-7, 2013, Nara, Japan

978-3-901578-26-7 c⃝ 2013 Society for Micro- and Nanoelectronics

A Nonlocal Formulation of Quantum Maximum
Entropy Principle Including Fractional Exclusion

Statistics
M. Trovato and L. Reggiani∗
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INTRODUCTION

In thermodynamics and statistical mechanics en-
tropy is the fundamental physical quantity to de-
scribe the evolution of a statistical ensemble. Its
microscopic definition was provided by Boltzmann
through the celebrated expression S = kB ln Γ,
where kB is the Boltzmann constant and Γ is the
number of microstates exploiting the given macro-
scopic properties. In this context, it is well known
that in classical mechanics the entropy: i) allows
the violation of the uncertainty principle [1], [2]; ii)
can be considered as a special case of the so-called
Boltzmann-Gibbs-Shannon entropy that enables one
to apply results of information theory to physics [1],
[3]. In particular, by introducing the principle of
maximum entropy (MEP) it was found possible to
derive rigorous hydrodynamic (HD) models based
on the moments of the distribution function to all or-
ders of a power expansion and including appropriate
closure conditions [4], [5]. Accordingly, making use
of the Lagrange multipliers technique, it was found
possible to construct the set of evolution equations
for the macro-variables of interest.

Apart from some partial attempts [3], [6], this
is no longer the case in quantum mechanics. Here,
the main difficulties concern with: i) the defini-
tion of a proper quantum entropy that includes
particle indistinguishability; ii) the formulation of
a global quantum MEP (QMEP) that allows one
to obtain a quantum distribution function both
for thermodynamic equilibrium and nonequilibrium
configurations. From one hand, in the framework
of a nonlocal quantum theory, the generalization

of the corresponding Lagrange multipliers is also
an open problem. Fron another hand, a rigorous
formulation of quantum HD (QHD) closed models
is a demanding issue for many kinds of problems
in quantum systems like, interacting fermionic and
bosonic gases, quantum turbulence, quantum fluids,
quantized vortices, nuclear physics, confined carrier
transport in semiconductor heterostrucures, phonon
and electron transport in nanostructures, nanowires
and thin layers.

The aim of this talk is to address the above
drawbacks by defining a quantum entropy in terms
of the reduced density matrix, thus explicitly incor-
porating quantum statistics into problems involving
a system of identical particles. As a further step,
with respect to the uncertainty principle, starting
from the Wigner representation we formulate a
quantum maximum entropy principle which, in the
framework of information theory, allows us to ob-
tain a non-local theory for the system under study.
As a final step, we determine a closed quantum
hydrodynamic model for the macroscopic variables
used as constraints in the QMEP approach.

THE NONLOCAL QMEP

By considering the Wigner formalism [7], the
QMEP was asserted as the fundamental principle
of quantum statistical mechanics when it becomes
necessary to treat systems in partially specified
quantum mechanical states [8]. Recently, in a series
of papers [5], [8], [9] we have presented a set
of results addressing this problem by emphasiz-
ing the role played by a proper formulation of
a QMEP to close quantum hydrodynamic models
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in the framework of Extended Thermodynamics.
Here, we present a rigorous nonlocal formulation of
QMEP by including explicitly Fermi statistics, Bose
statistics and, more generally, fractional exclusion
statistics (FES).

Relevant results of the present investigation are:
(i) The development of a generalized quantum ki-
netic equation, in the mean field approximation, for
the reduced Wigner function.
(ii) The construction of Extended Quantum Hydro-
dynamic models evaluated exactly to all orders of h̄.
(iii) The definition of a generalized quantum entropy
as global functional of the reduced density matrix.
(iv) The formulation of a quantum version of the
maximum entropy principle obtained by determin-
ing an explicit functional form of the reduced den-
sity operator, which requires the consistent intro-
duction of nonlocal quantum Lagrange multipliers
within a Moyal expansion.
(v) The development of a quantum-closure proce-
dure that, for a set of relevant quantum regimes,
includes nonlocal statistical effects in the cor-
responding quantum hydrodynamic systems, both
in thermodynamic equilibrium and nonequilibrium
conditions.
(vi) The extension of QMEP in the framework of
FES.
In particular, within point (vi) the anionic systems
satisfying FES [9] are proven to generalize all the
results available in the literature in terms of both the
kind of statistics and the nonlocal description for ex-
cluson gases. Finally gradient quantum corrections
are explicitly given at different levels of degeneracy,
and classical results are recovered when h̄ → 0.

We remark, that for many years the nonlocal
gradient corrections have been extensively tested in
real applications such as atomic, surface, nuclear
physics, and electronic properties of clusters [10].
Analogously, density gradient expansions have been
used to describe capture confinement and tunnelling
processes for devices in the deca-nanometer regime
by showing a very good agreement both with avail-
able experiments and other microscopic methods
[11]. We conclude, that the novelty of the present
approach allows one to describe the Wigner gradient
expansions in the framework of quantum statistics
by including also gradient thermal corrections and
vorticity terms. As a consequence, the major results

outlined above can have relevant applications in
quantum turbulence, quantum fluids and quantized
vortices. Accordingly, the QMEP including FES
is here asserted as the most advanced formulation
of the fundamental principle of quantum statistical
mechanics.
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INTRODUCTION

A well-known method to solve a differential
problem, and in particular a Schrödinger or Dirac
transport equation, with periodic boundary condi-
tions, is based on substituting each of the functions
appearing in the differential system with its Fourier
transform and solving the problem in terms of the
Fourier coefficients of the unknown functions. A
proper frequency cut-off has to be chosen to limit
the size of the problem.
This approach is generally preferable to a di-

rect real-space solution based on a finite-difference
discretization scheme, since it avoids the errors
related to the discretization of the derivatives. It
can thus be shown that the precision of a solution
found with the Fourier-space approach considering
only N frequencies is generally better than that
of a solution obtained with the direct-space finite-
difference approach considering a grid of N points.

Here we discuss the possibility to obtain, working
in the direct space, a method equivalent to that used
in the reciprocal-space domain, and thus the same
accuracy, using a particular set of basis functions in
the solution of the problem.

METHOD AND RESULTS

The method is based on the use in the direct
space of the following sampling functions for the
quantities periodic with period L = NΔ (where Δ
is the size of the considered direct-space mesh and
N is the number of samples in the period):

g�(x) =
∞∑

α=−∞

sinc

(
x− (�+ αN)Δ

Δ

)
(1)

(where sinc(x) = sin(πx)/(πx)). In Fig. 1 we show
an example of these basis functions for N = 20 and

� = 10: it is clearly periodic with the same period
L as the functions we are expanding.
In detail, assuming band-limited wave functions

and potentials, we express them in terms of sinc
functions using the sampling theorem and then, after
some analytical elaborations, we find the correct
expressions for all of the terms appearing in the
transport equations, in the form of g�(x) function
expansions. This allows us to obtain a direct space
approach equivalent to that in the Fourier space and
thus with the same accuracy properties.
As an example, we apply this method to solve the

Dirac transport equation in an armchair graphene
nanoribbon with the potential varying only in the
transverse direction, which (as we have shown
in [1], [2]) can be recast into a form with pe-
riodic boundary conditions. In particular, for the
two transversal potentials represented in Fig. 2, we
obtain the longitudinal wave vectors represented on
the Gauss plane in Figs. 3 and 5, and, for the
longitudinal wave vector with largest real part, the
transverse envelope functions shown in Figs. 4 and
6. These results coincide with those obtained with
the Fourier-space approach [1], [2] using a number
of frequencies identical to the number of samples
considered within the period in the direct-space
domain.
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INTRODUCTION

Moore’s law aggressively pushes CMOS technol-
ogy into the nanometer scale. Finite size and quan-
tum confinement change the band structure, which
deviates significantly from the bulk. Meanwhile, the
study of electronic transport requires a quantum
mechanical approach. Based our previous work on
quantum transport using the Pauli Master Equation
with effective mass [1], we developed an atomistic
full band quantum transport model using empirical
pseudopotentials to provide improved physical in-
sight into novel nanodevices.

METHOD

The Schrödinger equation with lattice potential
V lat(r) and external potential V ext(r) can be writ-
ten as[

− h̄2∇2

2m
+V lat(r)+V ext(r)

]
ψ(r) = Eψ(r), (1)

where the wave function ψ(r), in order to account
for the effect of the spatially varying external poten-
tial, can be approximated by the envelop function
ϕkG(r),

ψk(r) =
∑
G

ϕkG(r)e
iGr. (2)

Substituting Eq. (2) into Eq. (1), we have∑
G′

{[
− h̄2∇2

2m
− ih̄2G

′∇
m

+
h̄2G

′2

2m
+ V ext(r)

]
δGG′

+VGG′

}
ϕkG′ (r) = E(k)ϕkG′ (r).

(3)

Equation (3) can be solved accounting for the
open boundary conditions with a nontrivial ex-
tension of the Quantum Transmitting Boundary
Method (QTBM) [2].

SIMULATION RESULTS

We simulate Si nanowires using local empirical
pseudopotential parameters from Zunger [3]. These
devices have a cross section of 1x1 cells (0.384 nm
x 0.384 nm). Each unit cell, containing 9 Si atoms
and 12 H atoms terminating the surface, is isolated
by one cell of vacuum in the x-y plane. Figure 1
shows the band structure and the density of states.
Injected and reflected states are chosen according to
the complex band structure shown in Fig. 2. In order
to reduce computational cost, in Fig. 3 we compare
results obtained using different restricted subsets of
reflected states, considering that states with a large
imaginary component of their wavevector result in a
small contribution to the charge. Keeping the cross
section fixed, we have considered nanowires with
length of 1, 3, 6, and 9 cells. As an illustration, we
show in Fig. 4 a particular wavefunction in nanowire
3-cell long. For these devices, source, channel and
drain each shares 1/3 of the total length. The charge
density is set to 106cm−1 in the S/D region and
100cm−1 in the channel. In Fig. 5 we show the self-
consistent potential for a 9-cell long device and in
Fig. 6 we compare the characteristics for devices of
different length.

CONCLUSION

We have presented a nontrivial extension of
QTBM to account for the full band structure and
improved the computational efficiency by ignoring
a subset of evanescent waves. For the application,
we have shown simulation results of Si nanowires.
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Fig. 2. Complex band structure of a Si [100] nanowire. Black
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Two dimensional layered materials such as metal 

dichalcogenides are currently being investigated 

extensively due to their potential application in 

next generation electronics. One of the main 

reasons for 2D materials to be of interest is their 

inherent advantage in terms of electrostatics. As 

the channel length of the transistor is downscaled, 

there is a need to reduce the ‘effective’ body 

thickness as well to make sure that 2-D 

electrostatic effects are reduced [2].To understand 

why this is the case, one may define an effective 

screening length , which is the characteristic 

length within which potential variations along the 

length of the channel are screened out [3]. This 

means that, beyond a length of , the channel can 

effectively screen out the electric field coming 

from the drain, thereby maintaining a 1-D 

electrostatic profile. For ultra-scaled MOSFETs it 

is then desirable to have  as small as possible. 

While the exact form of  depends on the details 

of the device structure, for single and double gate 
geometries it can be approximated by [3] –  

  



 
 sdsdox
 ox (single-gate) (1) 

  



 
 sdsdox
2ox (double-gate) (2) 

Here, s and ds denote the dielectric constant and 

thickness of the semiconductor respectively and ox 

and dox are the respective quantities for the oxide. 

From (1) and (2), it is clear that to have  as small 

as possible, ds needs to be small (thin films). 

Surely, in this context the 2D materials represent 

the best possible scenario that nature has to offer. 

We have recently shown using atomistic 

simulations [4] that it transistors that use these 2D 

materials as channel could potentially be highly 

attractive for low power applications (see Fig. 1.). 

Nonetheless, 2D semiconductor di chalcogenides 

could be particularly interesting for developing 

new heterostructures. The 2D nature and 

compensated surface indicate that such 

heterostructures could be made to be abrupt and 

defect free. Additionally the possible 

configurations in which such heterojunctions could 

be extremely large. For example, one could make 

these vertically or horizontally. Going beyond just 

2D-2D heterostructures it is possible to make them 

from 3D-2D, 1D-2D interfaces as well. Here, we 

shall discuss some of our recent work on 

heterostructures comprised of MoS2 and 

amorphous Si. When 3D amorphous Si is 

combined with 2D MoS2, a van der Waals diode 

can be formed that then leads to significantly 

higher performance for photo detection in terms of 

sensitivity and speed compared to state of the art. 

Experimentally such junctions can be formed by 

simply depositing amorphous Silicon layers on top 

of mechanically exfoliated MoS2 layers. If large 

scale growth for 2D di-chalcogenides could be 

perfected, such heterotstructures could have a 

significant impact on future large area electronics 
applications. 
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Fig. 1. (a) Transfer characteristic of a monolayer MoS2 transistor in both log and linear scales. (b) The 

subthreshold swing as a function of gate oxide thickness for two different gate lengths. (c) Capacitance vs 

Voltage characteristics. Inset shows the change in surface potential ψs with gate voltage Vg . Results 

adopted from[4]). 
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ABSTRACT
Molybdenum disulfide (MoS2) belongs to a 

family of layered transition metal dichalcogenides 
(TMDC) in which the layers are held together by 
weak van der Waals forces, and it can be 
exfoliated mechanically to a single layer 
thickness. In its bulk form MoS2 is an indirect 
band gap semiconductor which turns into a direct 
band gap semiconductor for monolayer structure
[1]. This intrinsic semiconducting nature of MoS2
is a major advantage over graphene as a channel 
material in field-effect transistors (FET). 
Recently, FET devices based on MoS2 monolayer 
and bilayer have been fabricated in the 
experimental labs and demonstrated to have 
useful device performances [2]. Several 
theoretical studies of MoS2 FET devices have also 
been reported [3,4], most of which are based on 
simplified description of the electronic structures 
within an effective mass approximation. 
However, we believe that due to the complex 
nature of the layered TMDC materials it may 
require more reliable, accurate, and atomistic 
treatment of the electronic structures.

Here, we report a parameterized non-
orthogonal tight-binding (TB) model with sp3d5

orbitals, nearest-neighbor interactions, and spin-
orbit coupling for bulk, monolayer and bilayer 
MoS2. For the TB parameterization of the band 
structures we employed a recently developed 
software package named Nanoskif. Our TB 
scheme is based on the Slater-Koster model [5]. 
For the calculations of the target band structures 
we employ density functional theory (DFT) with 
the screened hybrid functional of Heyd, Scuseria, 
and Ernzerhof (HSE) [6] within a projector 
augmented-wave (PAW) pseudopotential plane-

wave method as implemented in the VASP 
software package. It has been shown in previous 
studies that accurate band structures for a wide 
range of semiconductors can be obtained with the 
screened hybrid functional. Spin-orbit coupling is 
included self-consistently in all the calculations. 
For the structure relaxation we have taken into 
account of the van der Waals interactions between 
the layers of MoS2. Excellent agreement with the 
experimental data for the band gaps is achieved 
by adjusting the screening parameter of the hybrid 
functional. In our tight-binding model with a 
same set of parameters (in total 96) we are able to 
reproduce accurately the band structures for three 
different forms of MoS2: bulk, monolayer and 
bilayer. Another important feature of our tight-
binding scheme is that it can be easily extended to 
other layered TMDC materials showing electronic 
characteristics similar to MoS2 such as WS2,
WSe2, and MoSe2. The accuracy of our tight-
binding fitting is validated by comparing the band
structures (Fig.1), band gap values (Table 1) and 
the shape of the bands at the band edges (Fig.2)
with our calculated ab initio results. The root-
mean-square deviation of the fitting is within 
about 25 meV.
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FIG. 1: Band structures for monolayer (1L), bilayer (2L), and bulk MoS2 using screened hybrid density functional theory (blue lines) 
and our empirical tight-binding fitting (red dots). The zero in the energy axis is set at the Fermi level as shown by the dashed line. 
Spin-orbit coupling is included in the calculations.

Structures Transitions HSE
(target)

TB
(fitted)

Deviation
(%)

Experiment

Monolayer Kv1 to Kc 1.786 1.805 1.06 1.90
Kv2 to Kc 1.974 1.969 0.24 2.05

Bilayer �v to Kc 1.480 1.516 2.41 1.60
Kv1 to Kc 1.779 1.792 0.76 1.88
Kv2 to Kc 1.980 1.987 0.35 2.05

Bulk �v ����c 1.328 1.331 0.22 1.29
Kv1 to Kc 1.776 1.749 1.46 1.88
Kv2 to Kc 1.960 2.009 2.46 2.06

TABLE 1: Values of the band gap energies obtained from HSE calculations (target) and the tight-binding (TB) parameterization 
(fitted). Experimental data are obtained from Ref. 7 (for bulk) and Ref. 1 (for monolayer and bilayer). All the energies are in the unit 
of eV. The subscripts ‘v’ and ‘c’ stand for valence band and conduction band, respectively. The splitting of the valence band 
maximum at K point is given by Kv1 (top) and Kv2 (bottom), whereas � is the midpoint of the line joining the ����	 the K points.

FIG. 2: Contour plots of the energies around the valence band maximum (VBM) and the conduction band minimum (CBM) for 
monolayer MoS2 from screened hybrid density functional theory (blue solid lines) and empirical tight-binding fitting (red dashed 
lines). The contour lines are associated with 
E = ±(1/30), ±(1/15), and ±(1/10) eV, respectively, and the  
kx and the 
ky are in the 
unit of ���, where ‘a’ is the cell length.
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INTRODUCTION 

Pristine graphene is a semimetal with excellent 

transport properties [1]. However, its gapless 

character limits the possible range of applications 

of graphene transistors (GFET), as it yields small 

on/off current ratio and poor saturation behaviour 

[2]. Bilayer graphene and graphene nanorribons 

are graphene based materials that exhibit bandgap, 

but their use in GFETs remains a difficult task. In 

fact, bilayer graphene offers quite low bandgaps – 

around 130 meV [3] – and the fabrication of 

narrow-enough (sub-3 nm) ribbons with good edge 

roughness control remains challenging. Recently, 

the fabrication of graphene nanomesh (GNM) – a 

regular array of antidots separated by a sub-10 nm 

distance (see Fig. 1a) – has been reported [4]. 

Depending on the periodicity and the neck width 

of GNM lattice, bandgaps up to several hundreds 

of meV have been predicted to appear in large 

sheets of graphene [5,6]. Similar result can be 

obtained in superlattices of graphane-like islands 

formed by patterned adsorption of hydrogen atoms 

[7]. This kind of bandgap nanoengineering offers 

new possibilities to design improved devices 

delivering large currents [8]. 

MODEL, SIMULATED DEVICE AND RESULTS 

In the present work, we investigate a GNM-

based field-effect transistor (GNM-FET) by means 

of 3D numerical simulation. The model is based 

on the Green's function approach to solving a 

tight-binding Hamiltonian, self-consistently 

coupled to 3D Poisson's equation [9]. A 3D view 

of the simulated GNM-FETs is shown in Fig. 1b, 

with a gate length LG = 30 nm and infinite width 

thanks to appropriate periodic boundary conditions 

along y direction. Comparison to a similar pristine 

graphene FET (GFET) is then provided. 

The considered GNM has a bandgap of 

508 meV, leading to an On/Off ratio as high as 

1460 at VDS = 0.2 V at room temperature. (Fig.2). 

We also note that increasing VDS shifts the Dirac 

point (DP) toward higher VGS for GNM-FETs 

while it is shifted toward lower VGS for pristine 

GFETs, as shown in Fig. 3. This is due to the 

different conduction regimes that take place at DP 

for each device. The DP current (DPC) in pristine 

GFET results from the balance between the 

thermionic current and the chiral tunneling current 

through the gate-induced barrier [9]. In GNM-FET, 

the chiral tunneling is suppressed by the bandgap 

at DP. It can take place only at negative VGS. The 

DP current is now resulting from the equilibrium 

between the thermionic current and the band-to-

band tunneling current (BTBT). It is illustrated by 

the LDOS (for ky = 0) and transmission at DP for 

VDS = 0.2 V in Fig. 4. While at DP the chiral 

tunneling reduces when increasing VDS in pristine 

GFET [9], the BTBT increases in GNM-FET. This 

explains why the DP moves differently as a 

function of VDS. It is also remarkable that the 

GNM-FET provides a good saturation of current 

as a function of VDS in the n-branch when the 

current is governed by the thermionic contribution. 

Indeed, thanks to the bandgap in the channel, the 

onset of BTBT is delayed to VDS values higher 

than 0.5 V, which preserves a significant VDS range 

of saturation. 

We found the same behaviors for GNM-FETs 

with other neck widths and higher and lower 

energy gaps. 

CONCLUSION 

This work shows that well-designed GNM-

FETs might offer both a high On/Off ratio and 

good saturation, making it a promising way to 

improve the operation of graphene based 

transistors. 
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Fig. 1. (a) Typical view of a GNM lattice characterized by the neck widths Wx and Wy. (b) Schematic 3D view of the GNM-FET. 

The gate length is LG = 30 nm, the BN gate insulator thickness is 2 nm. The GNM neck widths are Wx  1.1 nm, Wy  0.9 nm. 
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Fig. 2. Transfer characteristics of the GNM-FET. Fig. 3. Transfer characteristics of the Pristine GFET. 
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Fig. 4. (a) Local density of states for ky = 0 in the GNM-FET for VDS =  0.2 V, VGS = 0.1 V (Dirac point). The potential profile at 

the center of the device is superimposed (line). (b) Corresponding transmission function, with contributions of thermionic current 

(TC) and band-to-band tunneling (BTBT). 
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Charged impurities can be introduced into graphene
samples by typical fabrication and processing techniques,
and can persist even after annealing [1]. Recent imaging
experiments using scanning tunneling microscopy show
electron-hole puddles in graphene with an average size of
20 nm [2], and point towards a clustered impurity distri-
bution in graphene samples. It is evident that clustered or
spatially correlated impurities play an important role in
determining the conductivity of graphene [3], [4]. A reli-
able and quantitative determination of the effects of such
impurities on carrier transport in graphene supported
on SiO2 is important for the design of graphene-based
applications. We have combined particle-based transport
simulations using the ensemble Monte Carlo (EMC)
method, with numerical long-range and short-range field
solvers using the finite-difference time-domain (FDTD)
technique and molecular dynamics (MD), respectively,
to simulate the formation of electron-hole puddles, and
study the effect of charged impurity distributions on
the conductivity of graphene supported on SiO2. The
coupled EMC-FDTD-MD algorithm has been used to
calculate the high-frequency conductivity of bulk silicon
[5], [6] with very good agreement to experimental data.

The simulated structure, shown in Figure 1, consists
of a monolayer of graphene on top of an SiO2 substrate.
Clusters of impurity ions are present at and near the inter-
face between graphene and the substrate. We simulate an
infinite graphene monolayer by using periodic boundary
conditions on the fields and the carrier momentum. Doing
so eliminates any edge-effects, thus focusing on the
effects of impurities on carrier transport. The charged
impurity clusters are stochastically initialized using a
correlation length parameter to define the average size
and distribution of the clusters.

By simulating carrier dynamics without any external
fields, we calculate the steady-state electron and hole
density distributions for a uniform random, as well as
a clustered impurity distribution (Figs. 2a and b, respec-
tively). The average size of the electron-hole puddles, cal-
culated using the full width at half maximum (FWHM)
of the normalized spatial auto-correlation functions of
the density distributions, shown in Figs. 2c and d, are
about 4 nm and 20 nm for the uniform random and
clustered impurity distributions, respectively. Figure 2e

shows a plot of the average electron-hole puddle size as
a function of the average impurity cluster size. Thus, we
show that impurity clusters between the sizes of 30 and
40 nm are responsible for producing electron-hole pud-
dles quantitatively similar to those seen in experiments
[2].

We calculate the conductivity in graphene as a func-
tion of the carrier density, under dc excitation for
impurity-free, as well as for uniform random and clus-
tered impurity distributions, with an impurity density of
1011–1012 cm−2, and average cluster size of 36 nm
(Figs. 3a–d). It is seen that, for impurity densities greater
than 1011 cm−2, the distribution of impurities (random
or clustered) significantly affects both the sublinearity
and the slope of the linear region in the carrier-density
dependence of conductivity. By turning off/on specific
terms in the MD to elucidate the effect of short-range
carrier-carrier and carrier-ion interactions, we find that
the sublinearity in conductivity as a function of carrier
density is due to direct and exchange carrier-carrier
interactions limiting transport. Moreover, the slope of
the linear region is strongly dependent on the short-
range carrier-ion Coulomb interaction, and therefore on
the density and distribution of the impurities.

In conclusion, we show that clustered impurities, as
well as the resulting short-range carrier-ion, and carrier-
carrier interactions play an important role in deter-
mining the room-temperature conductivity of supported
graphene.
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Graphene is a most attractive candidate for 

high sensitivity gas sensor because graphene has 

highest surface-to-volume ratio. In this research, 

First-principle calculations are performed to study 

the adsorption of CO2 and NH3 gas molecules on 

armchair graphene nanoribbons (AGNR). The 

electronic and transmission properties are 

calculated based on Density functional Theory 

(DFT) and Non equilibrium green function 

formalization based on DFT implemented in the 

OpenMX package [1]. A system consisting of a 

central region connected to the left and right leads 

of infinite size, as shown in Fig. 1, is considered in 

this work.  The structure given in Fig. 2 was used 

for initial configuration of the CO2 adsorbed on 

AGNR.  

To find the optimum distance between the 

molecule and the AGNR channel, adsorption 

energy calculations were performed. The 

adsorption energy is defined as EAds=EAGNR-Gas- 

(EAGNR + EGas), where EAGNR-Gas is the total energy 

of the AGNR with the gas molecule adsorption. 

EAGNR, EGas are the energies of the isolated AGNR 

and the isolated corresponding gas molecule, 

respectively. The calculated adsorption energies of 

the CO2 and NH3 molecules are -0.1861 eV and -

0.1528 eV, respectively. These results indicate that 

both CO2 and NH3 gas molecules are 

physisorptions nature on AGNR with the low 

adsorption energies.  

In order to understand the charge transfer 

mechanism between the molecules and AGNR, the 

Mulliken population analyses were performed. The 

Table given in Fig. 3 shows the Mulliken 

population of each atom of the CO2 and NH3 

molecules. It gives the values of the atomic charge 

transfer of each atom and the net charge transfer 

between the molecule and AGNR. For the CO2 

adsorption, we can see that there is small amount 

of 0.008679 e charge transfer from the AGNRs to 

the CO2 molecule. This indicates that CO2 

adsorption acts as acceptor. In contrast, there is 

0.088381e charge transfer from the NH3 molecule 

to the AGNR, which indicates that NH3 act as 

donor. 

Fig. 4 and Fig 5 show the density of states 

(DOS) and the transmission spectra of the pristine 

AGNR, AGNR with CO2 adsorption and AGNR 

with NH3 adsorption. In the case of the CO2 

adsorbed on AGNR, the DOS is modified weakly 

because the interaction between CO2 molecule and 

ANGR is weak as indicated by the mulliken 

population analysis. The corresponding 

transmission spectrum shows the reduction of the 

transmission. However, the DOS and the transport 

spectrum are changed considerable in the case of 

NH3 adsorption. The emergence of the mid-gap 

state and the reduction in the transmission can be 

noticed for the NH3 adsorption, which is consistent 

with the strong interaction between the NH3 

molecule and the AGNR indicated by the mulliken 

population analysis. Fig. 6 shows the IV 

characteristics of the AGNR device with a CO2 

and NH3 molecules. Even though a small charge 

transfer occurs in the CO2 adsorption the reduction 

in the current is remarkable, which is attributed to 

the remote Coulomb scattering [2]. 

The analysis of the charge transfers 

demonstrate that NH3 and CO2 absorbed on AGNR 

exhibit n-type and p-type doping, respectively. The 

remarkable reduction of the current with the CO2 

adsorption indicates the dominant nature of the 

remote Coulomb scattering. 
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Fig. 1.  The Configuration of the AGNR device treated by the 

transport calculation.  

 

Fig. 2.  Side view, and top view of the initial configuration of 

CO2 molecule on the AGNR channel.   

 

Fig. 3.  Mulliken population analysis result of the CO2 and 

NH3 molecules on the AGNR channel.  

 

 

 

Fig. 4.  Density of states of the Pristine AGNR, the AGNR 

with a single CO2 molecule adsorption,  and the AGNR with a 

single NH3 molecule adsorption.  

Fig. 5 The transmission spectrum of the Pristine AGNR, the 

AGNR with a single CO2 molecule adsorption,  and the 

AGNR with a single NH3 molecule adsorption. 

Fig. 6 I-V characteristics of a single molecule of CO2, NH3 

adsorbed on AGNR and the pristine GNR. 
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Chemical functionalization of graphene has 
retained much attention of late, because of its 
promise to open a gap as needed for transistor 
operation [1,2]. Determining the impact of specific 
surface adsorbed molecules is also very relevant 
for bio or chemical sensing applications for which 
graphene excellent properties have been 
demonstrated [3]. Among the studied groups, 
epoxide adsorbates, easily produced by ozone 
decomposition on graphene surface, have shown 
interesting properties [1,2] and will be considered 
here as a case of study. At the device level, 
simulating the possibilities offered by 
functionalization require to innovatively combine 
traditional ab initio material property methods with 
tools used for charge transport such as NEGF (Non 
Equilibrium Green’s Functions). Here, we 
investigate the possibility to use such a multi-scale 
approach by simulating a full graphene nanoribbon 
(GNR)-FET using a Self-Consistent NEGF code 
and a Tight-Binding (TB) Hamiltonian model with 
local perturbation parameters related to the local 
epoxide surface functionalization fitted to match 
DFT ab initio results. 

N=12 armchair (12-a)-GNRs with 2x1013cm-2 
N-doped source and drain contacts with and 
without chemical functionalization were simulated 
using our 3D self-consistent NEGF solver. A real 
space (RS) TB Hamiltonian based on a set of 
orthogonal pz orbitals, one for each atom, a first 
nearest neighbor (1N) interactions and including 
edge perturbation was used [4]. Locally, the ozone 
decomposition resulting in epoxide surface 
functionalization consists in an oxygen atom 
covalently bound to two carbons atoms. Here we 
have used a renormalized version of the accurate 
TB Hamiltonian model fitted to DFT results 
presented in [2] that yields band structure in good 
agreement with DFT results obtained using the 

SIESTA package [5] in the energy range relevant 
for transport (Fig. 1).  

Fig. 2 shows the resulting ID(VG) characteristics 
with 0 and 1 functionalized oxygen atom at 
various positions in the central slab of the channel. 
The device properties are changed and depend on 
bound position. To explain this behavior, the 
conduction (EC) and valence (EV) energy subbands 
profile versus channel direction x were extracted 
by solving a transversal Schrödinger equation for 
each slab Hamiltonian [6].  1st EC and EV are 
shown together with a plot of the current spectrum 
in Fig. 3. As can be seen, a local barrier in the 
central slab, stronger for EV than for EC, is created 
when the functionalization happens at the upper 
edge of the slab (y=y6). In this case the highest 
barrier, hence the lowest current, is observed for 
the oxygen atom bound to the x=2 and x=3 atoms 
of the slab (x- position), while the barrier is lower 
when bounded to the x=3 and x=4 atoms (x\) (see 
Fig. 1 for slab positioning notations). When 
functionalization happens closer to the center 
(y=y4), the barrier height decreases, hence an 
increasing current. In the case of the x- position a 
localized potential well is observed instead of a 
barrier. This moves the transition from p-type to n-
type conduction to lower VG and increases the 
minimum off-current.  

As a conclusion, the multi-scale approach on 
surface functionalization we propose here seems 
promising for simulating the impact of innovative 
nanoscale material layers or defects on device 
performances. The simple device analysis obtained 
here on band edges and current performances 
corroborates and translates to the device level 
material results such as n and p-type conductance 
asymmetry and position related variability 
observed by DFT simulation at low epoxide defect 
concentration [1,2]. 
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Fig. 1.  12-a-GNRs band structure extracted from DFT and a 

renormalized simpler version of the accurately fitted TB 

Hamiltonian model proposed in [2] for an epoxy oxygen atom 

in 2D graphene. This simpler version consists in 

renormalizing the on-site energy terms of both covalently 

bound carbon atoms by a shift of +15.597eV. The unit cell 

used for the band structure calculation (see atomic structure of 

the slab in the right panel, with C-atoms in black and O-atom 

in red) is repeated periodically along the transport (x) 

direction. Two different positions for the O-atom (top: x-, y4, 

bottom: x-, y6) are shown. Band structures obtained by the 

simplified TB model show a reasonably good agreement with 

DFT results in the energy range relevant for transport.  

 
Fig. 2.  Simulated ID(VG) curves of a 12-a-GNRs with and 

without chemical functionalization. Source (S) and drain (D): 

2x1013cm-2 N-doped, 60 C-atoms long each. Channel: 

intrinsic doping, 120 C-atoms long. A bottom gate with an 

equivalent oxide thickness of 0.5nm was assumed. On top and 

side of the GNR a 25nm air layer is simulated. D voltage 

VD=0.3V. 

 
Fig. 3. First conduction and valence subband minimums EC(x) 

and EV(x) respectively (black line) and current spectrum 

J(x,E) in A/J (surface plot) along the channel for the 4 

different epoxide functionalization cases of Fig. 2 . VG=-

0.125V. The positions of S and D Fermi levels are also 

indicated by a red dashed line at S and D side. 
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INTRODUCTION 

State of the art semiconductor devices face 

coherent quantum effects such as confinement and 

tunneling, as well as incoherent scattering with 

device imperfections and phonons. Over the last 

decade, the non-equilibrium Green’s function 

method (NEGF) became the standard approach to 

model open nanoscale devices [1]. In this method, 

leads are either considered to be homogeneous or 

periodic [2,3]. In reality, however, leads have 

irregularities in their geometry, doping and alloy 

structure. Therefore, a method for solving regular 

as well as irregular leads is introduced in this work. 

METHOD 

The electronic transport has been solved with 

the atomistic tight binding NEGF implementation 

of the multipurpose nanodevice simulation tool 

NEMO5 [4]. All devices in this abstract are 

nanowires represented in the atomistic tight 

binding basis. Nevertheless, this method is 

applicable on any band structure model, geometry 

and periodicity (verified within NEMO5). Random 

alloys results have been averaged over 50 samples 

of discrete random distributions of the alloy atoms. 

The surface Green’s functions of the leads are 

solved in a recursive Green’s function (RGF) 

method [5,6]. Hereby, the lead portion that is 

considered explicitly in the RGF routine is 

determined by convergence of the lead surface 

Green’s functions. This standard iterative approach 

is combined with an imaginary damping potential 

in leads that grows exponentially with increasing 

distance from the lead/device interface [6]. This 

damping potential allows limiting the numerical 

lead size to a few nanometers and is therefore 

essential for an efficient lead method. 

All devices in this abstract are nanowires given 

in tight binding representation. Observables in the 

device such as the transmission and the density are 

obtained with the standard NEGF formula.  

RESULTS AND DISCUSSION 

To first verify the new lead algorithm, NEGF 

calculations with the iterative lead method are 

compared with NEGF calculations with leads 

solved in the well established transfer matrix 

method. Atomistic tight-binding NEGF 

simulations of a homogeneous Si 0.6nm × 0.6nm 

nanowire of 4.3 nm length with homogeneous Si 

leads have been performed using NEMO5. Figure 

1 shows that the transmission coefficients resulting 

in both lead methods agree to a very high precision. 

Small deviations of the new iterative method are 

due to imperfect converged lead results typically 

close to band edges. 

The new method can handle leads with 

arbitrary geometries. Figure 2 illustrates a 

benchmark device of a 12 nm long, 2 by 0.5 nm 

wide nanowire. The leads become wider with 

increasing distance to the device. The transmission 

of this device is calculated twice: first, only the 

homogeneous wire section is explicitly considered, 

while the rest is treated as leads (Fig.2 a). Second, 

a portion of the leads are explicitly included in the 

device. Since no bias is applied to the structure, 

the transmission coefficients of both situations 

have to agree – as confirmed by the results in Fig.3.  

The new lead method can handle leads with 

random distribution of alloy atoms. Figure 4 shows 

the transmission in a GaAs nanowire with a 1.1 nm 

× 1.1 nm cross section and a length of 5 nm for 3 

material configurations: pure GaAs in leads and 

wire, In0.1Ga0.9As random alloy only in the wire, 

and In0.1Ga0.9As alloy in the wire and the leads. 

NEGF results with randomness are averaged over 

50 samples. The reduction of the transmission 

shows the large impact of alloy scattering in 

device and leads.  
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CONCLUSION 

A new algorithm is introduced for contact self-

energies of general leads in the NEGF formalism. 

In contrast to existing methods, this method allows 

to model leads that include randomness 

fluctuations, such as random alloys and (not shown) 

random impurities. 
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Fig. 1. Transmission coefficient of a homogeneous Si 

nanowire calculated in the transfer matrix (line) and the new 

iterative method (symbols).  

 

Fig. 2.  12nm Si nanowire with a 2nm × 0.5nm cross section 

and conical leads when (a) only the wire is the active device 

(dark region) and (b) 2.7 nm of the leads are explicitly 

included. 

 

Fig. 3.  Comparison of the transmission coefficient of the 

devices in Fig. 2 (a) (line) and Fig. 2(b) (symbols).. 

 

Fig. 4.  Comparison of transmission in the pure and alloyed 

nanowire described in the main text. 
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INTRODUCTION

Quantum transmitting boundary conditions are
often imposed to determine the states in an elec-
tronic device with contacts. Transmitting bound-
ary conditions also form the basis for most non-
equilibrium Green’s function (NEGF) simulations
of semiconductor devices. The states in the device
are calculated by considering a wavefunction with
an incoming component from one mode and one
contact with outgoing/decaying components in other
contacts. In the wavefunction formalism the charge
density is calculated by

n(r) =

ˆ
dEf

L
(E)

∑
i

|ψi,L(r;E)|2

+ f
R
(E)

∑
i

|ψi,R(r;E)|2 (1)

or in the non-equilibrium Green’s function formal-
ism

n =

ˆ
dEf

L
(E)diag

(
GR(E)Γ

L
(E)GA(E)

)
+ f

R
(E)diag

(
GR(E)Γ

R
(E)GA(E)

)
. (2)

BOUND STATES

Despite their widespread use, Eqns. (1) and (2)
do not correctly describe the charge in a device
if bound states are present. Moreover, even when
bound states are not expected to occur in the final
solutions, bound states may emerge during an iter-
ative self-consistent process and must be properly
identified and accounted for[1].

In the case of a one-dimensional potential profile,
at least one bound state will be present if the poten-
tial in the device region is lower than the potential
in either contact. In a two- or three-dimensional
potential profile, there is no straightforward criterion
for determining whether or not bound states are
present.

METHOD TO DETERMINE BOUND STATES

In general the solution of the states associated
with either contact are the solution of a linear

system of the form

(E1 −H − Σ(E))Ψ
L,R = I

L,R (3)

where Σ(E) incorporates the outgoing waves in all
contacts and the right hand side I

L,R accounts for
the incoming waves from left or right.

If there are bound states in the system, they will
be a solution of the homogeneous system

(E1 −H − Σ(E))Ψ
D
= 0. (4)

which presents a non-linear eigenvalue problem. To
solve this problem, we propose a Newton’s method.

DISCUSSION

Fig. 1 shows the one-dimensional Pöschl-Teller
potential which presents a textbook example of a
bound state in a system with a continuous spectrum.
We determine the bound states using our method.
Fig. 2 and Fig. 3 show a two-dimensional canyon
potential and the wavefunction of the first bound
state respectively. We use an 8-band k · p Hamil-
tonian determining the CdTe/HgTe bandstructure
[2] (Fig. 5) to calculate the bound states in a
CdTe/HgTe/CdTe sandwich (Fig. 4). The first con-
duction and valence band wavefunctions are shown
in Fig. 6 for two different HgTe layer thicknesses.
The bound state energies are plotted as a function
of HgTe layer thickness in Fig. 7 which reveals the
topological insulator transition at w ≈ 6.7 nm[3].

CONCLUSION

We have discussed the presence of bound states
in a system with contacts. We have given a method
to calculate the bound states and illustrated our
method for the case of a one-dimensional potential,
a two-dimensional potential and a one-dimensional
heterostructure using the k · p method.

REFERENCES

[1] W. R. Frensley. Rev. Mod. Phys., 62:745–791, Jul 1990.
[2] E. G. Novik, A. Pfeuffer-Jeschke, T. Jungwirth, V. La-

tussek, C. R. Becker, G. Landwehr, H. Buhmann, and L. W.
Molenkamp Phys. Rev. B, 72:035321, Jul 2005.

[3] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang. Science,
314(5806):1757–1761, 2006.



45

C2

−0.5−0.4−0.3−0.2−0.1 0 0.1 0.2 0.3 0.4 0.5
−4

−3.5

−3

−2.5

−2

−1.5

−1

−0.5

0

x (nm)

U
(e
V
)

 

 

α=(.2nm)−1, λ=1.5
α=(.2nm)−1, λ=2.1
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INTRODUCTION

Decades ago Andersson et al. [1] studied in detail the oc-
currence of gate current fluctuations in MOS tunnel diodes.
As random telegraph noise (RTN) in the drain current has
emerged as a serious reliability issue for MOS devices, recent
investigations [2, 3] revealed that the fluctuations in the drain and
the gate current can be correlated (see Fig. 1). The drain noise
has also been investigated in the context of the bias temperature
instability (BTI) and is traced back to the capture and emission
of substrate charge carriers in the gate oxide. It may be argued
that the captured charge locally repels the inversion layer thereby
decreasing the direct tunneling current. However, the gate current
fluctuations due to this effect can be ruled out due to their small
magnitude [4].

Andersson et al. suggested a microscopic picture, in which the
capture and emission processes are simply described by a SRH
theory. As shown in [5], such a model cannot account for the
features usually observed in BTI and noise measurements [5].
However, a multistate model based on nonradiative multiphonon
(NMP) processes [6, 7] was proposed that is consistent with all
these observations: (i ) It yields uncorrelated capture (τca p ) and
emission (τem ) times. (ii ) It predicts a strong field dependence
of τca p , ascribed to different curvatures in adiabatic potentials.
(iii ) It can explain the frequency dependence of τca p by the
introduction of an additional metastable state [8]. As an additional
benchmark of this model we apply the multistate model to explain
correlated drain and gate current fluctuations.

MODELING

The trapping dynamics in the multistate model [5] are il-
lustrated by the state diagram in Fig. 2. In this model the
defect features two charge states (positive and neutral) with
each having a secondary metastable state besides its equilibrium
configuration. The actual hole capture or emission proceed via an
NMP transition, whose corresponding rate k can be formulated
as an energy integral of the form

k = k0 D p (E ) f p / n (E )λp (E ) f (ci , cf , ∆ qs , ∆ E )dE. (1)

D p (E ) and λp (E ) denote the valence band density of states
in the inversion layer and the hole WKB factor, respectively.
f p / n (E ) is the occupancy with the corresponding charge carrier
type and f (ci , cf , ∆ qs , ∆ E ) the semiclassical lineshape function
(see Fig. 3). The latter gives the probability for an NMP transition
and is associated with the intersection of two adiabatic potential
energy surfaces along a reaction path. These potentials are usually
described by harmonic oscillators, whose parabolic potentials are
defined by their curvatures ci and cf , their spatial distance ∆ qs ,
and their energy separation ∆ E in a configuration coordinate
diagram (∆ E = E − E t for hole capture and ∆ E = E t − E for hole
emission with E t being the trap level). In this study we employ an
analytical form [9] for the high-temperature limit of the lineshape
function. It accounts for the quadratic electron-phonon coupling
using different curvatures of the two parabolic potentials (ci = cj )
and is proven to give an excellent approximation at usual device
operation temperatures. Also, all combinations of NMP transition
rates for electrons and holes from the substrate and the poly gate

have been incorporated into our simulations. Besides those NMP
transitions, the state diagram in Fig. 2 also involves pure thermal
transitions, which are associated with a structural rearrangement
and modeled using Arrhenius-type expressions [5].

The full hole capture process encompasses the transition
pathway from the neutral state 1 to the positive state 2 over
the metastable state 2 while the respective emission process
simply proceeds in the reverse direction. Their respective rates are
calculated using first passage times. The trap-assisted tunneling
(TAT) current responsible for the gate leakage fluctuations is
assumed to be caused by the transitions 1s ↔ 1p over the state
2 as outlined in Fig. 2.

RESULTS

The multistate model was tested for its ability to also correctly
predict the gate leakage fluctuations. For this purpose, we evalu-
ated the model against the experimental data for the nanoscaled
pFET device investigated in [2]. Fig. 4 demonstrates that the
field and temperature dependence observed for the magnitude of
the gate fluctuations is well reproduced by the multistate model.
Interestingly, the data exhibit no temperature activation, usually
reminiscent of some kind of elastic tunneling. The defect in our
fits is located close to the substrate interface (x t = 4 ˚ ) so that
the hole capture and emission with the substrate occurs on much
shorter timescales than the hole emission into the poly gate.
As a consequence, the gate leakage is controlled by the NMP
transitions rate 2→ 1p , whose configuration coordinate diagram
is depicted in Fig. 5. Considering all bandstates, the integral (1)
has its dominant contributions from the bandstates that intersect
the parabola U2 around its minimum. These transitions feature
negligible NMP barriers so that the overall transition k yield no
temperature activation. The multistate model also yields a good
agreement for the capture and emission times extracted from the
noise measurement (see Fig. 6). Both simulations were carried out
for the same set of parameters in order to ensure that the model
captures both the gate leakage and the trapping phenomenon at
the same time.

CONCLUSION

This study successfully demonstrates that the multistate model
not only describes the charge capture and emission as in BTI and
RTN but also gives an explanation for the gate fluctuations caused
by TAT. As such, the multistate model provides a comprehensive
description of oxide defects causing BTI and gate leakage,
thereby further corroborating the validity of this model.
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ABSTRACT 

Scaling FETs according to the 2011 ITRS-Roadmap 

and employing the empirical-pseudopotential band 

structure of Si and InAs thin-bodies, we show that 

quantum confinement causes an unacceptably large 

on-state gate-current leakage at gate lengths of ~5 

nm. This suggests that intrinsically 2D (e.g., of the 

graphene/graphane structure or dichalcogenides) or 

1D (e.g., CNTs) channels are required at 5 nm. We 

also report a DFT study of the metal/III-V contact 

resistance and present results for InAs/Mo showing 

that the target of 10
-9

 Ω cm
2
 may be hard to achieve. 

GATE LEAKAGE 

The use of thinner bodies in FD-SOIs, multi-gate 

(MG) and nanowire (NW) FETs dictated by scaling 

causes an  upward energy shift of the bottom of the 

conduction band and so an increase of the gate 

current (Fig. 1). Using ITRS scaling rules [1], scaling 

the body and insulator thickness, tbody and tins, linearly 

with gate length, LG, adopting the EOT (0.8nm) and 

tbody (11.3nm) of the 2011 ITRS Roadmap[1] for MG-

FETs at the 21 nm node, we show in Fig. 2 how the 

gate current, IG, increases with decreasing gate-

length. For MG-FETs IG has been estimated in the 

on-state as: 



IG  e dx ns(x)
h

metbody
2
TWKB B E0,Fins(x) 

0

LG

  

where TWKB[ΦB-E0,Fins(x)] is the WKB tunneling 

probability across the gate insulator for a barrier ΦB 

reduced by the energy E0 of the ground-state subband 

determined by quantum confinement (Fig. 3), Fins(x) 

is the electric field across the insulator at the position 

x along the channel assuming a linear source-to-drain 

voltage drop, and ns(x) = εinsFins(x)/e is the electron 

sheet density at x. The term πћ/(metbody
2
) is the 

`attempt to escape' frequency of an electron of 

effective mass me in the ground-state subband. As 

seen in Fig. 2, IG can become comparable to the on-

current at short LG. An ideal Si/HfO2 combination 

appears satisfactory at ~5 nm, but the lower εins of 

Al2O3 (resulting in physically thinner insulating 

layers) results in an excessively high IG. Similarly, 

despite a larger semiconductor/insulator barrier, the 

lower InAs mass results in large quantum-

confinement effects. The advantage of `intrinsically' 

low-dimensionality channels (of the 2D graphene 

/graphane structure or chalcogenides, or of the 1D 

CNT structure) is evident in Fig. 2 (bottom). In this 

case electrons are confined by the ionic potentials 

and the damaging effect of scaling the body thickness 

is avoided, in addition to allowing for thicker 

insulating layers. We conclude that this confinement-

induced gate leakage constitutes a serious scaling 

limit at the 5 nm gate-length. 

CONTACT RESISTIVITY 

Using the DFT band-structure of Mo and InAs shown 

in Fig. 4, we have evaluated the InAs/Mo contact 

resistance [2], assuming the interface located at z=0 

and conservation of parallel momentum, from: 
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where n and m denote the Mo and InAs bands, the 

integration domain Ωc extends over ‘energy-

conserving’ wave vectors k=(K,kz) (i.e., EM(K,kz) = 

Es(K,kz’)+Φ, where Φ is the band-discontinuity and  

kz’ is the normal component of the InAs wave-

vector), and EM, ES , fM and fS  are the dispersion and 

Fermi functions of Mo and InAs. Ignoring here the 

(all important!) overlap factor between Mo d-waves 

and InAs sp-waves, the ‘transmitted flux’ T(k,n,m) 

υM,n,z(k) is taken as min[υM,n,z(K,kz), υS,m,z(K,kz’)], the 

smallest of the Mo and InAs ‘normal’ velocity.  The 

InAs resistance and the InAs/Mo contact resistance 

are shown in Fig. 4: The ITRS required 10
-9

 Ω cm
2
 is 

at the limit of what can be practically achieved. 
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Fig. 1.  Schematic diagram illustrating the reduction of the 

channel/insulator barrier caused by quantum confinement. 

 

 
 

Fig. 2.  Top: Gate current in scaled MGFETs employing a ‘toy’ 

semiconductor (m*= 0.25 m0 ,  nonparabolicity parameter -2.0/eV 

ΦB=2.75 eV) and different device designs. ‘2D systems’ refers to 

graphene (tbody≈0.3nm). Note their excellent behavior. Bottom:  

The same but for DG/MG-FETs only and for ‘realistic’ Si or 

InAs bodies and HfO2 or Al2O3 insulators. The 2011 ITRS 

Roadmap scaling rules have been used in both plots.  

 

 
 

Fig. 3. Change of the gap at various 2D symmetry points for Si 

(H-terminated, left) and InAs (terminated by an ad-hoc insulator, 

right) thin layers vs. layer-thickness calculated using empirical 

pseudopotentials. Empirical fits to these results (lines) are 

employed in Fig. 2 (bottom). 

      

      
 

Fig. 4.  DFT (Quantum Espresso) calculation of the band 

structure of Mo (left) and InAs (right). The thick (red) lines in the 

top frame show effective-mass fits to the Mo bands used to 

obtain the results of Fig. 5 for the (100) interface. 

 

 
 

Fig. 5.  Contact resistivity at the InAs/Mo interface as a function 

of InAs carrier density (doping). The lines show the results 

obtained using effective-mass models for Mo and InAs (parabolic 

and non-parabolic), while the symbols show results obtained 

using the full band structure of InAs. Since perfect wavefunction 

matching between the d-like Mo wavefunctions and the sp-like 

InAs wavefunctions has been assumed, these results should be 

taken as lower bounds for the contact resistivity. 
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Quantum transport has become an essential tool 
for the TCAD community, as electron confinement 
and tunneling are important for designing and 
predicting nanometre devices. The inclusion of 
phonon scattering for relative large nanotransistor 
structures is still very time consuming. 
Futhermore, the efficient incorporation of many 
body effects such as exchange and correlation into 
the TCAD simulation remains in progress [1,2].  
One of the effects, which becomes important in 
small structures, is the so-called dielectric 
confinement [3]. In the case of open systems this 
effect is not included in the self-consistent 
Hartree-Fock potential and needs to be added to 
the self-energy of the electron in the one particle 
Schrödinger equation. Ref. 1 calculated the effect 
of this self-energy for different nanowire transistor 
cross sections. However, the numerical calculation 
of the self-energy is very time consuming, as it is 
required for every point in the nanowire.  

In this work, we have derived analytical 
formulae for the calculation of the space-
dependent electrostatic self-energy for cylindrical 
nanowire transistors using an exact Fourier-Bessel 
analysis that is adapted to square nanowires.  The 
effect of the self-energy in the ID-VG characteristic 
of Si gate-all-around nanowire transistors is 
studied for different oxide thickness. Two cross-
sections (2.2x2.2 nm2, 3.6x3.6 nm2) have been 
considered and two different oxide thickness (0.8, 
1.2 nm).  Ballistic and dissipative (including 
phonon scatterings) [4] Non-Equilibrium Green 
Function simulations for a nanowire transistor with 
14/10/14 nm for source/gate/drain are carried out.  
Fig. 1 shows the self-energy for the 2.2x2.2 nm2 
cross-section and 1.2 nm oxide thickness 

calculated in one of the planes at the middle of the 
cross section and perpendicular to one of the 
confinement direction. There is a substantial 
downshift (~ 0.1 eV) of the self-energy in the gate 
relative to the source self energy. This downshift is 
exhibited in Fig. 2, where the conduction band 
profile is consequently shifted up to 0.1 eV 
downwards by the correction. Similarly, in Fig. 2, 
there is an energy shift downward in source and 
drain relative to the case without self-energy.  This 
is due to the dielectric confinement and the 
Neumann boundary condition in source and drain.  
The corresponding ballistic and dissipative ID-VG 
characteristics are plotted in fig 3. Fig. 4 shows the 
ID-VG characteristics for the 2.2x2.2 nm2 cross-
section and 0.8 nm oxide thickness. Fig. 5 shows 
the (IDS-ID)/IDS ratio for ballistic and dissipative 
simulations. IDS (ID) denotes the drain current with 
(without) self-energy included. Fig. 6 shows the 
corresponding ballistic ID-VG for the 3.6x3.6 nm2 
nanowire transistors. In general, the inclusion of 
the self-energy increases the off current several 
orders of magnitude for both cross sections and the 
on current eight times for the small cross section 
and two times for the large cross section. The 
effect diminishes rapidly with thicker oxides and 
wider cross sections. The increase of current due 
to the electrostatic self-energy correction is smaller 
when phonon scattering is considered. 
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Fig. 1.  Self-energy for the 2.2x2.2 nm2 with 0.8 oxide 

thickness 
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Fig. 2.  Conduction band and electrostatic potential energy at 

Vg=0.6 V for the case of Fig. 1 showing self-energy effects. 
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Fig. 3.  ID-VG for the 2.2x2.2 nm2  cross section and 1.2 nm 

oxide thickness device. Dissipative simulations are shown 

with symbols. 
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Fig. 4.  ID-VG for the 2.2x2.2 nm2 cross-section and 1.2 nm 

oxide thickness device. Dissipative simulations are shown 

with symbols.  
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Fig. 5.  Drain current increase due to the renormalization of 

the electron energy. The ballistic and dissipative simulations 

are shown for the 1.2 and 0.8 oxide thickness cases 
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Fig. 6. ID-VG for the 3.6x3.6 nm2 cross-section device.  
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Introduction: Oxide aging and in particular Negative Bias 
Temperature Instabilities (NBTI) is one of the major threats 
for device reliability [1]. All traps related effects are now 
considered as a time-dependent variability, drastically 
impacting design margins [2, 3]. A robust design aiming 
oxide reliability impacts reduction relies on a better 
understanding of the traps properties and, in turn, of their 
dynamics and their impact on devices, including their 
interaction with the statistical variability (SV) induced by the 
atomistic nature of dopants [4]. In this work we present for 
the first time a unified simulation framework from first 
principles simulation to TCAD statistical simulations of the 
time-dependent impact of NBTI on device performances. 
Defect properties obtained by full oxide processing first 
principles simulations are used as an input in a drift diffusion 
simulator, including a physics-based trapping/detrapping 
model in presence of SV. Existing compact model extraction 
tools [5] can easily extend these results to the ultimate 
multiscale simulation tool, from first principles to circuit 
simulations. 
Simulation methodology: Realistic Si/SiO2 interface models, 
each of which containing 408 atoms, with 3 nm thick SiO2 
and 3 nm thick Si substrate, were generated by performing 
molecular dynamics simulations with a proper annealing 
procedure [6] using the ReaxFF force field [7]. Atomic 
positions were further refined at density functional theory 
level using the HSE functional [8]. A prototype defect, i.e. 
three-coordinated silicon atom in the oxide region dubbed as 
neutral E' centre, as shown in Figure 1, was identified in the 
resulting structures as a possible candidate for being 
responsible of interface traps related effects such as BTI 
degradation. A uniform distribution, given in Figure 2, of the 
trap levels associated with this defect in its 0/+ states were 
determined by shifting its positions, thus demonstrating the 
impact of the chemical environment on the defect properties. 
The 0 to + state transition occurs by capturing a hole and 
switches back when capturing an electron, the latter event 
being modelled by a simpler model of hole emission, as 
illustrated in Figure 2. Note that the ++ state features an 
important reaction energy barrier, leading to much longer 
term oxide degradation and is not considered in this work. 

The defects are implemented in an oxide reliability module on 
top of GSS quantum corrected, drift diffusion simulator 
GARAND [9], designed for statistical simulations of SV 
impact on devices performances. A random position (xT,yT) is 
assigned to each trap, the trap depth into the oxide being fixed 
at 0.3nm to emulate interface defects. A random energy ET, 
uniformly distributed in the obtained trap level range is 
assigned to each trap. The traps are initially in neutral state 0, 
after solving the device electrostatic and the current 
continuity equation, the average hole capture times <τc> are 
computed for each traps, considering the tunnelling current 
reaching the trap over the trap cross-section area σT=10-14 cm2 
[10]. Averages hole emission times <τe> are evaluated to 
respect the SRH balance [11]. Those average values feed a 
Kinetic Monte-Carlo engine, which randomly chooses the 
next trap to be charged/discharged and randomly extracts the 
simulation time step, following an exponential distribution of 
average value <τc> and <τe> and then reproducing the 
stochastic character of trapping phenomena. The 
corresponding charge is assigned in the oxide area using a 
cloud-in-cell technic and the loop is repeated until the 
stopping condition has been reached, as shown in the 
flowchart in Figure 3.  
NBTI analysis: 3D simulations of a well-scaled 25nm PMOS 
device were performed at operating voltages; Figure 4 already 
shows that these realistic traps will charge at high gate bias 
and discharge at low gate bias. Figures 5 and 6 give time 
constants distributions of simulated traps; without/with SV 
induced by Random Dopants Fluctuations (RDF) and Metal 
Gate Granularity (MGG); an additional source of variability is 
induced by trap levels distributions. Figure 7 presents BTI 
charge traces with/without variability and Figure 8 gives 
threshold voltage shifts ΔVT for a single occupied trap and 
after 0.1 s. of simulated stress for devices with an average trap 
density of 1012 cm-2. The average dynamic impact on VT is 
higher for devices with SV but traps are slower on average; 
dispersions are much higher when variability is considered.    
Conclusions: We have presented a multiscale oxide reliability 
simulation methodology, starting from molecular simulation 
up to device level large ensemble simulations, demonstrating 
the SV/trap variability to be determinant both in defects 
dynamics and impacts. 
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Fig.1 E’ centre at the Si/SiO2 interface, 
obtained by first principle simulations of oxide 
melting and annealing. The ‘+’ state presents 
one hole and one electron localized on the Si3C, 
one electron delocalizes in the Si conduction 
band (CB). The chemical environment of the 
defect impacts the defect energy level. 
 

 

 
 
Fig.2 Traps level ranges from first principle 
simulations in both states ET0 ε [3.27, 4.39], ET+ ε 
[5.19, 5.91], (eV, from SiO2 Cond. band). 

 
Fig.3 Flowchart of dynamic simulation of time-
dependent variability, including first principles 
inputs. 

 
Fig.4 Transition time from a state to another as 
a function of the gate voltage; in this model 
holes emission are considered instead of 
electron capture.  

 Fig.5 Hole capture time distribution, switching 
the state from 0 to +.  Devices with SV feature 
RDF and MGG whereas only the trap position 
is random in uniform devices.   

Fig.6 Hole emission time distribution, 
switching the state from + to 0; in uniform and 
SV devices with average trap levels; in SV 
devices with distributed trap levels to account 
for chemical environment impact. 

 

 
Fig.7 BTI charge traces for uniform devices 
and devices with SV including a poissonian 
distributed number of traps with an average of 
4; only trapping is considered in this figure, to 
avoid heavy traces from RTN behaviour. 

 

 
Fig.8 ΔVT distributions induced by one single 
charged defect in its + state and extracted 
distributions after 102 s. of stress for uniform 
and devices with SV.  
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Fluctuation of device characteristics due to ran-

dom discrete dopant (RDD) distribution is becom-

ing a major concern for nanoscale transistors [1]. 

Effects of the RDD distribution are usually analyzed 

with a randomly generated dopant distribution. The 

actual RDD distribution, however, should be cor-

related with the process condition, and can be 

different from a mathematically generated one. We 

have studied the effects of RDD in silicon nanowire 

(Si NW) transistors with a square cross-section 

of 3 nm × 3 nm by using realistic implanted and 

annealed arsenic (As) distributions [2]–[4].  In this 

study, we investigate the effects of the NW size on 

the current fluctuation of NW transistors. 

Discrete random As distributions in Si NWs 

are obtained using Sentaurus kinetic Monte Carlo 

(KMC) simulator [5]. Si NWs (w nm wide, w nm 

high, and 30 nm long) covered with 1 nm-thick 

SiO2 and with a thick mask are implanted with As 

(0.5 keV, 2×10
14

 cm
−2

) and annealed at 1000 °C 

with a hold time of 0 s [Fig. 1(a)]. For studying 

the effects of the NW size, we simulate two types 

of NWs of w = 3 nm and 5 nm. Statistical vari-

ations are investigated by using different discrete 

As distributions [Fig. 1(b)], which are generated 

by preforming the KMC simulation with different 

random seeds. The active As distributions obtained 

through the KMC simulation are introduced into n-

type gate-all-around Si NW MOSFETs [Fig. 1(c)]. 

The drain-current–gate-voltage (Id –Vg) characteristics 

are calculated by non-equilibrium Green's function 

method with an effective mass approximation [6]. The 

discrete impurities are treated with a cloud-in-cell 

charge assignment scheme. 

Figure 2 shows histograms of a number of active 

As atoms in the Si NWs. We simulate 100 different 

discrete As distributions for each device structure. 

We find that about 30% of As atoms implanted 

into the Si region are active in the Si NWs. The 

average active As density in the source and drain 

(S/D) extensions is NS/D ≈ 1.8×10
20

 cm
−3

. The 

standard deviation of NS/D is smaller for w = 5 nm, 

in accordance with the law of large numbers. Active 

As density profiles are plotted in Fig. 3. Dopant 

atoms diffuse into the channel region with the lateral 

abruptness of ~2.5 nm/dec, which causes large 

variability of the device characteristics [3]. 

Figure 4 shows calculated Id –Vg characteristics 

at Vd = 0.05 V. We find that the Id –Vg curves of the 

5 nm NWs show larger fluctuation compared with 

those of the 3 nm NWs, especially in the lower Vg 

region. We also find that in the lower Vg region the 

log Id-distribution for w = 3 nm is significantly 

asymmetric while that for w = 5 nm is fairly sym-

metric (see Figs. 5 and 6). The smaller Id fluctua-

tion for w = 3 nm is partially due to the short tail 

(virtually no tail) in the log Id-distribution for the 

lower Id side. This short tail may be attributed to 

the fact that the 3 nm NW transistor has better gate 

control compared to the 5 nm NW device. 
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Fig. 1. (a) KMC simulation. (b) Discrete As distribution in the 
Si NW. Red dots show active As atoms in Si, light blue As 
clusters, orange As at the oxide/Si interface, and yellow As in 

the oxide. (c) Device structure for NEGF calculation.  

 

 

Fig. 2.  Histogram of a number of active As atoms in the Si 
NWs of w = 3 nm (a, b, c) and 5 nm (d, e, f). 

 

 

Fig. 3.  Active As density profile along the source-to-drain 
direction for w = 3 nm (circles) and 5 nm (squares). 

 

Fig. 4.  Id–Vg characteristics for w = 3 nm (a) and 5 nm (b). 
Close circles show the median (I50%). The upper error bars 
represent 95 percentile while the lower error bars represent 5 
percentile values (I95% and I5%). 

 

 

Fig. 5.  Histogram of the off-current for w = 3 nm (a) and 5 
nm (b) at Vd = 0.05V and Vg = 0.0 V. 

 

 

Fig. 6.  I95% /I50% and I5% /I50% as a function of Vg. Open 
(closed) marks correspond to w = 3 nm (5 nm), and squares 
(circles) represent Vd = 0.05V (0.5 V). 
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I. INTRODUCTION  

Device scaling has suffered sizeable statistical 
variation in device parameter and has increased the 
short-channel effect (SCE) [1-2]. To overcome the 
variation and SCE, 3D transistor, such as bulk 
FinFET in sub-22-nm has been one of competitive 
solutions [3-4]. Impurity dopants are continuously 
adopted for tuning device characteristics. Recent 
simulations have been reported for single SOI and 
bulk FinFET device’s characteristic fluctuation [5-
7]. However, the multi-fin bulk FinFET’s random 
dopants fluctuation (RDF) and the process 
variation effect (PVE) including the variations of 
silicon fin’s fin height (Hf), fin width (Wf), and 
gate length (Lg) have not been clearly explored yet.  

In this work, 16-nm-gate HKMG multi-fin bulk 
FinFET devices are simulated for both the RDF 
and PVE. Experimentally validated 3D quantum-
mechanically corrected device simulation is 
intensively performed to statistically analyze the 
impact of RDF and PVE on the device 
characteristic fluctuation.  

II. SIMULATION AND RESULTS DISCUSSION  
As shown in Fig. 1(a), we study the single-fin 

and multi-fin (four fins) bulk FinFET in which 
both the channel length and device width are 16 
nm and silicon fin height is 32 nm. We randomly 
generate 1,327 dopants in a large cube of (96 nm)3, 
in which the equivalent doping concentration is 
1.5x1018cm-3. The large cube is partitioned into 
sub-cubes. The number of dopants in the sub-
cubes may vary from 0 to 14, and the average 
dopant number is 6. (Similarly, for the FinFET’s 
Hf of 32 nm; devices are with 2,654 dopants in 96 
x 192 x 96 nm3 cube and average dopant number is 
12) These sub-cubes are then mapped into the 
device channel region for 3D device simulation, as 
shown in plot Fig. 1(a). Fig. 1(c) shows the 
diagram of the fin’s process variation. And, the 
fin’s variation includes the Hf, Wf, and Lg which 
varies follow the table in Fig. 1(c).  

As shown in Figs. 2(a) and 2(b), the single-
fin’s ID-VG characteristics are fluctuated by the 
RDF and PVE, respectively. The PVE varying 

with respect to each factor the Hf, the Lg, and the 
Wf, is further shown in Figs. 2(c)-(e). The solid 
line shows the nominal case with a channel doing 
of 1.5x1018 cm-3 and Vth is experimentally 
calibrated to 140 mV. Similarly, as shown in Fig. 3, 
we simulate the four-fin’s ID-VG characteristic for 
the devices suffering the RDF and PVE. We 
stimulate the σVth resulting from the RDF and 
PVE, as shown in Fig. 4. Compared with the single 
fin device, the multi-fin device can suppress the 
Vth fluctuation of RDF about 48% owing to the 
increase of fin numbers and the enhanced 
screening effect. The more we increase the fin 
number, the more we suppress the fluctuation; 
nevertheless, the improvement will be limited by 
the geometry aspect of fin which should be subject 
to further investigation. For the suppression of 
PVE, it is merely 10% due to different fin shape. 
As shown in Fig. 5, we list the normalized σVth, 
σIon, and σIoff for both the cases of single- and 
multi-fin resulting from the PVE and RDF. The 
multi-fin structure can effectively suppress the 
fluctuation from RDF and PVE on Vth and Ion, but 
the variation of Ioff is increased for the case of 
multi-fin devices. 

III. CONCLUSIONS 
In this work, we have statistically performed 

the 3D device stimulation to estimate the multi-fin 
device’s fluctuation. The results indicate that the 
multi-fin device can successfully suppress RDF by 
48% and PVE by 10% on σVth, compared with the 
single-fin device.  
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Fig. 1. (a) An illustrate of the device structure for both the single- and Multi-fin. (b) We randomly generate 1,327 dopants in a 
large cube of (96 nm)3, in which the equivalent doping concentration is 1.5 x 1018 cm−3. The large cube is partitioned into sub-
cubes. The number of dopants in the sub-cubes may vary from 0 to 14, and the average dopant number is 6. (Similarly, for 
FinFET AR2 devices: 2,654 dopants in 96 x 192 x 96 nm3 cube and average dopant number is 12). The AR2 is defined as Fin 
height / Fin width = 2. These sub-cubes are then mapped into the device channel region for 3D device simulation, as shown in plot 
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Fig. 2. The single-fin’s ID-VG characteristics for (a) RDF, (b) 
PVE. (c) Hf, (d) Lg, and (e) Wf are each factor’s impact. The 
solid line in each plot shows the nominal case with a channel 
doing 1.5x1018 cm-3 and the Vth is equal to 140 mV. 
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Fig. 4. Plot of the σVth calculated from the devices with the 
RDF, PVE, and their statistical sum: (σ2Vth,RDF + σ2Vth,PVE)0.5.   
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Fig. 3. The multi-fin’s ID-VG characteristics for both the (a) 
RDF and (b) PVE, where the fin number is 4.  
 

Normalized
σVth (%)

Normalized
σIon (%)

Normalized
σIoff (%)

PVE_Hf 5.3 5.5 20.7
PVE_Lg 2.5 0.5 12.0
PVE_Wf 4.3 4.3 23.1
PVE_all 7.4 12.0 37.7

RDF 20.4 4.2 99.3
Multi-fin

RDF 9.7 3.2 64.8

Multi-fin
PVE 6.8 6.2 65.3

 
Fig. 5. The first 4 rows are the normalized σVth, σIon, and σIoff 
of the single-fin and the last two rows are the multi-fin’s PVE 
and RDF. The multi-fin structure effectively suppresses the 
fluctuation from both the RDF and PVE on Vth and Ion. 
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INTRODUCTION

Device miniaturization has continued to revo-
lutionize the semiconductor industry for decades.
Shrinking device dimensions allowed cramming
more components onto integrated circuits (ICs), giv-
ing rise to an increased functionality of electronic
products. Considering the reported miniaturization
trends, as described e.g. by Moore’s law [1], the
continuous increase in the packing density of ICs
have also been followed by an exponential increase
in on-chip heat generation. In fact, and for many
years, it has been suggested that such trends may
not be sustained without significant improvements
in cooling technology or fundamental changes in
device designs, as unrealistic power density levels
and temperatures were predicted. Hot-spots, the low
thermal conductivity in thin films and nanowires,
and the thermal resistance at interfaces, are but
few examples of the difficult challenges faced in
guaranteeing the operation of next-generation nan-
odevices with minimized self-heating. Therefore,
for future technology developments, a fundamental
understanding of thermal transport at the nanoscale
is a necessity. In this context, the development of
reliable simulation methods for coupled electron
and phonon transport is essential to address all these
issues.

SIMULATION METHOD

The simulation work presented here relies on a
very well-established Monte Carlo (MC) simulator
accounting for self-heating using phonon statistics
[2]. The electrothermal simulator self-consistently
couples a three-dimensional (3D) electronic trajec-
tory (MC) simulation with the solution of the heat
diffusion equation. The Monte Carlo method is very
suitable for the simulation of electron transport in

semiconductor nanodevices, as it is free from low-
field near-equilibrium approximations. More impor-
tantly, the method is well-suited for electrothermal
modeling, since it allows a detailed microscopic de-
scription of electron-phonon scattering. This feature
provides an inherent and direct prediction of the
spatial distribution of heat generation.

SIMULATION WORK, RESULTS AND DISCUSSIONS

The simulator is employed to study the elec-
trothermal phenomenon in a variety of nanodevices,
ranging from conventional Si- and III-V-based field-
effect transistors (FETs) to nanowire FET devices.
The advantages of using the simulation method are
demonstrated. These include: (i) the accurate deter-
mination of the spatial heat generation distribution,
(ii) the possibility of studying the contribution of the
individual phonon populations to heat generation,
and (iii) the possibility of accurately studying the
effect of self-heating on the microscopic properties
of electron transport [3]. The microscopic analysis
of self-heating provides a direct means of under-
standing device electronic and thermal properties,
e.g. thermal management and charge confinement in
low-dimensional structures. As an example, Figs. 1
and 2 demonstrate a comparison of the electrother-
mal performance of three mainstream heterostruc-
ture devices, including submicron Si, III-As and III-
N HEMTs [3]. Fig. 1 shows the variation of the
local peak temperature with the input power. From
Fig. 1, it can be concluded that GaN HEMTs give
the best thermal performance because of the high
thermal conductivity of the SiC substrate used in
this case. SiGe HEMTs provide the poorest thermal
performance mainly due to the very low thermal
conductivity of SiGe alloys. Fig. 2 shows the varia-
tion of the current reduction due to self-heating with
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the maximum reduction in the electron velocity in
the channel. Since the slope of each curve is di-
rectly proportional to the 2DEG concentration, this
parameter reflects the extent of charge confinement
in each device. Fig. 2 indicates how GaN HEMTs
provide the best confinement, mainly due to the
presence of polarization effects near the channel.
Further results will be reported from the simulation
of the electrothermal behavior of advanced struc-
tures, such as metal-insulator-semiconductor FETs
(MISFETs) with a single InAs nanowire channel. In
spite of a low average heat dissipation (few orders
of magnitude lower than in conventional HEMTs),
simulations predict significant local temperatures
due to the high current density levels and the poor
thermal management in these nanowire structures.
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Fig. 1. Variation of the peak temperature with the macroscopic
power dissipation for submicron SiGe, GaAs and GaN HEMTs,
with a gate length of 200 nm [3].
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 1. Introduction 
This paper presents a thorough comparison of mobility 
calculations in Fully-Depleted Silicon on Insulator 
(FDSOI) devices. Semi-classical approaches, such as the 
Kubo-Greenwood (KG) and the multi-subband Monte 
Carlo (MSMC) methods, are compared to quantum 
Non-Equilibrium Green's Functions (NEGF) results. All 
solvers use purely parabolic band structures for electrons 
with a Si/SiO2 barrier of 3.15 eV and an oxide effective 
mass of 0.5 m0. The considered scattering mechanisms in-
clude phonon and surface roughness (SR). The phonon 
scattering parameters of Ref [1] and SiO2/Si roughness pa-
rameters of Ref. [2] are used in all simulations to guarantee 
consistent comparisons. The front gate stack of the devices 
is made of 2 nm of SiO2 and of 2 nm of HfO2. The undoped 
silicon active layer thickness varies from TSi=2 nm up to 
TSi=10 nm and the BOX thickness is 25 nm. 
2. Scattering time based approaches 
Semi-classical approaches such as the Kubo Greenwood 
and the MSMC have often been used to calculate the mo-
bility in FDSOI devices [1-5]. However a direct compari-
son between published results is difficult, because either 
model parameters or SR profiles are different. In this ab-
stract, we provide a comparison between two KG solvers, 
namely the STM in-House UTOX solver [6] and the com-
mercial SBAND solver [7]. We extended the comparison to 
the Udine University MSMC solver [1,5].  
All solvers treat the interaction with acoustic phonons as an 
isotropic, elastic mechanism while inter-valley phonon 
scattering is treated as isotropic with fixed phonon energies. 
SR scattering is treated as an elastic, anisotropic mechan-
ism within either the Prange-Nee approximation [1,5,7], the 
generalized Prange-Nee model [2,6], or the Gamiz numeri-
cal approach [3,6]. The matrix elements are screened with a 
scalar Lindhard approach.  
3. NEGF   
NEGF mobility calculations have been performed with the 
TB_SIM solver from CEA [8]. We generated periodic ran-
dom SR samples [4] with width W=20 nm and length L=30 
nm (see Figure 1). We then built devices made of these 
units repeated once, twice (L= 60 nm), and up to three 
times (L= 90 nm). One nanometer of SiO2 is included in the 
effective mass Hamiltonians on both sides of the film. The 
resistance of the devices was next computed in a mode 
space approach, including electron-phonon scattering. As 
expected, it is proportional to the length (that is, to the 
number of units, see Figure 2), allowing for an accurate 
extraction of the resistance of the SR sample. We finally 
computed the phonon-limited mobility PH in smooth films 
and extracted an "effective" surface roughness-limited mo-
bility SR from Matthiesen's rule. The obtained SR is, 
therefore, the SR mobility to be combined with the phonon 
mobility to recover the total mobility given by the NEGF 
calculation. We stress that a direct "surface roughness only" 
NEGF calculation (no phonons) would bring even lower 

SR mobilities, as the absence of inelastic pathways for 
electron scattering strengthens localization. We have veri-
fied that the width and length of the SR sample are large 
enough to limit statistical bias ( SR/ PH = 2.5%). 
5. Results and Discussion 
Figure 3 shows the phonon-limited mobility as a function 
of the active layer thickness. All solvers are in excellent 
agreement. We therefore now focus on the SR mobility.  
There are two closely related approaches to compute the 
impact of a local fluctuation of the electrostatic potential 
due to SR. The former one, derived from the well-known 
Prange-Nee approximation, regroups SR models described 
in [1,2,4,5]. The latter approach, originally proposed by F. 
Gamiz [1,3], consists in a numerical evaluation of the scat-
tering potential. As shown in Figure 4, two independent 
Poisson-Schrodinger calculations of the electrostatic poten-
tial are performed:  the first one in the considered device, 
and a second one on the same device with the front or the 
back SiO2/Si interface shifted by . Figure 5 shows that the 
mobility obtained with this numerical approach agrees well 
with the usual Prange-Nee-based approaches. 
Figure 6 compares the SR-limited mobility obtained with 
the semiclassical methods to the NEGF results. The former 
solvers, in close agreement one with each other, clearly 
overestimate the SR-limited mobility with respect to 
NEGF. This is further emphasized in Figure 7, which 
shows the SR-limited mobility as a function of TSI. The 
results of S. Jin [2] h ave also been reported on this figure. 
They account for carrier density fluctuations and image 
charge effects, but are still above NEGF data. In figure 8, 
the total mobility is compared to measurements [9]. It ap-
pears that the widely used set of parameters for phonon [1] 
and SR [2] leads to mobilities larger than experimental da-
ta. Figure 9 shows the mobility obtained with optimized 
parameters. All phonon deformation potentials have been 
increased by 20%. Additionally the SR parameter  has 
been increased to 0.67 nm in KG calculations (but not in 
NEGF). 
To conclude, we have shown that semi-classical approaches 
are in excellent agreement with quantum NEGF simulations 
for electron-phonon scattering, yet not for SR scattering. 
This sheds new light on the explanation of mobility degra-
dation in thin films. 
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Figure 1 : Carrier density with NEGF in a 4 nm thick 
FDSOI film. Interface roughness generated with an 
exponential autocorrelation function ( =0.47 nm 
and =1.3 nm). 

Figure 2 : NEGF resistance of the FDSOI film 
as a function of length. The slope gives the 
mobility, while the intercept at L=0 is the 
quantum “ballistic” resistance.  

Figure 3 : Comparison of phonon-limited electron 
mobility in FDSOI devices as a function of active 
layer thickness. Phonon parameters from [1].  
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Figure 4 : Electrical potential changes (left) in a   
4 nm thick FDSOI device (Ref.) for front and back 
interface fluctuations ( =0.47 nm) and associated 
scattering potentials (right) defined as the differ-

ence between the potential in the reference device 
and the one in the device with a shifted front or 

back interface. 

Figure 5 : SR-limited electron mobility calcu-
lated with Gamiz [3] approach in FDSOI: Influ-
ence of the Back interface roughness and com-
parison with Jin [2] model (density fluctuation 
and polarization terms neglected). 

Figure 6 : SR-limited electron mobility for TSI=2.6 nm, 4 
nm and 7 nm: scattering time-based methods and NEGF 
predictions (exponential SR autocorrelation with =0.47 
nm; =1.3 nm). 
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Figure 7 :    SR-limited electron mobility vs TSI. 
Summary of simulation results with present solv-
ers and comparison with S. Jin results [2]. (effec-
tive field Eeff=0.08 and 0.77 MV/cm; exponential 
SR autocorrelation with =0.47 nm; =1.3 nm). 

 

Figure 8 : Total electron mobility in a 2.5 nm, 4 nm and 7 
nm FDSOI film calculated with NEGF (left) and  scat-
tering time-based methods (right). Comparison with ex-
perimental data from K. Uchida [9] (From top-to-bottom: 
TSi=2.48, 4.3, 7.4 nm).  

Figure 9 : NEGF with enhanced phonon deforma-
tion potentials (+20%) compared to KG results with 
enhanced phonon (+20%) and SR parameters 
( =0.67 nm; =1.3 nm). 
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ABSTRACT 

In this paper, we report a new algorithm for 

Monte Carlo quasi self-consistent particle 

simulations of both electron and phonon transport in 

nanometer-channel FETs, based on computer time 

saving considerations. We simulate a local heating 

properties of a Single layer graphene (SLG) FETs 

for the first time, comparing with that of a 

conventional GaAs devices.  

INTRODUCTION 

Due to high density integration of LSIs and high 

power applications, thermal management becomes 

more and more important. Besides, Graphene has 

received much attention as an emerging research 

material for future nanoelectronics, because of its 

excellent electrical, thermal and mechanical 

properties. 

In an advanced electron device scaled below or 

comparable to the size of electron mean-free-path, 

Monte Carlo particle simulation method has been 

used as the most reliable and accurate method to 

calculate non-stationary electron transport [1]. 

Similarly, when the mean-free-path of the phonon 

becomes comparable to the size of device, thermal 

properties should be analysed for non-stationary 

state phonon transport. Monte Carlo particle method 

for both electron and phonon transport [2] must be 

the most accurate theoretical approach. However, 

because of a large difference in time-scale between 

electron and phonon transport phenomena, such a 

self-consistent simulation with realistic computer 

time must be very difficult and important for future 

phonon engineering. In this paper, we propose a new 

quasi self-consistent algorithm for Monte Carlo 

method with a reasonable computing time and report 

electrical and thermal properties of Single layer 

Graphene (SLG) nano-FETs for the first time. 

SIMULATION METHOD 

Figure 1 shows the algorithm of our simulation. It 

consists of two parts; an electron transport part to 

obtain spatial distributions of phonon emission and 

absorption and a phonon transport part to estimate 

local heating in the device. In this process, we 

developed two simulation procedures. First, we 

made a program to estimate a local temperature from 

phonon spatial distribution, where we used a Bose-

Einstein distribution function, phonon density of 

states and phonon generation rate, which were 

obtained by Monte Carlo simulations (Fig. 2). 

Secondly, we developed a new algorithm, which 

made it possible to calculate long time phonon 

transport by introducing different time steps for 

electron and phonon transport simulations (Fig. 3). 

In the new algorithm, first, we only calculate 

electron transport for a short period of time T and 

obtain phonon spatial distribution. Then, only 

phonon transport is calculated for long period of 

time, where phonon particles are generated at each 

time step of T based on the simulated spatial 

distribution of phonons. After that, we calculate a 

local temperature in the channel and electron-

phonon scattering rates. By repeating this process, 

we can analyse phonon transport for a long period of 

time in extremely short computation time. By these 

methods, we succeeded in calculating both electron 

and phonon transports self-consistently for a 

reasonable computation time. The phonon velocity is 

derived from the phonon dispersion curve of SLG 

[4]. The phonon-phonon scattering rate is assumed 

to be a constant value for each material. 

RESULTS AND DISCUSSION 

Using the new method, we succeeded in 

analyzing local heating phenomena in nano-scale 

Single layer graphene (SLG) FETs, quantitatively. 

Figures 4 show the simulated results of SLG and 

GaAs channel temperature at 500 ns after applying 

voltage to the device. The gate length Lg is 100 nm. 

Figure 5 shows the peak channel temperature 
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between both devices. The local heating in the SLG 

channel is much smaller than that of GaAs channel. 

It is probably due to high speed optical and acoustic 

phonon transport in SLG, even though the heat 

generation rate in SLG is much higher than that of 

GaAs.  

CONCLUSION 
 

Thermal property of SLG-channel nano-FETs is 

simulated. We developed two kinds of simulation 

procedures for Monte Carlo method, which lead to 

quasi self-consistent simulations of electron and 

phonon transport in nano-sale devices for a 

reasonable computing time. Our method can be 

applied other materials for power device 

applications, in which a local heating is more crucial 

in determining device performance. 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1  Algorithm of Quasi Self-consistent Monte Carlo method 

for electron and phonon transport 
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Fig. 2 Schematic of estimation method of a local temperature 

from phonon population 

 

 

 

 

 

 

 
 

 

 

 
Fig. 3  Schematic of quasi self-consistent simulation procedure 

for both electron and phonon  transport 

 

 

 

Figs. 4  Local temperature 500 ns after applying voltage to (a) Graphene channel and 

(b) GaAs channel FETs  (Lg=0.1m) 
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INTRODUCTION 

Following the 2011 edition of the International 
Roadmap for Semiconductors (ITRS), the III-V/Ge 
CMOS technology has moved from the “Emerging 
Materials Devices” areas to the “Process, 
Integration and Devices” and “Front End Process” 
areas of the ITRS, which strongly implies that this 
technology could be utilized at and beyond the 
10nm technology node [1]. To extract the greatest 
benefit from III-V materials, various new 
transistor architectures have been considered 
including the Implant-Free Quantum-Well (IFQW) 
structure and the multi-gate FinFET structure [2]-
[4]. In this work we compare the performance of 
these two III-V nMOSFET architectures designed 
for the 10nm CMOS technology generation 
employing In0.53Ga0.47As as the channel material 
with a high-κ Al2O3 gate oxide and a metal gate. 

DEVICES AND METHODOLOGY 
For the purpose of this work the transistors 

have been designed to have similar structural 
details. The structure of the n-type IFQW 
MOSFET is illustrated in Fig. 1 and the n-type 
FinFET in Fig. 2. The MOSFET dimensions and 
doping for the transistors are given in Tables 1-2. 
Both have an Al2O3 gate oxide with a Si3N4 lateral 
spacer. The source and drain regions are epitaxial, 
in-situ doped raised In0.53Ga0.47As, the channel is 
In0.53Ga0.47As and the substrate is lattice matched 
In0.52Al0.48As. The IFQW transistor has a channel 
of thickness tchn= 3.75nm and the FinFET has a fin 
width of Wfin= 10nm, and height Hfin= 25nm. The 
channel width of the IFQW is 15nm, and for the 
FinFET it is Wfin+2×Hfin= 60nm. Both transistors 
also include the diffusion of dopants from the 

source/drain regions into the channel layer [5], 
which is referred to as sub-diffusion. 

The 3D MC module of GARAND [6] is used in 
this study and provides accurate physical treatment 
of the non-equilibrium transport in short channel 
transistors. The MC simulator uses an analytical 
ellipsoidal, non-parabolic description of the band 
structure for the III-V materials. Carrier statistics 
are evaluated using a fully degenerate Fermi-Dirac 
model that includes the Pauli-Exclusion Principle. 
Quantum corrections are implemented using a 
density-gradient approach, which has been 
calibrated for these devices against a 1D Poisson-
Schrodinger solver. The MC module employs the 
typical scattering mechanisms in III-V materials 
and the scattering parameters have been calibrated 
to match the experimentally measured velocity-
field and bulk mobility characteristics (Figs. 3-4). 

RESULTS 
The ID-VG characteristics for the two devices 

are given in Fig. 5 and shows the relationship of 
drive current per unit width between device 
architectures. We can report the SS is vastly 
improved from 88mV/decade in the IFQW to 
68mV/dec in the FinFET, and DIBL improves 
from 85mV/V to 29mV/V. Fig. 6 presents the 
electron sheet density (per unit width) and velocity 
of the device with the FinFET having increased 
electron density in the channel but lower electron 
velocity. Due to the low DOS of InGaAs, the 
larger electron density in the FinFET channel 
increases the impact of degeneracy and forces the 
electrons into the heavier effective mass L-valleys 
(see Fig. 7). To conclude, the FinFET structure 
offers a large improvement in electrostatic control 
but at higher gate bias doesn’t offer improved 
drive current. 
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Fig. 1.  Device structure of the III-V n-type Implant-Free 

Quantum-Well MOSFET. 

 
Fig. 2.  Device structure of the III-V n-type FinFET MOSFET. 

Table 1: IFQW and FinFET structure dimensions. 

LG [nm] EOT [nm] Tox [nm] tspc [nm] 
15 0.51 1.125 2 

Table 2: IFQW and FinFET doping concentrations. 

Src/Drn [cm-3] Chn. [cm-3] Subs. [cm-3] 

9.1×1019 1.82×1017 3.65×1018 
 

 
Fig. 3.  Calibrated velocity-field characteristic from Monte Carlo 

simulation for In0.53Ga0.47As. 

 
Fig. 4.  Calibrated bulk mobility from Monte Carlo simulation for 

In0.53Ga0.47As. 

 
Fig. 5.  ID-VG characteristics of the III-V nMOSFETs for IOFF= 

0.1µA/µm. 

 
Fig. 6.  Sheet density and carrier velocity at VG=VD=1V. 

 
Fig. 7.  Conduction band valley occupation [%] at VG=VD=1V. 
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INTRODUCTION 

Junctionless nanowire MOSFETs have recently 
gained popularity since its debut fabrication at the 
Tyndall National Institute [1]. The device is simple 
to fabricate setting it as a strong future contender 
for the semiconductor industry. Simulations of 
such nanowire transistors have either involved the 
assumption of ballistic transport [2] or an effective 
mass approximation to the nanowire band structure 
in order to calculate the mobility [5]. In this work 
we implement a full band Monte Carlo simulation 
of such devices. The band structure is obtained 
from a semi-empirical sp3d5s* tight binding (TB) 
model including spin [3] and deformation potential 
scattering is included. Results are presented on the 
mobility of nanowires using k-space simulation, as 
well as I-V characteristics for device structures 
such as junctionless nanowire MOSFETs. 

 
NUMERICAL PROCEDURE 

The device structure considered is a gate all 
around junctionless transistor. The oxide thickness 
is 2nm. The source and drain are doped to 1020cm-3 
while the channel is doped to 1019cm-3. The device 
is divided into slabs along the transport direction 
(axis of the nanowire). Each slab is considered as 
an individual material with its own band structure 
and scattering rates. The deformation potential 
scattering is calculated using the method outlined 
in [4] modified slightly to include full band optical 
phonon dispersion. In treating the acoustic modes 
we still assume a linear dispersion relation as well 
as the equipartition approximation. The 1D 
scattering rates are calculated from every kx to k’x 
(assuming the transport direction is the x-axis)   
and stored in lookup tables [6]. The Poisson 

equation is solved self-consistently with the 
Schrödinger equation (through the band structure 
and scattering rates). To couple 1D transport to a 
3D Poisson’s solver, we assume that the carrier 
has a smeared-like charge along the confined 
directions. The charge distribution at atom m along 
the confined direction of the wire (for each slab) is 
assumed to be the carrier charge weighted by 
Σ|C2

lm| over the l orbitals of the atom. This is 
shown in Fig. 1. The potential obtained from the 
Poisson solver is then entered back into the TB 
calculation and new band structures and scattering 
rates are recalculated for every slab. To make this 
computationally practical, the band structures and 
scattering rates are recalculated only every 0.5ps 
till convergence is reached.  

RESULTS 

The k-space simulations are run once the band 
structure and scattering rates for a slab is 
calculated and stored. The simulations are run till 
steady state is reached. Interesting physical 
insights such as particle position and/or valley 
occupancy in the band structure can be obtained 
from such a simulation as is shown in Fig. 3. Fig 4. 
shows the variation of mobility versus nanowire 
width considering just deformation potential 
scattering. A plot of the scattering rate versus 
energy for a 5nmx5nm silicon nanowire is shown 
in Fig. 2. The rates are lower than that of the bulk 
material due to the lower density of states of the 
1D system.  A plot of ID versus VG for a 3nmx3nm 
silicon nanowire junctionless MOSFET is shown 
in Fig. 5.  
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Fig. 1.  The distribution of the carrier charge at the 1st CB at 

the gamma valley in a 5nmx5nm Si nanowire. 

 

 
Fig. 2.  Deformation potential scattering rates of a Si 

5nmx5nm nanowire as compared to the bulk rates calculated 

by the EPM method. 

 

 
Fig. 3.  Position, in k-space, of 20000 carriers taken at steady 

state in a 5nmx5nm Si nanowire under an applied electric 

field of 1kV/cm along the axis of the wire. 

 
Fig. 4.  Phonon limited mobility at steady state for different 

wire widths (inverted triangles) against the values calculated 

by [5] (triangle).   

 

Fig. 5.  ID-VG curve for 3nmx3nm Si nanowire junctionless 

MOSFET at VD=0.1V. 
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INTRODUCTION

The accurate understanding of the thermal con-
duction properties in nanoscale regime becomes
important because of the scaling of the electronic
devices. In this study, we analyze the thermal
resistance in Si nanostructures using a Monte Carlo
(MC) method for solving the phonon Boltzmann
transport equation, and discuss the quasi-ballistic
transport properties depending on the phonon dis-
persion relation model.

SIMULATION METHOD AND RESULTS

Figure 1 shows a dispersion relation of phonons
in bulk Si calculated with adiabatic bond charge
model [1]. In many of the previous works, approx-
imated dispersion curves were employed; e.g., as
shown in Fig. 1, the dispersion relation were ex-
pressed by the analytical curve fitted only to [100]
(Γ–X) direction [2]. In this study, we compare
the [100] model to the more accurate approach,
in which the phonon density of states and the
group velocity averaged over constant-energy sur-
faces were calculated from the realistic dispersion
relation and implemented as look-up tables (full-
band model) in the phonon MC simulator [3,4].

Figure 2 shows the phonon average group ve-
locity v as a function of temperature T . Note that
the [100] model exhibits higher velocities, which
is mainly due to the lack of TA2 branch having low
group velocities. We have confirmed, however, that
both two models can yield the correct thermal con-
ductivity κ(T ) of bulk Si by adjusting the phonon
scattering rates. Considering that κ is expressed as
∼ Cvλ/3 (where C and λ are the heat capacity
and phonon mean free path, respectively), lower λ
value is needed for [100] model as shown in Fig.
3.

To investigate the difference between the two
models, we have simulated the steady state tem-
perature distribution in the simple one-dimensional
structure of Si as shown in Fig. 4. Figure 5 shows
the calculated thermal resistances Rth as a function
of the device length L. In the large L limit,
the two models exhibit the same Rth, while the
discrepancy was found in the small L region. As
illustrated in Fig. 6, when L ≫ λ, the phonon
transport property is considered to be diffusive,
and Rth is a function of κ. Since the scattering rate
parameters for the both models were adjusted to
yield the experimental κ, the both same Rth were
obtained. On the other hand, when L ≪ λ, the
ballistic transport nature, which depends on v but
not λ, becomes dominant, and thus [100] model
shows lower Rth.

SUMMARY

We have analyzed the thermal resistance in Si
nanostructures using the MC method. It has been
demonstrated that the correct implementation of
the phonon dispersion relation is essential to accu-
rately simulate the thermal conduction properties
in the quasi-ballistic transport regime.
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Fig. 1. Phonon dispersion curves for bulk Si obtained
from adiabatic bond charge model [1]. Only acoustic phonons
(TA1, TA2, and LA) were considered in this work. Lines are
the approximated curves used in the previous work [2].

Fig. 2. Average group velocity of acoustic phonons as a
function of temperature. The results calculated from a realistic
dispersion relation (red line) and approximated model (blue
line) are compared.

Fig. 3. Phonon mean free path as a function of tempera-
ture. Realistic dispersion relation (red line) and approximated
model [2] (blue line) are compared.

Fig. 4. Schematic view of the 1D structure to investigate the
thermal resistance Rth in Si device with various L.

Fig. 5. Simulated Rth as a function of L. MC simulation
results with the full band model and [100] phonon dispersion
model are compared. The dashed line represent the theoretical
dependence based on the Fourier law.

Fig. 6. Schematic view showing L-dependence of Rth

described with the Fourier law and the ballistic transport
model.
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Continuous miniaturization of CMOS devices 

made the breath taking increase in performance of 

integrated circuits become a magnificent reality. 

Numerous tough problems were solved on this 

exciting journey; however, growing technological 

challenges and soaring costs will gradually bring 

CMOS scaling to an end. This puts foreseeable 

limitations to the future performance increase, and 

research on alternative technologies and 

computational principles becomes paramount.  

The spin of an electron possesses several 

exciting properties suitable for future devices. It is 

characterized by two projections on a chosen axis 

– up or down, and it can change its orientation 

rapidly by utilizing an amazingly small amount of 

energy. Employing spin, as a compliment to 

electron charge, opens new exciting opportunity 

for developing conceptually new non-volatile 

nanoelectronic devices for future low power 

applications [1]. 

Silicon, the main material of microelectronics, 

is characterized by weak spin-orbit interaction and 

zero-spin nuclei, which gives rise to a long spin 

lifetime. This makes silicon perfectly suited for 

spin-driven applications. Spin propagation through 

an undoped 350μm thick silicon wafer [2] gives 

hope for fabrication of silicon spin-based devices 

in the near future increasingly likely. 

The success of microelectronics has been 

assisted by smart Technology Computer-Aided 

Design tools. Because a commercial support for 

spin applications is entirely absent it is mandatory 

to develop a simulation environment for spin-

based devices in silicon [3]. Understanding spin-

polarized transport in silicon and in compatible 

hysteretic materials facilitates inventing, modeling, 

and optimizing prototypes of spin-based switches 

and memory devices for the 21
st
 century. 

The canonical spin field-effect transistor 

(SpinFET) proposed by Datta and Das [4] is a 

switch which employs the electron spin to 

modulate the current through the device. The 

SpinFET is composed of a semiconductor channel 

region sandwiched between two ferromagnetic 

contacts. The source contact injects spin-polarized 

electrons in the semiconductor. The gate-voltage-

dependent spin-orbit interaction in the channel is 

used to modulate the current through the SpinFET. 

It causes the electron spin to precess during the 

electron propagation through the channel. Only the 

electrons with their spins aligned to the drain 

contact’s magnetization can leave the channel 

through the drain contact, thus contributing to the 

current. For practical realization of a SpinFET it is 

mandatory to solve the problem of spin injection 

and detection as well as spin propagation, control, 

and manipulation [5]. Successful spin injection 

from different ferromagnets into a number of 

semiconductors through several oxides has been 

demonstrated [5-7]. Regardless the undoubted 

progress, the level of spin accumulation which 

displays several orders of magnitude discrepancy 

[5] with the standard theory is not yet understood. 

Close to interfaces the spin diffusion length and 

relaxation time at room temperature appear to be 

shorter with much weaker temperature dependence 

than in the bulk [7]. Thus, external spin relaxation 

mechanisms due to the presence of a Si/SiO2 

interface become central, and methods to boost the 

spin lifetime in MOSFETs are needed. We utilize 

a spin-dependent k∙p Hamiltonian [8], where only 

the [001] valleys are included.  Without strain the 

unprimed subbands are degenerate. This 

degeneracy produces a large mixing between the 

spin-up and spin-down states from the opposite 

valleys, resulting in hot spots characterized by 

strong spin relaxation. The hot spots are defined 

by the condition             
 

  
 

 

  
   , 

where  D = 14eV is the shear strain deformation 

potential,  mt is the transverse mass, and      is 

shear strain. In strained samples the hot spots are 

moved away from the center of the two-

dimensional Brillouin zone (Fig.1), which reduces 



71

E1

 

 

their contribution to spin relaxation. Thus, strain 

used to enhance on-current in nano-CMOS can 

significantly boost spin lifetime [9] (Fig.2). 

The spin-orbit interaction in silicon films is due 

to the interface-induced inversion symmetry 

breaking [10]. Silicon nanowires with [100] 

orientation display a stronger modulation of the 

conductance as function of spin-orbit interaction 

and are preferred for practical realizations of 

SpinFETs [11]. However, the channel length 

required to manipulate spin is about a micron. The 

spin degree can be introduced into nano-CMOS by 

using ferromagnetic source and drain contacts [1], 

however, due to the low spin injection efficiency 

at room temperature [12], it has not yet been 

realized. Many new ideas to build spin-based 

devices have been recently introduced [5], [13]. To 

be successful, these devices must operate at room 

temperature and be compatible with CMOS. Albeit 

many exciting inventions are lying ahead, the 

practical option for the near future is to benefit 

from combining CMOS with magnetic tunnel 

junctions (MTJs). MTJ-based spin transfer torque 

MRAM is CMOS compatible, non-volatile, and 

close to production. A combination of a MTJ with 

a MOSFET to a pseudo-spin-MOSFET appears to 

be very  beneficial [14]. Arrays made of MTJs 

offer new opportunities to build non-conventional 

non-volatile logic-in-memory systems [15].  
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Fig. 1.  Spin relaxation hot spots in strained samples. 
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INTRODUCTION 

Binary transition metal oxides TiOx, NiOx, 
HfOx, AlOx, TaOx have been recently proposed as 
possible materials for embedded non-volatile 
memory modules. Currently, a major bottleneck in 
determining the scalability, retention and 
endurance of these devices, is the lack of detailed 
understanding of resistive switching mechanism. 
Generally, the process of forming in transition 
metal oxides systems includes either the diffusion 
of oxygen vacancies to cluster into filaments [1-5] 
or the diffusion of oxygen atoms away from the 
oxide region to form a thin interfacial reduced 
oxide. During electroforming, oxygen vacancies or 
ions are believed to drift due to the applied bias 
(Fig. 1), trap electrons or holes and facilitate the 
formation of vacancy ordered domains [4]. Then, 
during the reset process, the ordered vacancy 
domains are disconnected and a high resistance 
state is achieved. Another, slightly different 
mechanism is based on the potential barrier change 
between the electrode and the oxide by modulating 
the Schottky barrier height.  

DISCUSSION 
Filamentary models for transition metal oxides had 
been proposed theoretically [4] and the formation 
energy implications of a conductive filament 
channel formation corresponding to the “ON” state 
or LRS [6-8] was investigated (Fig. 2). The 
rupturing/dissolution process of the so formed 
filament, i.e. switching to the “OFF” state of the 
memory operation with HRS characteristics, is 
illustrated in Fig, 3. Preferential impurity doping 
[9] in these types of systems can favorably affect 

the transition process between the “ON” and 
“OFF” states (Fig. 4). In addition, the effect of 
electron and hole trapping during the switching 
process under applied electrical field were recently 
explained [10]. Hole injection into an oxygen 
reduced transition metal oxide that contain a 
formed filament were found to favor the 
dissolution, while electron injection induces 
filament formation, respectively. A schematic 
illustration of this process is shown in Fig. 5.  

CONCLUSION 
Atomistic modeling approaches based on quantum 
mechanical principles were used to elucidate the 
formation of filaments in ReRAM devices and a 
switching mechanism is proposed. 
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Fig. 5. Schematic view of electron and hole trapping process 
and their effect on the switching mechanism. 

               a)       b)  

   !  
    

Fig. 3. Oxygen vacancy configurations and the corresponding partial defect 
charge densities. a) Ordered vacancy chain b) Disrupted oxygen vacancy 
chain. 

 
 
Fig. 2 a) Oxygen vacancy ordering is shown to be energetically 
favored over random configurations b) Schematic view of cohesion 
(“ON” state) to isolation (“OFF” state) transition of  the filament 
formed by oxygen vacancies. c) The “ON”-”OFF” transition driven by 
the applied electric field induces filament stabilization/destabilization 
depending on electron or hole injection. 
 

 
 
Fig. 4 a) Calculated formation energies of single oxygen 
vacancy next to different types of dopants. (b) Calculated 
average formation energies of oxygen vacancies in the filament 
doped with the metal dopants.  

!
 

Fig. 3. Schematic switching model incorporating nano-filaments 
formation and disruption. 
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INTRODUCTION 
New types of spintronics devices utilizing 

magnetization switching by current, such as spin-
torque transfer RAM and spin-torque oscillators, 
have been intensely developed based on MgO 
magnetic tunnel junctions (MTJs) with a large 
magneto-resistance ratio [1], [2] (Fig.1a). At the 
same time the research on new materials and 
architectures for MTJ structures has recently 
gained momentum. A MTJ with a composite free 
layer (C-MTJ) was proposed [3-5]. The free 
magnetic layer of such a structure consists of two 
equivalent parts of half-elliptic form separated by 
a narrow non-magnetic spacer (Fig.1b). The C-
MTJs demonstrate a substantial decrease of the 
switching time and switching current as compared 
to the standard MTJ with the monolithic free layer.  

In this work we present a structural 
optimization of C-MTJs (Fig.1b) by means of 
extensive micromagnetic simulations and propose 
a new structure of the composite free layer, C2-
MTJ (Fig.1c). 

SIMULATIONS AND RESULTS 
In C2-MTJs the free layer consists of two 

ellipses with the major axes a/2 and b (a>2b) 
inscribed into a rectangle a×b. This structure is 
easier to fabricate as compared to the previous 
generation of C-MTJs (Fig.1b). The simulations 
are based on the magnetization dynamics 
described by the LLG equation with the additional 
spin torque terms [3-5]. 

We found that both C-MTJ and C2-MTJ 
composite structures have the same switching time 
(Fig.2), i.e. the fast switching in C2-MTJ is 
preserved (Fig.3b) as compared to the monolithic 
M1-MTJ. Despite the modification in shape, the 
C2-MTJ is characterized by the same thermal 
stability as C-MTJ (Fig.4). Note, that the C2-MTJ 

exhibits the same switching time as the monolithic 
structure (M2-MTJ) with one small ellipse 
(Fig.3a), while possessing nearly a two times 
larger thermal stability factor (Fig.5). The 
dependence of the width of the standard deviation 
on the composite layer thickness is shown in Fig.6 
for several values of the short axis. A C2-MTJ 
with 52.5×25nm2 cross section, as well as C-MTJs 
[4], has the width of the standard deviation of 
switching times ~10-3ns, while for a MTJ with 
52.5×10nm2 cross section the value is considerably 
larger (0.3-1ns). 

Next, we look at the magnetization dynamics of 
the left and right part of the C2-MTJ free layer 
separately (Fig.7). We found that the peculiarity of 
the switching behavior of C-MTJs [4], where the 
switching occurs mostly in the x-y plane, is 
preserved in C2-MTJs (Fig.7). Thus, the switching 
barrier in a C2-MTJ is practically equal to the 
thermal stability barrier defined by the shape 
anisotropy, as confirmed in Fig.8.  

CONCLUSION 

We proposed the new C2-MTJ structure with a 
composite free layer. Our simulations show that, 
while preserving all the advantages of the C-MTJs, 
the newly proposed structure can be easier 
fabricated, offering great potential for STT-
MRAM performance optimization. 

ACKNOWLEDGEMENT 

The work is supported by the European 
Research Council through the grant #247056 
MOSILSPIN. 

 

REFERENCES 

[1]  A. Fukushima et al., Trans. on Magn. 48, 4344 (2012). 
[2] R. Sbiaa et al., Phys. Stat. Solidi RRL 12, 413 (2011). 
[3] A. Makarov et al., IWCE, 225 (2012). 
[4] A. Makarov et al., SISPAD, 229 (2012). 
[5] A. Makarov et al., SSDM, 402 (2012). 



75

E3

 

 

Fig. 1. Schematic 
illustration of penta-
layer MTJs with 
monolithic free layer 
M1-MTJ (a) and M2-
MTJ (d), and composite 
free layer C-MTJ (b) 
and C2-MTJ (c). 

 

Thickness of the free layer (nm) 
 Fig. 2. Switching time of the C-MTJ (symbols) 

and C2-MTJ (lines) as function of the 
thickness of the free layer. The long axis is 
fixed at 52.5nm and the thickness of the fixed 
layers are 5nm. Dependences are shown for 
short axes of 10nm, 15nm, and 20nm length. 

Fig. 3. Ratio of the switching times in the monolithic structure and composite structure as 
function of thickness of the free layer and short axis length. The long axis is fixed at 52.5nm. 
Dependences are shown for ratio: M2-MTJ vs. C2-MTJ (a), M1-MTJ vs. C2-MTJ (b). 

Thickness of the free layer (nm) Thickness of the free layer (nm) Thickness of the free layer (nm) 
Fig. 4. Thermal stability factor for C-MTJ 
(symbols) and C2-MTJ (lines) as function of 
the thickness of the free layer. The long axis 
is fixed at 52.5nm and the thickness of the 
fixed layers are 5nm. Dependences are shown 
for short axes of 10nm, 15nm, and 20nm 
length. 

Fig. 5. Ratio of the thermal stability 
factor for monolithic structure and 
composite structure as function of 
thickness of the free layer and short axis 
length. The long axis is fixed at 52.5nm. 
Dependences are shown for ratio: M2-
MTJ vs. C2-MTJ (solid lines), M1-MTJ 
vs. C2-MTJ (dotted lines). 

Fig. 6. The standard deviation of the switching time 
distribution in the composite structure as a function 
of thickness of the free layer. The long axis is fixed 
at 52.5nm and the thickness of the fixed layers are 
15nm. Dependences are shown for short axes of 
10nm, 20nm, and 25nm length. 

 
Thikness of the free layer (nm)  

Fig. 7. Magnetization components as a function of time for a 
MTJ element of 52.5×20nm2 with a composite free layer (C2-
MTJ). The magnetization of the left and right half is shown 
separately. 

Fig. 8. Thermal energy (lines) vs. switching energy (symbols) barriers for 
C2-MTJ.  The long axis is fixed at 52.5nm and the thickness of the fixed layers 
are 5nm. Dependences are shown for short axes of 10nm, 15nm, and 20nm 
length. 
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Silicon is an ideal material for spintronic 

applications [1] due to long spin lifetime, however, 

considerable spin relaxation in gated silicon structures 

was experimentally observed [2]. Surface roughness 

scattering determines the transport in the channel at high 

carrier concentration    in thin silicon films [3]. 

Here we investigate the spin relaxation due to surface 

roughness. The surface roughness scattering matrix 

elements are proportional to the square of the product of 

the subband wave function derivatives at the interface 

[4, 5]. To find the corresponding matrix elements for spin 

relaxation we use the effective k∙p Hamiltonian for the 

two relevant valleys along the OZ-axis [6, 7] with the spin 

degree of freedom properly included [8-10]. 

The relaxation time   is calculated as a thermal average 

with the Fermi function  ( ) 
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dependence of the derivatives of the wave functions      
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where    is the modified Bessel function of the first kind. 

Through all simulations we use a film thickness of 

2.48nm. Fig. 1 shows the dependence of the surface 

roughness limited mobility on shear strain. A good 

agreement between the results calculated with (2) and (3) 

is observed confirming the standard approximation of 

neglecting the wave vector dependence in the matrix 

elements [4]. In the absence of strain the mobility is 

higher for higher electron concentrations   , in agreement 

with [3]. For    = 10
12

cm
-2

 the mobility increases with 

tensile shear strain because of the reduction of the 

transport effective mass [6]. For    = 5  10
12

cm
-2

 an 

opposite trend is observed, because of the increase of 

intrasubband scattering with strain within the second 

subband (Fig. 2), which gets split from the first one due to 

strain-induced valley splitting (inset in Fig. 2). The 

occupation of the second subband remains substantial 

even at high strain as confirmed by the Fermi level 

dependence (inset in Fig. 2). This increase of the 

intrasubband scattering overcompensates the mobility 

enhancement due to the reduced transport mass, resulting 

in an overall decrease of the surface roughness limited 

mobility at high    (Fig. 1). 

To evaluate the electron spin relaxation we take the 

matrix elements on the wave functions with the opposite 

spin projections       corresponding to the spin flip 

events. Normalized spin relaxation matrix elements 

display sharp peaks at the same values of strain, where the 

intersubband splitting is reduced. These minima 

determine the positions of the narrow hot spots. 

Fig. 4 shows the dependence of the spin lifetime on 

temperature for an unstrained film. While the temperature 

increases, the number of the hot spot points which lie in 

the energy range determined by the term  ( )(   ( )) 

increases. In combination with the Fermi level lowering 

this results in the reduction of the spin lifetime with 

temperature due to increased surface roughness scattering, 

in complete analogy with the momentum relaxation time 

behavior [3]. 

For higher shear strain values the hot spots are pushed 

to higher energies (Fig. 5) away from the subband minima 

(inset in Fig. 5). This leads to a strong increase of the spin 

lifetime shown in Fig. 6. This also demonstrates that the 

approximation of the independence of the matrix elements 

on the wave vectors used to obtain (3) is inappropriate for 

evaluation of the spin lifetime. Indeed, while the 

momentum relaxation time changes insignificantly with 

strain, the spin relaxation time increases by orders of 

magnitude. Thus, shear strain used to enhance mobility 

can also be used to increase spin lifetime. 
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Fig. 1. Dependence of the surface roughness limited electron 

mobility calculated with (2) and (3) on shear strain for different 

values of the electron concentration. 

 

 
Fig. 2. Normalized intrasubband scattering matrix elements as a 

function of shear strain. The inset shows the dependence of 

subband energies and Fermi levels on shear strain.  

 

 
Fig. 3. Normalized intersubband relaxation matrix elements and 

subband splitting as a function of shear strain for different 

values of the wave vectors. 

 
Fig. 4. Dependence of the spin lifetime on temperature for 

different values of the electron concentration in unstrained film. 
 

 

 
Fig. 5. Normalized intersubband relaxation matrix elements as a 

function of the conduction electrons kinetic energy in [110] 

direction. The inset shows the positions of the hot spots for 

different values of shear strain. 

 
Fig. 6. Spin lifetime and momentum relaxation time as a 

function of shear strain for different values of electron 

concentration at room temperature. 
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INTRODUCTION 

Spin waves display similar interference 
behavior as optical waves, but at much shorter 
wavelengths (<100 nm),  and they are also more 
straightforwardly generated on-chip. This gave rise 
to a number of proposals for ‘spin wave 
computing’ devices [1][2], aimed at mimicking on 
the nanoscale the behavior of optical logic gates, 
switches, and interconnections.  

Moreover, spin waves could be well-suited for 
non-Boolean algorithms as well, such as pattern 
recognition using interference [3][4]. By means of 
micromagnetic simulations, we show that spin-
waves can perform computational primitives that 
are well established in optics. Spin-wave based 
computing media can be straightforwardly 
integrated with CMOS units to form a general-
purpose signal processing system.  

SPIN-WAVE OPTICAL ELEMENTS 

The system that motivates this work is sketched 
in Fig. 1. The spin-wave sources and the phase 
shifters can create an arbitrary wavefront (just as 
in the in-line holography scheme of Gabor [3]), 
and the interference pattern is read out at the 
opposite boundary of the device.  

For spin-wave sources we use AC driven spin-
torque sources, where a locally-oscillating 
magnetic moment injects spin waves into a thin 
Permalloy film (Fig 2). The physical structure of 
the spin-torque sources is identical to that of a 
spin-torque oscillator, but they are not used in the 
self-oscillating regime. For self-oscillating sources 
the phase is difficult to control, while for the 
driven oscillators it is straightforwardly linked to 
the driving source. 

  

Multiple, coherently-driven spin-torque sources 
can realize line sources (Fig 3.), akin to a laser 
source in a real optical system. Placing slits (Fig 
4.) or a lens (Fig 5.) in the path of the wave,  one 
can imitate interference and focusing phenomena 
known from optics. Most importantly, a phase 
shifter (Fig. 6) can be realized by applying a local 
magnetic field, which changes the phase velocity 
of the wave. 

NON-BOOLEAN COMPUTING USING SPIN WAVES 

Placing the above-simulated optical 
components in the system of Fig. 1, one arrives at 
a device that can execute a sequence of optical 
processing steps, such as holographic pattern 
recognition or Fourier transformation. CMOS 
circuitry can control the flow of the optical 
primitives and perform additional (Boolean-based) 
pre- and post-processing steps.  
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Fig. 1.  Sketch of a spin-wave based computing system, with 
sources, phase shifters and detectors. A standard CMOS 
circuitry is used to configure the input oscillators and read-out 
the resulting spin-wave amplitudes.  

Fig. 2.  Spin-wave distribution generated by a singe 30 nm 
diameter spin-torque source. The source is placed on a 5 nm 
thick Permalloy film. There is a constant 1.0 T magnetic 
film pointing 80o to the film plane. The decay of spin wave 
intensity is close to a 1/r law, as expected from a point 
source. 

 

 
 

Fig. 3. A series of spin-torque sources are acting as a line 
source. The contour plot shows the out-of-plane component of 
the magnetization distribution. 

Fig. 4. A double-slit interference pattern from spin waves 

  
Fig 5. A focusing lens can be made by applying a local 
magnetic field, which changes the phase velocity of the spin 
waves. In this calculation the external field is altered in a 
‘negative lens’ shape, focusing the waves. 

Fig. 6. An area with a variable magnetic field can act as a 
tunable phase shifter. A Bz = 0.7 T magnetic field applied in 
the white area in the center. 
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With the advent of smaller nanoelectronic de-
vices, where quantum mechanics is central to the
device operation, quantum mechanical simulations
have become a necessity. The non-equilibrium
Green’s function (NEGF) method [1] has emerged
as a powerful modeling approach for these nanode-
vices and nanomaterials.

A typical NEGF-based simulation solves the
Green’s function equations,{

A (E)Gr (E) = I

A (E)G< (E) = Σ< (Gr (E))†
(1)

where the sparse matrix A is defined by

A = EI−H−ΣLead −ΣPhonon. (2)

Gr(E) is the retarded Green’s function, describing
local density of states, and (Gr(E))† its Hermi-
tian conjugate. G<(E), the lesser Green’s func-
tion, represents the electron correlation function for
energy level E; the diagonal elements of G<(E)
represent the electron density per unit energy. I is
the identity matrix and H the system Hamiltonian.
ΣLead represents the self-energy matrix due to the
leads and ΣPhonon corresponds to the self-energy
governing electron-phonon scattering. The matrix
Σ< corresponds to the lesser self-energy. Solving
(1) for the diagonal of G< at many energies E
is a computationally intensive part of NEGF-based
simulations.

The most common approach to compute blocks
of Gr and G< is the recursive Green’s function
method [4]. Recent advances utilize the nested
dissection method [2] to exhibit a significant
speedup. These new algorithms exploit a sparse

block LDLT -factorization of A and re-use this
factorization to fill in all diagonal blocks of the
Green’s functions in a specific order. The main
difference between RGF and these methods is the
replacement of layers of grid points organized along
a specific direction with arbitrarily-shaped clusters
of grid points organized in a binary tree. Such
choice allows to fold and to extract in any physical
direction when following the binary tree, generated
by the nested dissection.

The present contribution introduces an algorithm
for calculating diagonal blocks of G< with parti-
tions from METIS [3]. The developed method has
a reduced complexity compared to the established
recursive Green’s function approach. For a device
with Ny layers and Nx grid points per layer, as
shown in Figure 1, the complexity for RGF is
O(N3

xNy) while the proposed algorithm exhibits a
complexity O(N2

xNy). Numerical experiments on a
quantum well superlattice and a carbon nanotube
demonstrate significant speedups over the recursive
method.
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Fig. 1. Nano-device partitioned into Ny layers. Each layer
contains Nx grid points.

Fig. 2. Partition generating the RGF algorithm.. The first pass
advances one layer at a time from left to right along the y-
direction and, recursively, folds the effect of left layers into the
current layer. The second pass marches one layer at a time from
right to left along the y-direction and, recursively, extracts the
diagonal blocks and the nearest neighbor off-diagonal blocks
for the final result.

Fig. 3. Partition generated by METIS for system including
dense layers at two ends.

Fig. 4. Binary tree relating the different clusters of grid points.
The first pass folds all clusters of grid points on the same level,
while climbing up. The second pass extracts the diagonal blocks
one level at a time, while marching down.

Fig. 5. Typical distribution of computed elements for Gr and
G<.

Fig. 6. Comparison of number of operations between our
algorithm (blue) and RGF (red).
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We simulate THz quantum cascade lasers
(QCLs) [1] with the nonequilibrium Green’s func-
tion (NEGF) method [2][3], in which relevant ob-
servables, such as the energy resolved carrier den-
sity

ρ(z, E) =
∑
k

∑
α,β

ℑ
{
G<

α,β(k, E)ϕ∗β(z)ϕα(z)
}

are expressed in terms of the Green’s functions of
the system, in this case the lesser Green’s function
G<, and the basis wavefunctions with z-component
ϕα(z). The NEGF method allows for a detailed
analysis of the transport, since the spatially and
energy resolved carrier and current densities, as
well as the density of states, can be obtained from
the Green’s functions.

Fig. 1 shows the conduction band edge, the
Wannier-Stark states, and the carrier densities of
the THz QCL from Ref. [4]. The simulated and
measured current densities are shown in Fig. 2.

This phonon-photon-phonon (PPP) design [5] re-
lies on two phonon resonances (with energy ELO)
occuring between the lower laser state (LLS) and
the extraction state e (with splitting ∆ELLS,e), as
well as between the injection state i and the upper
laser state (ULS) (with splitting ∆Ei,ULS) at a
bias where i and e also align. These phonon and
tunneling resonances create population inversion
between the ULS and LLS, which allows for a
lasing transition between those states.

The carrier densities in Fig. 1 show that carriers
accumulate in the LLS due to the mis-match be-
tween ∆ELLS,e and ELO, as well as in e, which is
due to the thick injection barrier. Had this barrier
been more narrow, the tunneling coupling at higher
biases would be larger, meaning that biases where
∆ELLS,e and ∆Ei,ULS are better aligned to ELO

could be reached.
The design in Fig. 3, described in Ref. [6], is an

improvement of the one previously discussed, albeit
∆ELLS,e does not match ELO either. The current
density is peaked at a bias greater than the bias of
the tunneling resonance i/e, since both ∆ELLS,e and
∆Ei,ULS are better matched to ELO. We identify
the lack of mean field potential in the rate equation
(RE) model used for design optimization as one of
the causes for the mis-match of the resonances. In
contrast, the NEGF model takes mean field and the
real part of the self energies into account, which
alters the energy levels and thus the bias at which
different phonon and tunneling resonances occur.

As temperature increases, inversion decreases due
to thermal backfilling from e to LLS as well as from
ULS to i. A better matching of the biases giving tun-
neling and phonon resonances respectively, would
reduce the backfilling and increase the population
inversion.

The simulated gain profile and experimental laser
spectra are shown in Fig. 4.

CONCLUSION

The experimental current densities as well as gain
profiles of two THz QCLs have been reproduced
with the NEGF model. The results for the gain
spectra are significantly better than with a simple
RE model. The energetically and spatially resolved
transport dynamics suggest improvements of the
design.

REFERENCES

[1] R. Koehler et. al, Nature 417, 156 (2002)
[2] A. Wacker and S. C. Lee, Phys. Rev. B 66, 245314 (2002).
[3] A. Wacker, M. Lindskog, and D. O. Winge, IEEE J. Sel.

Top. Quant. Electron. (2013), in press.
[4] E. Dupont et. al, J. Appl. Phys. 111, 073111 (2012)
[5] M. Yamanishi et. al , Opt. Express 16, 20748 (2008)
[6] S. G. Razavipour et. al (2013), unpublished



83

F2

Length [nm]

E
n
er

gy
[m

eV
]

0 10 20 30 40

−50

0

50

100

150

200

n
[1

/
m

eV
n
m

3]

0

1

2

3

4

5

6

7

x 10
−7

e

ULS
LLS

i

Phonon

Phonon

Photon

Fig. 1. Carrier densities and electronic states for the structure
presented in Ref. [4], at operation bias. T = 50 K. The carriers
accumulate in the LLS since the extraction energy does not
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Fig. 2. Current density of the structure in Ref. [4] as a function
of applied bias. Even though the rate equation model predicts
the behaviour well, the NEGF is better in predicting the correct
lasing frequency at different biases and identifying effects such
as leakage currents and dispersive gain. Figure from Ref. [4].
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INTRODUCTION

Quantum cascade lasers (QCLs) are compact
sources of coherent radiation that can emit in
the terahertz (THz) region of the electromagnetic
spectrum. However, room temperature operation
has not yet been achieved in THz QCLs; the
current highest temperature operation is 199.5 K
at 3.22 THz using an AlGaAs/GaAs stucture [1].
Advances in theoretical modelling have contributed
to the development of such optimized and novel
devices and both Monte Carlo and rate-equation
models of QCLs can give good agreement with
experimental results [2]. However, these semi-
classical models do not account for coherent trans-
port which is thought to be important in THz QCLs
due to the typically thick injection barriers and can
predict unrealistic results. Like non-equilibrium
Green’s functions (NEGF), density matrix (DM)
modelling accounts for tunnelling but is less com-
putationally intensive which allows for its use as a
simulation tool. To reach higher temperatures, it is
necessary to suppress the performance degradation
mechanisms which occur. These include thermal
backfilling and thermally activated LO phonon
scattering which occurs as electrons gain enough
in-plane kinetic energy to emit an LO phonon
and relax to the lower laser level non-radiatively.
Therefore, we aim to investigate and then apply the
DM approach to the AlGaN/GaN system which
has been considered promising due to its higher
LO phonon energy (92 meV) compared to that of
GaAs (36 meV) [3].

METHOD

The density matrix method outlined in Ref. 4
allows for coherent modelling of a QCL structure
with any number of states. Additionally, the Hamil-
tonian in the Liouville equation can be be altered
to include further submodules in each period so
that intra-period transport is modelled coherently.
We first model a GaAs structure measured ex-
perimentally in Ref. 5 to compare gain/current
vs applied field using the rate equation approach,
the DM approach, and the DM approach with
two submodules per period [6]. The Armadillo
C++ linear algebra library [7] is used to solve

the Liouville equation in the DM calculations.
In the first implementation of the DM approach
(Figs. 1 and 4) tunnelling transport only through
the injection barrier is considered. Fig. 2 illustrates
the unrealistic spikes in current density and gain
when electrons scatter between spatially extended
subbands (as in Fig. 3) using the rate equation
approach.

The formalism is then applied to InAlGaN/GaN
(Fig. 5) and AlGaN/GaN THz QCLs with polar-
ization fields included. To calculate tight-binding
energies, wavefunctions and coupling strengths it is
necessary to remove pyro- and piezo-electric fields
from the isolating barriers to maintain periodicity
of the bandstructure. Optimizations are limited
to diagonal transition designs to account for an
enhanced Frölich interaction which is thought to
suppress gain in nitride systems [8].
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One of the essential technologies in modern pho-
tonic systems are semiconductor heterostructures.
The first use of a QCL as a photo-detector has
been reported by [1] and was since then refined for
infrared and terahertz wavelengths [2] leading to the
current quantum cascade detectors (QCD).

The operating principle of a QCD is outlined in
Fig. 1. A ground level electron is excited to a higher
state by absorbing a photon. Due to the asymmetric
design, the electron relaxes in a preferred direction
into the quantum well of the next cascade. This
concept reduces dark current and dark current noise.

We use the semi-classical Pauli master equation
(PME) [3], [4] to model current transport through
the multi-layer semiconductor heterostructure. We
developed an efficient Monte Carlo (MC) simulator
in C++ as part of the Vienna-Schrödinger-Poisson
(VSP) simulation framework [5]. The versatility
of the simulator was successfully demonstrated
by the design and automatized optimization of
a bi-functional QCL and QCD device [6]. The
Hamiltonian includes the band edge formed by
the heterostructure, and thus, coherent tunneling is
accounted for through the delocalized eigenstates.
Transport occurs via scattering between the sub-
bands. Due to the periodicity of the device, periodic
boundaries are imposed on the PME. As scattering
sources, we currently consider non-polar acoustic
and optical phonons, and polar optical phonons as
well as alloy disorder, intervalley processes and
interface roughness. The incorporated model for
stimulated emission and absorption of photons is
essential for the description of a QCD. For the
calculation of the rates the effect of in-plane non-
parabolicity can be included.

Band nonparabolicity in cross-plane direction is
essential to determine the subbands in QCDs. We
employed a two-band k·p [7] and a four-band k·p
Hamiltonian. The periodic wavefunctions (Fig. 1)
are picked automatically by a reliable algorithm.
For the in-plane transport treatment we investigated

three approaches: (I) parabolic effective (density
of states) mass as input parameter; (II) parabolic
effective mass measured by 〈ψi|m(z)|ψi〉 for each
subband, (III) non-parabolic dispersion E(1+αE) =
~2k2

2m fitting the mass m and nonparabolicity coef-
ficient α to the numerical subband structure deter-
mined by the Schrödinger equation.

As a test device we use a mid-infrared QCD
operating at a wavelength of 4.7 µm. The design of
the InGaAs/InAlAs QCD is taken from [2] (device
N1022) and all simulation results are compared to
the measurements therein. We calculate the respon-
sivity, which relates the incoming photon flux to
the detected current, for each combination of band
structure model (2-band/4-band k·p) and in-plane
dispersion of the transport model (parabolic, non-
parabolic, parameters obtained using methods (I)-
(III) as outlined above). Each simulation takes about
ten minutes. Fig. 2 and Fig. 3 depict the responsivity
for parabolic transport with the well mass as input
parameter. The 4-band k·p model shows a consid-
erably better agreement with measurement. Using
method (II) instead of (I) to determine the subband
mass does not influence the result (Fig. 4). Finally,
Fig. 5 shows the results for method (III), which
show the best agreement with measurements.

In conclusion, we presented a versatile simulator,
that allows quick simulation studies of QCLs and
QCDs, while still accurately capturing the relevant
physics. The importance of nonparabolicity to cor-
rectly describe the behavior of QCDs is shown.
Acknowledgment: This work was supported by the
Austrian Science Fund program IR-ON (F2509).
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INTRODUCTION 

Third-generation solar cells [1] based on quantum 

effects represent promising candidates to 

overcome the Schockley-Queisser limit [2]. Most 

of the solar cell simulations consider carrier 

transport from a semi-classical approach [3]. 

However, these models are no longer suitable to 

describe electronic transport in nano-structured 

devices. So far, few quantum simulations have 

been reported [4]. These models, computationally 

challenging, have been applied to specific studies 

with generally a monochromatic incident light. 

However, assuming the entire sun spectrum is 

essential to model solar cells and calculate the 

power conversion efficiency (PCE). We present a 

quantum transport model considering the black-

body spectra for the incident light. Inspired by the 

excellent results achieved by Alta Device [5], we 

focus on thin GaAs p-i-n junctions. We analyze 

the different negative contributions to photovoltaic 
(PV) current versus the applied voltage. 

DEVICE and MODEL 

The considered GaAs p-i-n junction is detailed 

Fig. 1. The invariance of the potential in the 

transverse plan permits to separate the 2D 

dispersion from the 1D transport. The 1D transport 

modelling is based on the non-equilibrium Green's 

function formalism with two one-band effective 

mass Hamiltonians (conduction and valence) 

coupled by the electron-photon interaction. The 

1D electric potential is self-consistently calculated 

using Poisson's equation. Electron-phonon 

scattering is included through polar optical phonon 

interactions. Photon incident flux is assumed to 

propagate along the electron transport direction 

with a power Psun=1000Wm
-2

 (AM1.5 Global 

standard) and the spectra profile of the black-body 

at 6000K. In electron-photon interaction we 

assume a decrease of the light intensity according 

to an absorption coefficient of 2.7 10
4
cm

-1
. 

RESULTS and DISCUSSION 

Figure 2 shows the current characteristics J-V and 

the corresponding power (P=J.V) obtained without 

phonon scattering. These results agree rather well 

with experimental results [6]. The PV current is 

maximum for V=0. The corresponding spectra is 

shown Fig. 3 versus position along the transport 

direction. In addition to the expected positive 

current we show a negative contribution at the 

device edges (labeled as LEC for Large Energy 

Contribution). Carriers generated at energy larger 

than the junction barrier are less sensitive to 

electric field and may reach the wrong contact. 

The power is maximum for V=0.75V with a PCE 

(P/Psun) of 20.9%. For that bias, the LEC increases 

with respect to V=0 due to the reductions of both 

the electric field and the junction barrier (Fig. 4). 

In spirit of the Alta Device cell [5], Al0.38Ga0.62As 

is used in the p-type extremity. This allows to 

reduce the LEC for electrons and PCE reaches 

22.3% (Fig. 5). For larger bias (e.g. V=0.85 V) 

the power is strongly reduced. As shown in Fig. 6, 

the current spectrum depicts the emergence of a 

new negative contribution (labeled as MRC for 

Majority Recombination Contribution) which 

vanishes when switching-off the photon emission. 

Due to the low electric field, majority carriers 

reach the central region and recombine radiatively. 

It follows a negative current of majority carriers. 

Finally, phonon scattering incorporation reduces 

PCE maximum down to 16.5% (against 20.9%). 

In conclusion, this study highlights two behaviors 

limiting the efficiency of thin solar cells. While the 

MRC is expected to be reduced in a thicker 

junction, we clearly show that the LEC can be 

reduced by the use of an heterojunction. 
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Fig. 1.  Schematic representation of the considered p-i-n 

junction (ND=NA=1025m-3, Ln=Lp=10nm, Li=160nm). The 

transport axis is discretized (∆x=0.2nm), as well as the 

transverse wave vector k (∆k=π/R). For GaAs we assume an 

energy band-gap Eg=1.43eV, and effective masses of the 

valence and conduction bands equal to mv=0.51m0 and 

mc=0.07m0 respectively (m0 being the free electron mass). 

     

Fig. 3.  Current spectra (in arbitrary units) versus position 

along transport axis x for V=0V. Valence and conduction 

band-edges are also shown (white lines). 

 

Fig. 5.  Like Fig. 3 with V=0.75 V and Al0.38Ga0.62As added at 

the p-type material extremity. For the AlGaAs/GaAs 

heterojunction we took bands offset given by ∆Ec=0.3eV and 

∆Ev=0.19eV. 
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Fig. 2.  Current-density J versus applied voltage V obtained 

without phonon scattering and the corresponding generated 

power density P. 

 

Fig. 4.  Like Fig. 3 with V=0.75V. 

 

Fig. 6.  Like Fig. 3 with V=0.85V. 
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INTRODUCTION 
Silicon solar cells have faced their limitation of 

conversion efficiency for many years. Quantum 
dot solar cell brings us a great interest to break this 
frustrating limitation. Combining neutral beam 
etching with bio-template, advanced nano-process 
technique was utilized to fabricate superlattices; in 
particular, for Si nanodisk array [1]. In this study, 
a 3D finite element method (FEM) is advanced for 
type-II Ge/Si quantum dot solar cells, which is 
integrated into the detailed balance transport 
equation to calculate the conservation efficiency of 
intermediate band solar cell (IBSC) [2-4].  

THE COMPUTATIONAL MODEL 
The electronic structure is solved on the basis 

of envelope-function approximation [3-4]: 

.
2

2
*

2

ψψ EV
m

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+∇−

h
                      (1) 

In the IBSC, the electron conduction current is 
described as the continuty functions: 

.1)()(
dx
dJ

q
RGRG

dt
dn n

ICICVCVC +−+−=    (2) 

Photovoltage V equals to quasi fermi level splitting 
between the conduction and valence bands.   

.VCVC EfEfV −== μ                                   (3) 
The detailed balance process determines the 
carrier’s chemical potential: 

).()()()( xRxGxRxG ICCIVIVI −=−               (4) 

RESULTS AND DISCUSSION 
As shown in Fig. 1(a), Ge/Si is a typical type-II 

quantum structure under stress-free conditions. 
The hole was strongly localized in the Ge QD with 
a 0.095-eV ground-confined level; however, 
electrons freely moved in the Si matrix. In a 
realistic structure, the large lattice mismatch 
generally induces compressive stress, as shown in 

Fig. 1(b), which slightly confines the electrons. 
This additional confinement enhances the optical 
transition matrix significantly. The 3D FEM 
simulation enables us to calculate stress 
distribution. Figure 2 shows the miniband 
formation in a Ge/Si QD superlattice. Several clear 
minibands are evident. The miniband induced by 
the heavy holes ground state are substantially 
separated from the continuous valence band and 
other minibands, which have sub-bandgaps several 
tens of times larger than the thermal energy. With 
the suggested device structure in Fig. 3, we 
calculated the I-V curves, as shown in Fig. 4. 
Under one-sun, the Si QD only improved the 
efficiency very little, as shown in Fig. 5; however, 
under the concentration application, the most 
attractive commercial applications, its conversion 
efficiency drastically increase to more than 42% 
under 200X concentration. As shown in Fig. 6, for 
one-sun applications, H-passivation Si or 
regrowthing amorphous Si has a great potential to 
achieve 45%.  

CONCLUSION 

Ge/Si QD superlattice is especially for 
concentration application; and with H-passivation 
Si or regrowth to fabricate amorphous Si matrix, it 
has a potential to achieve 45% under 1-sun. 
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Fig. 1.  The quantum level and wavefunction in single Ge/Si 
QD (a) without stress and (b) with stress.  

 
Fig. 2. The miniband formations in the Ge/Si QD superlattice.  

 
Fig. 3.  The explored Ge/Si IBSC’s device structure for solar 
cell applications and the corresponding band profile.  

 
Fig. 4.  The simulated I-V profile of the Ge/Si IBSC (one-sun, 
5800 K blackbody). 

 
Fig. 5. The plot of conversion efficiency as a function of 
concentration time. The proposed structure possesses the 
improved conversion efficiency compared with the 
conventional one. 

 
Fig. 6. The conversion efficiency under one-sun as a function 
of matrix bandgap. With H-passivation treatment, amorphous 
Si bandgap would gradually increase to 2.1 eV, and thus, the 
conversion efficiency has a potential to approach 45%.  
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In the last twenty years the non-equilibrium
Green’s functions (NEGF) formalism has demon-
strated its efficiency to model quantum transport in
nanoscale devices [1]. In particular, NEGF formal-
ism has been extensively developed to treat inelastic
scattering. The description of inelastic scattering by
phonons and/or photons is based on the so-called
selfconsistent Born approximation (SCBA), which
is computationally very challenging when applied
to realistic devices. In this work we present a one-
shot current conserving approach to treat electron-
phonon scattering and apply it to the modeling
of n-type nano-transistors while avoiding the self-
consistent SCBA procedure.

Let us start with the lowest order approximation
(LOA), which within the SCBA is nothing but a
perturbative expansion to first order in the inter-
action. We consider an ideal linear chain where
electrons interact with one optical phonon mode [2].
Figure 1 shows the left (IL) and right (IR) cur-
rents calculated with the LOA for various arbitrary
electron-phonon coupling M and applied voltages
V . We note that LOA perfectly satisfies the cur-
rent conservation law. Figure 2 compares the right
spectral currents obtained with the ballistic regime,
the SCBA and LOA. While SCBA spectrum depicts
several well-resolved phonon emission peaks, the
LOA only accounts for the emission of one phonon.
For larger electron-phonon coupling M the LOA
spectral current takes negative values signaling the
failure of the LOA. Fortunately, given the ballistic
current I0 and a first-order correction ∆I , one can
build the first Padé approximant, I0/(1 − ∆I/I0),
to analytically-continue the perturbative Born series
[3]. This is the simplest current-conserving one-shot
approximation. We illustrate the application of the
LOA and LOA analytically continued (LOA-AC),
by considering electron-phonon scattering in Silicon

double-gate and nanowire transistors (Fig. 3(a-b)).
For DG-transistor, current degradations as a func-

tion of the gate voltage obtained with the three
approaches (SCBA, LOA, and LOA-AC) are shown
in Fig. 4. We note that LOA overestimates the
current degradation while its analytic continuation
faithfully reproduces the SCBA results [4].

Nanowire transistor constitutes a relevant case
since its transport properties are found to be strongly
impacted by electron-phonon interactions. Indeed,
ID − VG current characteristics of Fig. 5 show
that LOA fails in describing the phonon scattering
influence. The breakdown of the LOA is mainly
due to interactions with acoustic phonons which
induce negative values of current spectrum (Fig. 6).
Interestingly even in this case, the LOA-AC still
provides current characteristics close to those of
SCBA [5].

Therefore, we present a one-shot current conserv-
ing approach well suited to model inelastic transport
in n-type nano-transistors with highly doped leads.
This challenges the currently adopted view that
heavy self-consistent calculations are required to
preserve conservation laws.
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Fig. 1. Current conservation in the LOA calculated for an ideal
linear chain. The model is numerically shown to exactly satisfy
current conservation IL = −IR. The graph has been obtained
for different electron-phonon couplings (M ) and applied bias
voltages (0< V <0.4 V). M represents the square of the matrix
elements of the electron-phonon interaction.

Fig. 2. Current spectrum of the linear chain at the right
interface calculated in the ballistic regime (bold solid line), the
SCBA (solid line) and the LOA (dashed line). V = 0.2 V and
M = 4.10−4 eV2.

!"#$"#

Fig. 3. Schematic representation of the devices considered in
this work: a) the double-gate (DG) MOSFET and b) the nano-
wire (NW) MOSFET for which TOX=1 nm, TSi=2 nm and
LG=15 nm. Source/drain doping is ND=1020cm−3.

Fig. 4. Current degradation with respect to the ballistic result
(J0) when considering the SCBA (circles), the LOA (triangles)
and the LOA-AC (stars) for the DG-MOSFET shown in Fig.
3a).
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   Non-equilibrium Green’s function (NEGF) 

techniques are commonly applied to the 

understanding and design of novel nanoelectronic 

devices. In many situations one needs to take into 

account interactions such as the electron-

phonon/photon or electron-electron. Accounting 

for these within NEGF is theoretically and 

computationally challenging. Inexpensive 

approximations to treat interactions are thus very 

much in need. Selfconsistency is considered to be 

essential for conservation laws to be obeyed. 

According to this view it is necessary to iterate 

NEGF equations to selfconsistency, thus further 

complicating matters.      

   The purpose of this study is to provide a 

generalization and a full theoretical justification of 

our previous work at the lowest order [1-3]. We 

provide an infinite family of conserving but not 

fully selfconsistent approximations. We illustrate 

the performance of the newly developed  

approximations by considering the calculation of 

the photocurrent in a bias molecular-junction 

model. 

   In the NEGF method one accounts for 

interactions by means of a Dyson equation of the 

form 

 G=g+g[G]G,    (1) 

where [G] is a -derivable selfenergy that 

accounts for interactions and g is the 

noninteracting NEGF.  Because the selfenergy is 

itself a functional of G, Eq. (1) needs to be solved 

selfconsistently. The standard way of iterating Eq. 

(1) is based on writing it as G=[g-1-[G]]-1 leading 

to 



Gn  [g
1 [Gn1]]

1.           (2) 

Unfortunately iterating Eq. (2) leads to a sequence 

of Gn’s which are not conserving. Eq. (2) leads 

only to one conserving approximation, the fully 

self-consistent one. In strongly interacting systems 

many iterations might be needed for Eq. (2) to 

converge.  

   In this work we show how one can generate 

conserving approximations from the Born series 

for the NEGF.  In the Born series the fully 

selfconsistent G is expanded as a partial power 

series in the interaction strength parameter, M2, up 

to the desired order: 





N

n

n

nN Mggg
1

2 ,     (3) 

where the gn are M-independent coefficients.  We 

will show that gN is conserving. To estimate the 

SCBA current, I[G], we evaluate instead I[gN]=IN/0, 

which is a Born series for the current. With IN/0 we 

can calculate a Padé table of approximations, IP/Q. 

Because gN is conserving, observables calculated 

from it satisfy whatever conservation laws they 

ought to satisfy. 

   In Fig. 1 we show the photocurrent as a function 

of source-drain bias, calculated for a molecular 

junction model for various values of M. We 

compare the SCBA currents with those obtained 

from IN/0 (top panel) and the diagonal Padé 

sequence IP/P (bottom panel). For small values of 

M, Fig. 1(a), the Born series works well, 

reproducing the full SCBA result. As M increases 

the Born series breaks down (see Fig 1(b) and (c)). 

In contrast the Padé approximations IP/P,  Fig. 1(d-

f), work well or any value of M.  The 1/1 Padé 

approximate is a two-shot conserving 

approximation. 

   

We believe these techniques will lead to improved 

recipes for the nanodevice simulation accounting 

for  inelastic scattering. 
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FIG. 2: Photocurrent as a function of source-drain bias. In (a)-(c) we show a comparison between currents 

calculated from the SCBA and the Born series, IN/0 for n = 1, 3 and 5, for the values of M shown. (a) When 

interactions are weak the SCBA current is well approximated by currents calculated from the Born series for the 

NEGF. (b-c) The Born series is divergent. Outside its radius of convergence the estimates become worse and 

worse as M is increased. In (d)-(f) we compare SCBA currents with those obtained from the first three diagonal 

elements of the Padé table, IP/P, P=1,2,3.  For M small or large the Padé approximants give fairly good 

approximations for the SCBA current. In particular the two-shot approximate I1/1 is both accurate and 

computationally inexpensive. 
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Introduction Quantum transport simulations of
nanoscale devices in a full-band and atomistic ba-
sis are computationally very intensive, especially
those including electron/hole-phonon scattering in
the Non-equilibrium Green’s Function (NEGF) for-
malism [1]. To investigate realistic structures with
such an approach, it is necessary to introduce physi-
cal and numerical approximations. However, even in
these cases, the computational burden remains very
high as compared to semi-classical simulations with
the drift-diffusion model.

Here, we propose to check and validate the ap-
proximations made in dissipative quantum transport
(QT) simulations through comparisons with the
exact solution of the linearized Boltzmann Transport
Equation (LB). Although it does not allow for the
simulation of current characteristics as QT, the LB
method is particularly well-suited to compute low-
field mobilities in bulk and nanostructures. Using
the same electron/hole tight-binding parametrization
and phonon bandstructure model in the QT and
LB approaches, we calculate the electron and hole
mobility in bulk Si and ultrascaled Si nanowires as
shown in Fig. 1. A careful analysis of the results
shows that the QT simplifications work well for
electrons, but are less accurate for holes.

Method In the quantum transport case, low-
field mobilities are calculated within the NEGF
formalism [2] using the dR/dL method [3]. The
linearized Boltzmann Transport Equation is solved
exactly in the stationary regime [4] to obtain ref-
erence mobility values. All the simulations use the
same nearest-neighbor sp3d5s∗ tight-binding model
to describe the electron and hole properties in Si [5]
and the same valence-force-field (VFF) method for
phonons [6]. The electron/hole-phonon interactions
are derived from the first order Taylor-expansion of
the tight-binding Hamiltonian (∇Hln) around the
equilibrium lattice positions Rl and Rn. The strain
parametrization has therefore a strong influence on
the electron-phonon coupling strength.

As depicted in Fig. 2, the NEGF formalism
accounts for electron-phonon interactions through
scattering self-energies Σ

<>
nn (E) while the LB

approach relies on transition matrix elements
S(b, kx; b

′

, k
′

x) based on Fermi’s Golden Rule . For
computational reasons, the scattering self energies
are assumed diagonal and use a simplified form fac-
tor Ṽ. With LB, all the scattering elements can be
taken into account (LB FULL) or only the diagonal
ones (LB APPROX), as in the NEGF calculations.

Results As a first step, we compare the bulk
mobility of Si computed with NEGF and LB to
experimental data. The goal is not only to determine
whether the two approaches agree, but also how

close they are to reality. Once that confidence in the
models is obtained, nanowires can be considered.
Note that the calculation of bulk mobilities requires
the coupling of transverse momentum, which is not
shown in Fig. 2, but performed anyway. Two dif-
ferent strain models are investigated, labeled old [7]
and new [8]. Mobility results are reported in Fig. 3.
For electrons, a good agreement between the NEGF
and LB approach (both FULL and APPROX) can
be observed, especially with the new strain model
where the values are close to the experimental data.
For holes, LB reproduces the experimental values
reasonably well, but NEGF greatly overestimates
them. This discrepancy needs further investigations.

We now consider free-standing silicon nanowires
with different diameters and crystal orientations
as schematized in Fig. 1. The QT mobilities are
obtained by simulating three different nanowire
lengths (20, 30, and 40 nm) at a low applied
voltage ΔV =10−4 V and low doping concentrations
NA, ND=1016 cm−3. Based on the resulting channel
resistance, the dR/dL method is applied. In the
LB calculations, the Fermi level matches the QT
one. In Fig. 4 and 5 the electron mobilities for
two crystal orientations and different diameters are
plotted. A good agreement between QT, LB FULL,
and LB APPROX is achieved. Figure 6 shows the
hole mobility in 〈110〉-oriented Si nanowires with
different diameters. The QT mobilities still agree
well with LB APPROX, where only the diagonal
elements of the scattering matrix are taken into
account, but they are too large as compared to
LB FULL. This indicates an underestimation of the
hole-phonon coupling strength with diagonal self-
energies only.

Conclusion A NEGF quantum transport simula-
tor and the linearized Boltzmann Transport Equa-
tion have been compared by means of the cal-
culation of low-field mobilities in Si bulk and
nanowires. A good agreement between the NEGF
and LB results is demonstrated where we apply the
same diagonal approximation, validating the simpli-
fication made to the electron/hole-phonon form fac-
tor. There are still discrepancies to address between
NEGF and LB FULL. Once they are solved, the LB
approach could be used to efficiently parametrize
the electron/hole-phonon coupling strength of the
NEGF formalism so that experimental mobility val-
ues can be reproduced for materials other than Si.
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Fig. 1. (a) Schematic view of the nanowire structures simulated in this work. The diameter and length vary between 2.0 and 3.5
nm and 20 and 40 nm, respectively. Three different cross sections are considered (b) 〈100〉, (c) 〈110〉 and (d) 〈111〉.
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Fig. 2. Comparison of the electron/hole-phonon equations in the NEGF and Linear Boltzmann approaches for nanowires. The
indices i, j refer to spatial coordinates {x, y, z}, n, l to the atomic positions while b/λ indicates the electron/phonon mode. The
variables kx/qx represent the electron/phonon wavevector, Qx a primitive phonon wavevector, E/�ω the electron/phonon energy,
nph the equilibrium phonon distribution (Bose-Einstein), G is the electron Green’s Function and c the electron eigenvectors
resulting from the tight-binding Hamilton matrix H. The term ∇H describes the derivative of the tight-binding Hamilton matrix,
V is the electron/hole-phonon scattering form factor, and eV its approximated value in the NEGF calculations [2]. In LB, the
squared absolute value allows for either taking all the scattering elements (n1n2 → n1l1l2n2, LB FULL) into account or applying
the same diagonal approximation (nn → nlln, LB APPROX) as in the NEGF formalism.
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INTRODUCTION

The thermal properties of Si nanowires (NWs)
are of high interest for a variety of applications
such as thermal management and thermoelectricity.
Most simulation studies to date use the Si bulk
dispersion within a confined geometry. The phonon
dispersion in ultra-narrow 1D NWs, however, is
different from the bulk dispersion, and can lead
to different thermal properties. In this work, we
study the thermal conductivity (κl) of ultra-narrow
silicon NWs using the full-band confined phonon
dispersion and Boltzmann transport theory.

COMPUTATIONAL METHOD

We calculate the phonon dispersion using the
modified valence force field method which cap-
tures the phonon details in the entire Si Brillouin
Zone [1]. The lattice thermal conductivity is calcu-
lated using the BTE for phonons as [2]:

κl =
∑
α,q

h̄2ωα(q)
2

k2BT

e(h̄ωα(q)/kBT )

[e(h̄ωα(q)/kBT )
− 1]2

τα(q)vα(q)
2

where vα(q) is the group velocity of a phonon
with wavevector q in subbandα. For the cal-
culation of the relaxation times, we follow the
bulk formalism for Umklapp scattering,τ−1

U =
Bωα(q)

2T exp(−C/T ) [3]. For boundary scattering
we use τ−1

B = (1 − p)/(1 + p)vα(q)/D, where
D is NW diameter andp is specularity parameter
given byp(q) = exp(−4q2∆2

rms) [3] where∆rms =
0.3 nm. NWs have a finite phonon density of
states (DOS) at low frequencies, in contrast to bulk.
Therefore, the bulk scattering model for Umklapp
scattering causes divergence inκl. To remove the
singularity, as proposed by Mingo [4], an additional
second order 3-phonon scattering rate can be intro-
duced asτ−1

U2 = AT 2. Finally, the overall relaxation
rate is computed using Mathiensens rule.

RESULTS AND DISCUSSION

Figure 1 shows the Umklapp scattering-limited
κl for NWs in the <100>, <110>, and <111>
orientations, vs.D. To obtain this, we useA =
15000 1/sK2, which provides good agreement with
molecular dynamics (MD) results [5]. Our results
also show good agreement with results from MD
[5] and NEGF simulations [6] in a large temperature
range (especially above200 K), as shown in Fig. 2
and 3. In ultra-narrow NWs, however, the most
important scattering mechanism is boundary scatter-
ing [5]. Its effect as a function ofp at T = 200 and
300 K is shown in Fig. 4. Here, we use a constant
p for all q-points. The conductivity increases asp
increases (specular boundaries) as expected. The
solid symbols showκl when we consider aq-
dependentp. The empty symbols with errorbars are
MD results from [5]. Interestingly, the effectivep
is ∼ 0.8, indicating that the overall scattering is
almost specular, even for such narrow NWs (D=
2 nm), in contrast to what normally assumed for
nanostructures. The low-qphonons have highp and
undergo mostly specular scattering on the surfaces.
This low scattering rate at low frequencies, the high
group velocity of acoustic branches, as well as the
non-zeroDOS at low frequency, result in a major
κl contribution of the low frequency phonons (inset
of Fig. 5). The cumulativeκl vs. mean-free-path
(MFP) is shown in Fig. 5. For Umklapp-limited
scattering (blue), the heat is carried by phonons with
MFPs from a few nanometers to a few microns.
In the presence of boundary scattering, however,
almost50% of the heat is carried by phonons with
MFPs of a few nanometers. The contribution of
phonons withλ>3 µm is not affected by boundary
scattering because these are low frequency phonons,
that undergo mostly specular boundary scattering.
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1. Introduction
Silicon nanowires (Si NWs) have been attracting a lot
of interests as thermoelectric (TE) materials, which di-
rectly convert temperature gradients to electric fields
and vice versa. The conversion efficiency is measured
by the figure of merit, ZT . Si NWs have shown a rela-
tively high ZT of about 0.5 at room temperature [1, 2].
Practical TE applications, however, require a higher
ZT of at least unity. One way to improve ZT is im-
purity doping. Impurities behave as scattering sources
for phonons and reduce the phonon thermal conductiv-
ity κp [3]. This reduction leads to an improvement in
ZT , because ZT ∝ (κp + κe)−1, where κe is the electron
thermal conductivity. Recently, Lee and Hwang have
closely examined κp in doped bulk Si using molecular
dynamics simulations and confirmed its reduction due
to doping [4]. They have also revealed that, in bulk
Si doped with B or As, the doping-induced disorder of
spatial distribution of atomic mass has a much larger
contribution to the reduction in κp than the change
of interatomic potential shape and the lattice strain.
However, the mechanism through which the three phe-
nomena directly caused by doping decrease κp has not
yet been made clear. In this work, we study the dop-
ing impact on phonon thermal transport in Si NWs,
especially the impact of impurity mass.
2. Dispersion Relations
We considered [001]-oriented 28Si NWs with the unit
cell shown in Fig. 1(a), and calculated the phonon dis-
persion relations in the NWs using the lattice dynam-
ics method [5]. Figure 2 shows the results obtained for
a pure and an 75As-doped 28Si NW. In our study, doped
NWs differ from undoped ones only in the mass of the
atoms substituted by impurity atoms. We assumed im-
purities not to change the interatomic potential shape
and not to cause the lattice strain.
3. Ballistic Thermal Conductance
Phonon thermal conductance is given by

K=
∑

n

∫ az/π

−az/π
ℏωn3n(qz)

∂ f (ωn)
∂T

Tn(qz)H(3n(qz))
dqz

2π
, (1)

where qz is the phonon wavevector along the z-axis,
ωn the frequency in the nth dispersion branch, 3n the
group velocity, f the Bose–Einstein distribution, Tn

the transmission, and H the Heaviside function [6].
Figure 3 shows K in the ballistic limit (Tn(qz) → 1),
Kbal, in 28Si NWs randomly doped with 11B, 27Al, 31P,
or 75As [see Fig. 1(c)]. Regardless of dopant type, dop-
ing decreases Kbal. As can be seen in Fig. 2, on the
whole, phonons in the 75As-doped NW have a smaller
ωn than those in the undoped NW. This is attributed
to the tendency, ωn ∝ ⟨m⟩−1/2, where ⟨m⟩ is the aver-
age atomic mass. If a dispersion relation scales down
(up) in terms of ωn, its constituent branches become
flat (steep). Note also that some degenerate modes
are split in the doped NW. This is because impurities
break the orderliness of atomic mass distribution. The
mode splitting (MS) flattens dispersion branches more
strongly than the change of ⟨m⟩, as shown in Fig. 4.
The figure shows the change of 3n in 75As-doped 28Si
NWs as a function of the doping concentration. The
flattening of dispersion branches means a reduction in
3n, which decreases Kbal through (1).

The MS effect on Kbal in a 28Si NW with a unit cell
having one impurity atom at the center [see Fig. 1(d)]
is shown in Fig. 5 as a function of the impurity mass.
Regardless of whether the impurity atom is heav-
ier or lighter than 28Si, the MS effect increases with
increasing mass difference between the two atoms.
The MS effect is generally evaluated as the mass-
difference scattering rate [3], which is proportional to
Γ =
∑

i ni(1 − mi/⟨m⟩)2. Here, ni and mi are the rela-
tive concentration and the mass of ith nuclide, respec-
tively. Figure 6 shows the MS effect as a function of
Γ. In terms of the scattering rate, even though NWs
are doped with various impurities at various concen-
trations, if they have the same Γ, they are expected
to experience the same MS effect. However, the MS
effect in NWs heavily doped with impurities having a
small mass difference is larger than that in NWs lightly
doped with impurities having a large mass difference.
4. Conclusions
The impact of impurity mass on phonon thermal trans-
port in doped Si NWs was studied in detail with atom-
istically calculated dispersion relations. The mass dis-
order induced by impurities reduces the phonon group
velocity and thereby thermal transport properties.
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Fig. 1. (a) Side view of a unit cell of the Si NWs considered in this work.
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Also, it contains 410 atoms. (b)–(d) Top views of cross sections of the NWs
without and with impurities, which are shown by the dark red atoms.
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INTRODUCTION 

Capacitorless 1T-DRAM has been developed to 
overcome the scaling limitations of conventional 1 
transistor 1 capacitor DRAM cells [1]. Previously, 
we proposed the Field Effect Diode (FED) type 
vertical 1T-DRAM with negative hold Bit Line 
(BL) voltage scheme for excellent hold 
characteristics and low voltage operation [2]. In 
this paper, the excellent thermal characteristics of 
our proposed 1T-DRAM compared to the 
conventional vertical channel 1T-DRAM using 
Single Transistor Latch (STL) [3] are analyzed in 
detailed through Sentaurus 3-D device simulator 
[4] including the Self-Heating Effect (SHE). 

MEMORY CELL STRUCTURE AND  

OPERATION VOLTAGES 

Figure 1 (a) and (b) show the schematics of the 
conventional STL type vertical 1T-DRAM and the 
FED type vertical 1T-DRAM. The STL type is 
based on the vertical double gate MOSFET. On 
the other hand, the FED type is based on the 
vertical cylindrically p-i-n diode with surrounding 
gate. Both the STL type and the FED type, an ideal 
cell size of 4F2 can be achieved due to vertical 
structure. Simulated memory cell design 
parameters and memory cell operation voltages are 
shown in Table I and II. Because the highest BL 
voltage (VBL) is applied in the whole memory 
operation, the transient thermal characteristics of 
write “1” operation are focused in this study. 

EVALUATION OF SELF-HEATING EFFECT IN  
THE STL TYPE AND THE FED TYPE 1T-DRAM 

Write “1” operation of the STL type and the 
FED type 1T-DRAM are shown in Fig. 2 and Fig. 
3. In the STL type, maximum lattice temperature 
in the memory cell increased 143K and reaches the 
value of 443K at 45nsec as BL current (IBL) is 

increased. Moreover, as maximum lattice 
temperature is increased, IBL is also increased. This 
feedback effect is due to the intrinsic bipolar effect. 
On the other hand, the FED type shows the 
excellent thermal characteristics. After VBL is 
applied to -1.1V, |IBL| increases sharply while the 
STL type increases gradually. In the FED type, 
peak value of the maximum lattice temperature is 
only 301.2K at 46nsec with 1.2K rise of 
temperature. Figure 4 (a) and (b) show the hole 
distribution along the channel direction of the STL 
type and the FED type. Hole can be stored under 
the G1 within 60nsec access time. Lattice 
temperature distributions in the memory cell after 
write “1” operation (time=60nsec) are shown in 
Fig. 5. In the STL type, maximum lattice 
temperature is reached 352K while the FED type is 
reached 300.3K. From all, it is shown that the FED 
type shows excellent thermal characteristics and 
can nearly avoid SHE. 

CONCLUSION 

Excellent thermal characteristics of the FED 
type 1T-DRAM are presented for the first time by 
comparing to the conventional STL type 1T-
DRAM. Vertical channel type FED 1T-DRAM has 
the potential to extend scaling limitations. 
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Fig. 4. Distribution of hole density along the channel direction. 
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Table I. Memory cell design parameters. 
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Table II. Memory cell operation voltages. 
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We have used simulations verified by extensive 

experimental data to understand the (coupled) elec-
trical and thermal behavior of graphene transistors 
and interconnects. Using infrared thermal imaging 
[1] we uncovered that graphene transistors (GFETs) 
heat up non-uniformly during high-field operation, 
due to varying carrier density and E-field along the 
channel. A hot spot forms at the location of maxi-
mum field (minimum carrier density), and its posi-
tion depends on the applied voltages (Fig. 1) [1]. 

In addition, using scanning Joule expansion mi-
croscopy (SJEM) [2] we have uncovered that ther-
moelectric effects become important at graphene-
metal contacts. For instance, approximately one-third 
of the temperature rise at graphene contacts is con-
trolled by Peltier effects and about two-thirds by 
Joule effects, but this proportion will shift in favor of 
the Peltier effect as graphene contact resistance is 
improved in future technologies [2]. 

SELF-CONSISTENT DEVICE MODELLING 

We have developed self-consistent GFET simula-
tions coupling the drift-diffusion equations, Poisson 
equation, heat diffusion equation, and thermoelectric 
contact effects [1-5]. These models can simultane-
ously fit (and extract) graphene mobility, contact 
resistance, Seebeck effect, thermal conductivity, and 
thermal conductance to the substrate. The models are 
best applied in devices larger than the electron and 
phonon mean free paths in graphene (20-100 nm), 
where most experimental data are available. 

We have recently extended this work to under-
stand current saturation in sub-micron GFETs on 
SiO2/Si substrates (Figs. 2-3). We uncovered that 
strong self-heating limits the maximum current to ~1 
mA/μm, but self-heating also “helps” achieve better 
current saturation and lower output conductance (go 
= ∂I/∂Vds) which is important for amplifier gain [3]. 
Interestingly, devices shorter than about 0.5 μm 
benefit from heat sinking at the contacts, which si-
multaneously reduces their current saturation [3]. 

GRAIN BOUNDARIES & SUSPENDED GRAPHENE  

We have also used non-equilibrium Green’s func-
tions (NEGF) to investigate heat flow at grain bounda-
ries (GBs) in graphene grown by chemical vapour 

deposition (CVD). We found that “not all defects are 
created equal”, in other words that line defects scatter 
phonons more strongly than GBs (Fig. 4) [4]. 

Most recently, we have succeeded in suspending 
graphene devices to examine the extreme case of cou-
pled electro-thermal behaviour at high field [5] (Figs. 5-
6). We uncovered the intrinsic drift velocity saturation 
in graphene, as well as the thermal conductivity k scal-
ing up to ~2000 K (Fig. 6). Interestingly, graphene k 
decreases as ~T -1.7 while graphite k as ~T -1.1 at high 
temperature, likely due to a stronger second-order three-
phonon scattering which must be further investigated. 

CONCLUSION 

Graphene devices present an interesting set of chal-
lenges, due to their high in-plane mobility and thermal 
conductivity, but poor thermal coupling to the environ-
ment [6]. Our simulations coupled with experiments 
have shed physical insight into such coupled behaviour, 
particularly at high-fields typical of modern devices. 
Challenges remain in understanding, e.g., the behaviour 
of GFETs on “well-matched” substrates such as BN, 
and on highly insulating substrates such as plastics. 
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Fig. 1. Infrared (IR) thermal imaging of graphene field-effect 
transistor (GFET) during operation, from [1]. The figure is a 
sequence of IR images taken at varying VGS as labeled, and 
VDS = 12 V. A hot spot forms at the location of highest field, 
and “moves” along the channel as the voltages are varied [1]. 

 
Fig. 2. (a) Simulated GFET (L=1 μm). (b) Effect of self-
heating on current saturation, (c) on carrier densities, (d) on 
temperature rise along the channel [3]. 

 
Fig. 3. Simulated thermal transient of a GFET (see Fig 2), (a) 
without and (b) with a capping layer. (c) Thermal time con-
stants of a GFET are in the range 30-300 ns, much slower 
than electrical switching time constants [3]. 

 
Fig. 4. (a) Schematic of grain boundary (GB) and (b) line 
defect (LD) in graphene. (c) Computed thermal conductivity 
of graphene with GBs and LDs, as a function of grain size (or 
average distance between defects) ℓG [4]. 

 
Fig. 5. (a-b) Schematic and experimental suspended graphene, 
the extreme case of electrical and thermal coupled transport at 
high field. (c) Experimental data across 15 suspended devices 
(red: exfoliated, blue: CVD-grown graphene). (d) Simulation 
of suspended devices explaining the different types of behav-
ior seen at high-field [5].  

 
Fig. 6. Summary of intrinsic high-field properties of suspend-
ed graphene across 15 samples: (a) saturation velocity, (b) 
thermal conductivity at 1000 K, (c) thermal conductivity k 
scaling at high temperature, and comparison to previous data 
and to graphite [6]. Graphene k appears to drop more steeply 
at high T than graphite. See ref. [5] for in-depth discussion. 
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INTRODUCTION 

Armchair graphene nanoribbons (AGNR) hold 
great promise in nano-electronics because of the 
capability of opening a semiconducting gap in 
narrow ribbons[1]. However the effective use of 
AGNR in devices may be limited by structural and 
chemical modifications from a variety of sources 
including the support material, edge effects, width 
variability, doping and defects which all change 
the trends in the bandgap scaling. In this work we 
use density functional theory (DFT)[2] simulations 
to investigate how structural and chemical 
variability in AGNRs influence electron transport 
through changes in the band-structure and phonon 
modes as a function of the type of edge 
functionalization (H-,H2-,O-, and OH-) and 
support material (h-BN, SiO2, and HfO2). 

EDGE FUNCTIONALIZATION AND SUPPORT 
MATERIALS  

Theoretical calculations predict that the band gap 
of hydrogen-terminated ribbons of width less than 
~15nm is sensitive to the number of atomic 
layers[3].  The oscillatory dependence of the gap 
on the number of atomic layers along the ribbon 
width is attributed to the aromaticity of the 
graphene: This can be understood through the 
spatial distribution of the Clar-resonance structures 
(Clar sextets[4]) that become more localized 
because of the formation of the edge states, as 
illustrated in Fig. 1.  Chemical functionalization of 
the edges, defects at the edges and in the bulk of 
the ribbon modify the aromaticity of the ribbons, 
and therefore the bandstructure.  For AGNRs 
terminated by single hydrogen atoms the band gap 
oscillates as a function of the number of carbon 
atoms along the ribbon width, N, as: Eg(3N+1) 
>Eg(3N) > Eg(3N+2), as shown in Fig. 2a.  Ab 
initio thermodynamic calculation[5] can be used in 
conjunction with the DFT simulations to look at 
the stability of different functional groups on the 

edges as a function of temperature and partial 
pressure of surrounding gases.  Figure 3 shows a 
plot the surface free energy as a function of 
hydrogen chemical potential.  As can be seen, 
terminating the edge carbon atoms with two 
hydrogen atoms is more thermodynamically stable 
except at extremely low hydrogen partial 
pressures.  The trend in the band gap scaling 
changes for ribbons terminated by double 
hydrogen atoms as: 
Eg(3N)>Eg(3N+2)>Eg(3N+1), as shown in Fig. 
2b. Under actual environmental conditions a 
combination of single- and double-hydrogen 
terminations will exist making it difficult to see 
this scaling trend experimentally, consistent with 
what has been observed.  An analysis of ribbons 
with various terminations, including oxygen 
atoms, hydroxyls, and various concentrations of 
single- and double-hydrogen atoms will be 
presented.   In addition, the low field mobility 
and ballistic conductance in AGNRs with various 
surface terminations will be calculated using the 
Empirical Pseudopotential Method (EP)[6], 
benchmarked to the DFT results.  

The substrate material used to support 
graphene-based devices can affect electronic 
transport significantly, often degrading the 
mobility[5].  In this work we consider three 
different substrates: h-BN, SiO2 and HfO2. 
Graphene supported by h-BN and SiO2 (modeled 
as (001) α-quartz) is shown in Fig 4.  
Investigations of the coupling between the 
graphene or AGNR flexural modes and the polar 
modes of the substrates and its effect on the carrier 
mobility will be discussed. 
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Fig. 1.  Band gap of a) H-terminated and b) H2-terminated 
edges of AGNR as a function of the number of atoms along 
the ribbon width. 

  

Fig. 2.  Edge free energy of AGNR terminated with a single 
hydrogen atom (red line) and a double hydrogen atom (blue 
line) as a function of hydrogen chemical potential.  The 
structure with the lower free energy is the most stable.  The 
partial pressures of hydrogen for various temperatures are 
given on the top axis. 

 

 

 
Fig. 3.  Graphene supported by a) h-BN and b) α-quartz. 
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Graphene is a two-dimensional material which
has attracted the attention of many scientists over
the past few years. To use graphene for electronic
applications it should be placed on a substrate. The
surface of any substrate has always a degree of
corrugation. Substrate surface corrugation affects
the surface morphology which in turn modulates
the electronic properties of devices placed on such
substrates. In this work the role of surface corru-
gation parameters on the electronic properties of
armchair graphene nanoribbons (AGNRs) is stud-
ied, employing the non-equilibrium green’s function
formalism along with a tight-binding description of
the electronic bandstructure. The mean free path
as functions of the geometrical and corrugation
parameters is extracted and discussed.

Surface corrugation affects the bonding lengths
between carbon atoms which in turn modulates
the hopping parameters [1]. Pereira and co-workers
used a rate of decay dtij/dl = −6.4eV/Å and
proposed an exponential dependence of the hopping
parameter on the bonding length [2, 3]:

tij(l) = t0 exp [−3.37 (l/acc − 1)] (1)

acc = 0.142nm is the bonding length at equilibrium
and l is the bonding length in the presence of strain
or corrugation. The small bending of pz-orbitals due
to corrugation has only a weak effect. It has been
shown that the effect of the hopping parameter mod-
ulation due to bonding length variation dominates
that of orbital bending [4].

Surface corrugation of the substrate is a statistical
phenomenon which can be modeled by a Gaussian
auto-correlation function (ACF) [5, 6]:

R(x, y) = δh2 exp

(
−

x 2

Lx
2
−

y2

Ly
2

)
. (2)

Fig. 1. 3D sketch of a corrugated AGNR.
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Fig. 2. The average transmission probability as a function of
energy at various corrugation amplitudes. W = 2.5nm, L =

100nm, and Lx, Ly = 25nm.

Lx and Ly are the correlation lengths along the x
and y-direction, respectively, and δh represents the
root mean square of height fluctuations. To gener-
ate surface corrugation in the spatial domain (see
Fig. 1) the ACF is Fourier transformed to obtain the
spectral function. A random phase is applied and the
achieved function is inverse Fourier transformed [7].
Using this method many devices are created for a
given set of geometrical and corrugation parameters.
Each sample is simulated separately followed by
taking the ensemble average of the results.

The average transmission probability as a func-
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tion of energy for different δh is shown in Fig. 2.
As corrugation amplitude increases the transmission
probability decreases due to an increased carrier
scattering rate. On the other hand, the average trans-
mission probability increases with the corrugation
correlation length, see Fig. 3. A larger correlation
length implies a smoother height variation which
results in smaller bonding length modulation.

To quantify the role of surface corrugation on the
electronic properties of AGNRs the mean free path
(MFP) as function of the corrugation parameters can
be investigated. In the diffusive transport regime the
transmission is inversely proportional to the channel
length:

T (E) = Nch(E)/(1 + L/λ(E)) , (3)

where λ(E) represents the MFP of carriers. To
extract the MFPs at each energy a curve based
on Eq. (3) is fitted to the average transmission
probability as a function of the channel length
(Fig. 4) and the respective MFP at that particular
energy is numerically extracted (Fig. 5). The MFP
as a function of energy for δh = 150pm is shown
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Fig. 5. The mean free path as a function of energy. W =

2.5nm, Lx, Ly = 15nm, δh = 150nm.
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Fig. 6. The dependency of the MFP on the corrugation
amplitude. The inset indicates that the MFP scales as λ ∝

δh−4. Lx = Ly = 15nm, W = 5nm.

in Fig. 6. The results indicate that the MFP scales
as λ ∝ δh−4 with the corrugation amplitude.

Depending on the material type and cleaning
process, typical values the corrugation amplitude are
168 − 360pm, 75pm, and 24pm for SiO2, Boron-
Nitride, and Mica, respectively [6, 8]. Although
smooth surfaces of Boron-Nitride and Mica sub-
strates are better suited for graphene based de-
vices, SiO2 is more widely used in microelectronics.
Therefore, the analysis of graphene based devices
on SiO2 substrates requires a careful study of the
role of substrate corrugation on the electronic trans-
port.
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Introduction 

Graphene is studied widely for its potential 

applications of nanoscale electronic/photonic/ 

spintronic devices [1]. All the superior properties 

of graphene encourage us to downscale graphene 

devices. Unnecessarily, edge irregularities/defects 

are created in the geometrically constricted regions 

during electron/ion beam exposure in the device 

fabrication process. These defects strongly affect 

the electronic properties of the device and 

consequently its transport characteristics are also 

affected.  

Model and Calculation method 

The GNR channel sandwiched between semi-

infinite graphene electrodes (shown in Fig. 1) was 

used for the quantum transport calculations. The 

electronic states were calculated by using the 

density functional theory (DFT). The quantum 

transport was calculated by using the non-

equilibrium Green’s function (NEGF) method 

which is implemented in the OpenMX package [2]. 

The edges of the GNR and the horizontal edges of 

the electrodes are terminated by hydrogen atoms.  

Results and Discussion 

At first one single vacancy  defect is created in 

the GNR channel as shown in Fig. 2. This 

structure was geometrically optimized to realize 

the stable structure. After the geometrical 

optimization, the defect region is rearranged to the 

structure shown in Fig. 3. Carbon atoms in the 

defected region self-organized to form dangling 

bond-less structure, which is inherent property of 

the graphene.   

 

To study the electronics and transmission 

properties of the geometrically optimized single 

vacancy defect channel, Density of States (DOS) 

calculation and transmission analysis was done. 

Fig. 4 and Fig. 5 show the DOS and the 

transmission spectrum of the GNR device with 

geometrically optimized channel, respectively. 

From the DOS plot inception of mid-gap states 

near the fermi-energy level can be clearly noticed. 

By comparing the DOS and transmission spectrum 

plots, it can be clearly understood that mid-gap 

states are not contributing to transmission of 

electrons across the electrodes. Moreover, the 

values of transmission coefficients are lower 

compared to the pristine GNR channel at a given 

energy (Fig. 6). This is due to scattering 

introduced by edge irregularities. Even though 

there is no dangling bond present in the channel, 

the self-assembled defect region leads to scattering 

of the electrons. This indicates that edge 

irregularities play a very important role in the 

carrier transport. 

To study the impact of increase in the number 

of defects at the edge, we have simulated one, two, 

and three defects channel. Its transmission spectra 

are given in Fig. 6. From this result, we can clearly 

see the increase in the scattering with the increase 

in the defects. On the positive side, the widening 

of the transport bandgap can be clearly notice from 

this result. This helps us to realize wider bandgap 

in the Graphene. In the conference, results of 

zigzag GNR will also be presented.  
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Fig. 1.  Structure of the GNR channel sandwiched between 

semi-infinite graphene left and right electrodes (yellow 

coloured atoms). 

 

 

Fig. 2.  GNR channel with single edge defect. The yellow 

bonds indicate the region of defect.  

 

 

Fig. 3. Rearranged Single edge defect of the GNR channel 

after the geometrical optimization of the channel region. 

 

 

 

Fig. 4.  Density of states of the geometrically optimized single 

edge defected GNR channel. 

 

Fig. 5.  Transmission spectrum of the geometrically optimized 

single edge defected GNR channel. 

 

Fig. 6.  Transmission spectra of the pristine GNR, and the 

GNR device with one, two, and three edge defects. 
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ABSTRACT 

Due to extraordinary properties graphene is 
expected to become a material of choice for future 
applications in electronics. However, it has been 
shown that the interface with metal leads, the 
indispensable part of any graphene-based device, 
plays a crucial role in the transport of charges in 
the whole nanostructure [1-7]. Under-standing the 
phenomena induced by these interfaces may have 
therefore many technological implications. To 
tackle this problem from the theoretical point of 
view, it is mandatory to clarify two issues: (i) the 
electronic structure of graphene-metal (G-M) 
complexes at their interfaces, and (ii) the transfer 
of charges between metal leads and graphene. 

To investigate the issue (i), we have used a first-
principles approach for five typical G-M 
complexes, namely G-Cu, G-Au, G-Pt, G-Pd and 
G-Ti, i.e., for both noble and transition metals. We 
have used the VASP4.6 package which is based on 
the projector augmented-wave pseudo-potentials 
within the general gradient approximation. The 
resulting electronic structures are shown in Fig. 1. 
The results show the different effects of metals on 
the electronic structure of graphene. Metals as Cu 
and Au just cause slight changes in the electronic 
structure of graphene and preserve the Dirac cones 
at the K points. In contrast, in the case of d-bands 
metal as Pt, Pd and Ti, the graphene electronic 
structure shares many features with the metal and 
around the Fermi level we no longer see the 
typical form of the π-bands of graphene. These 
results are consistent with the available data 
obtained by different research groups [8-10]. 

Regarding the transport issue (ii), the ab initio 
approach may still be used to explore the transfer 
characteristics of the G-M interfaces by calculating 
physical quantities as the conductivity and/or the 
contact resistivity. However, we have considered a 
simplified description of sp-bands and d-bands 

fitted on first principles-ones, which allows us to 
study separately the contribution of these bands to 
the charge transfer through the G-M interface at 
low computational cost. Our approach, though 
simple, gives a clear picture of the charge transfer. 

We have estimated the intrinsic values of the G-
M contact resistivity by exploring the transport in 
M-G-M structures. Fig. 2 shows the three typical 
forms of the I-V curves for the five structures. We 
observe either a negative differential conductance 
(NDC) for Cu and Au, a positive differential 
conductance (PDC) for Pt and Pd, or a linear 
behavior for Ti. Combining these results with the 
analysis of the band structures leads us to conclude 
that in the former case (Cu, Au), the Fermi level is 
far from the d-band edge, the transport is governed 
by s electrons, which induces an NDC behavior. In 
contrast, for the G-Ti complex, the Fermi level 
stays in the middle of the dense d-band and the 
linear I-V form is understood as that of the regime 
of wideband limit. Finally, the PDC behavior of 
the Pt-G-Pt and Pd-G-Pd complexes is attributed 
to the fact that both the s- and d-electrons 
contribute to the current but not simultaneously. 
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Fig.1. Electronic structure of graphene and of five G-M complexes, i.e. G-Cu, G-Au, G-Pt, G-Pd and G-Ti. The square 
black symbols guide the eyes to the typical π-bands of graphene formed by the hybridization of carbon pz-orbitals. 

 

 
 
 
 
 
 
 
 
 
 

 
Fig.2. Current-voltage characterisitics of five typical M-G-M 
structures. 
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INTRODUCTION 

Scaling of MOSFET physical dimensions has 

enabled exponential growth of the total transistor 

number in a single chip.  Today heat dissipation 

issues prevent any performance increases through 

clock frequency increases, since the supply voltage 

cannot be lowered. These fundamental power 

consumption issues have spurred the exploration 

of alternative switching mechanisms[1]. 

The Piezoelectronic Transistor (PET) has been 

proposed as a post-CMOS device for fast, low 

power switching[2, 3].  In this device the 

piezoresistive channel is filled with carriers 

through pressure induced via the expansion of a 

piezoelectric element.  The mixed-valence 

compound SmSe is a good choice of PET channel 

material because of its pressure-induced Metal 

Insulator Transition (MIT).  Performance 

prediction and optimization of a realistic, nano-

scaled PET based on SmSe requires the 

understanding of quantum confinement, tunneling, 

and metal interface effects. To achieve this, a 

computationally efficient empirical tight binding 

(ETB) model is necessary.  In this work, TB 

parameters are developed for SmSe and used in 

quantum transport simulations to explore the 

atomistic nature of material properties and the 

scaling limit of PET channel lengths. 

METHODS 

Our parameterization of ETB features a basis 

transformation from DFT e.g. plane wave 

representation to an orthogonal TB basis i.e. 

Löwdin orbitals[4] and subsequent refinement by 

numerical optimization. First principle calculations 

within generalized gradient approximation with 

spin-orbit coupling and Hubbard-like, localized 

potential (GGA+SO+U) are performed with ELK 

[5].  Wavefunctions and bandstructure at the 

minimum-energy lattice constant are obtained.  

The DFT Hamiltonian is then constructed and 

transformed to the TB Hamiltonian[6].  Values of 

onsite energy and two center integrals for the TB 

basis are extracted following Slater and Koster 

notations[4].  Parameters are then refined with the 

simplex algorithm.  Effects of strain are accounted 

for by additional parameters representing bond 

bending and stretching[7].  DFT bandstructures 

under hydrostatic strain are used as fitting targets.  

NEGF is employed to study the ballistic transport 

in SmSe with NEMO5 [8].  Currents are evaluated 

for different strains in a 6nm SmSe channel. 

DISCUSSION 

The TB model is determined based on the 

analysis of a decomposition of DFT DOS into 

atom species and orbitals (Fig.1a-c).  The TB 

model with second nearest neighbor coupling is 

implemented with spdfs
*
 orbitals. Spin-orbit (SO) 

coupling for p,d and f orbitals are included for 

both atoms.  The 4f band splitting, which is 

included in DFT as Hubbard-type U has been 

considered in our model through 4f SO coupling.  

In the energy range relevant to transport, the band 

dispersion is accurately reproduced as shown in 

Fig.1d.  Detailed analysis shows that conduction 

band minimum energy and dispersion at the band 

minimum are mainly affected by second nearest 

neighbor Sm-Sm coupling of d-orbitals. 

The MIT in SmSe is believed to originate from 

the bandgap reduction under pressure.  Fig.2a 

shows the extracted indirect bandgap for SmSe 

under hydrostatic strain and uniaxial strain along 
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the (100) direction.  Although the TB parameters 

are fitted to bandstructure under hydrostatic strain, 

the good match obtained for uniaxial strain 

without modification of the parameters confirms 

good transferability of the TB parameters. 

Figure 3a demonstrates the simulation domain 

in form of a thin film.  The equilibrium Fermi 

level position is determined self-consistently 

(Fig.3a) and a 0.05V bias is applied in the drain 

contact.  A ballistic current calculation shows that 

modulation of the resistance by 3 orders of 

magnitude is achieved by hydrostatic strain of 3% 

(Fig.3d). In the Hubbard model the f-electrons are 

supposed to be highly localized[9].  However, both 

DFT and TB bandstructure show a small effective 

mass at the top of valence band at Γ (Fig.1d) 

which gives rise to hole currents and increases the 

conductance (Fig.3d).  The band width of f-band is 

found to be controlled by the nearest neighbor p-f 

coupling between Se and Sm atoms. 
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Fig. 2.  Comparison of band gap modulations with strain 

calculated by DFT and TB. (a) Band gap extracted from DFT 

and TB band structure under hydrostatic and uniaxial strain. 

(b) TB band structure with 3% compressive hydrostatic strain 

in each direction. (c) TB band structure with 3% compressive 

uniaxial strain in growth direction. Dashed lines show bulk 

band edges in (b, c). 
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Fig. 3.  Transport simulation for SmSe with hydrostatic 

strain. (a) Device configuration and supercell of simulation 
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drop potential. (d) Vd=0.05V, spectral current with linear 
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INTRODUCTION 

Because electronic devices become smaller 
than before they were, first principle based non-
equilibrium transport theory becomes applicable to 
some of the important devices in nanoelectronics 
nowadays. One of the examples is the resistive 
random access memories (ReRAMs) whose device 
length scale becomes smaller than 10 nano meter 
(nm) [1]. First principle transport theory, however, 
has some intrinsic limitations. Because it is based 
on a ballistic transport theory, it cannot take into 
account of scattering effects, heating effects, heat 
dissipation effects and the hopping conduction 
processes. All of these, however, have been a 
matter of intense investigations among condensed 
matter physics theorists. A theory describing all of 
these has been developed recently. In this talk of 
16th IWCE, I will describe the present status of the 
theory in this respect.  

THEORY 

Because paramagnetic electronic correlation 
effect is mostly elastic, the largest contribution to 
the heating effects may come from electron-
phonon interactions. [2] The interaction effects on 
electric current I are described by the following 
equation: 
𝐼 =
 2𝑒
ℎ ∫ 𝑇𝑟[Σ𝐿>(𝐸)𝐺𝑅<(𝐸) − 𝛴𝐿<(𝐸)𝐺𝑅>(𝐸)]𝑑𝐸 +

 2𝑒
ℎ

 ∫𝑇𝑟�Σ𝐿>(𝐸)𝐺𝑒𝑝ℎ< (𝐸) − 𝛴𝐿<(𝐸)𝐺𝑒𝑝ℎ> (𝐸)�𝑑𝐸
  

where 𝐺𝑒𝑝ℎ
<(>)(𝐸) = 𝐺𝑅(𝐸)𝛴𝑒𝑝ℎ

<(>)(𝐸)𝐺𝐴(𝐸)  and 
𝐺𝑅
<(>)(𝐸) = 𝐺𝑅(𝐸)𝛴𝑅

<(>)(𝐸)𝐺𝐴(𝐸). 
 𝛴𝑒𝑝ℎ

<(>)  is the Keldysh component of the 
electron-phonon self-energy, which may be 
obtained by using the self-consistent Born 
approximation (SCBA) for example. 𝛴𝑅

<(>)  is 
the contact self-energy of the right terminal 
which is obtained by using surface electron 
Green’s function of the right electrode 
terminal and the thermal equilibrium boundary 
condition. Electrode terminals are supposed to 
be thermalized and all the heat generetated by 
the electron-phonon interaction is supposed to 
be dissipated there. In order to take into 
account of the heat dissipation effect on the 
curret I, we take into account of phonon 
current as well as electron current whose 
schemes werer discussed in the reference [3]. 

APPLICATIONS 

The theory [3] has been tested in some cases of 
single molecular junctions which are made of a 
single molecule and two bulk electrodes. Break 
junction techniques are applied to them and 
statistical analyses of the resulting data are made. 
Acurate experimental results comparable with the 
theory are thus obtained. The local heating effect 
[4,5], the cross over temperature dependence of 
the conductance describing both the tunneling and 
the hopping regions [6] and the zero bias anomaly 
(ZBA) of electric conductance [7] have been 
discussed. Good agreements between the 
theoretical and experimental results affirm the 
validity of the theory to describe low-energy 
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transport physics and thermal physics of electron 
and phonon. [5-9] 

RESULTS 

   The local heating effect result and the ZBA result 
are summarized in Figs. 1 and 2, respectively. As 
we apply the bias voltage V, the effective 
temperature 𝑇𝑒𝑓𝑓  defined in terms of the break 
junction life time [5,8,9] increases with small 
deviation from the estimate obtained by using bulk 
phonon theory, i.e.,   𝑇𝑒𝑓𝑓4 ∝  𝑉2 . The deviation 
may come from the constriction effect on phonon 
current. In Fig.2, the ZBA behavior emerging in 
the inelastic tunneling spectrum (IETS: 𝑑2𝐼 𝑑𝑉2⁄  
vs V spectrum) is shown. While the growth of peak 
and dip structures at positive and negative values 
on the voltage axis whose absolute value 
correspond to phonon energy is the well-known 
feature of the IETS, the growth of a structure close 
to V=0 is quite anomalous. This zero bias anomaly 
has been observed experimentally. Our theoretical 
results indicate that the ZBA comes from rattling 
motion of the molecule in the gap between the two 
electrodes. Our theory is capable to describe the 
low energy transport physics of our junction. 

CONCLUSION 

By including phonon transport as well as 
electron transport, our theory treating electron-
phonon interaction within the SCBA can describe 
low energy transport physics and thermal physics 
problems including heat dissipation into the 
thermalized electrodes. Our theory should be very 
useful when it is applied to nanoelectronics 
problems. 
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Fig. 1.  The voltage dependence of the effective temperature 

𝑻𝒆𝒇𝒇 estimated from the junction lifetime. The result agrees 

with experimental results qualitatively. 

 

 
Fig. 2.  The zero bias anomaly found in the IETS. The similar 

anomaly has been found experimentally. 
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INTRODUCTION

There has been remarkable progress in the use
of a scanning tunneling microscope to pattern var-
ious highly phosphorus δ-doped Si (Si:P) devices
[1], [2], [3]. The physical realization of a single
atom transistor [3], is especially a quite remarkable
achievement since it represents the ultimate limit
of device downscaling. In this work, we not only
perform the first tight-binding study of the gate-bias
dependent shift of the electron ground state (1s(A))
in the single-atom channel, but also demonstrate
strong connections between the modeling and the
experiment confirming the demonstrated device is
indeed a single atom transistor.

MODELING APPROACH

Based on the gate-bias dependent channel po-
tential profiles that are obtained via the Thomas-
Fermi approach [4], the energy-level quantizations
formed by a single phosphorous atom in Si bulk are
calculated with a 3-D Nanoelectronics MOdeling
Tool for Petascale simulations (NEMO 3-D PETA),
where the channel electronic structure is described
with a sp3d5s∗ tight-binding model [5], [6]. Fig.
1(a) illustrates the simulation domain, where we
only considered the gate modulation of the channel
assuming the source and drain are grounded.

RESULT AND DISCUSSION

The equilibrium potential profile is shown in Fig.
1(b), where the 2-D surface plot on the doping plane
as well as the 1-D plots along various line-cuts are

presented. The phosphorous ions in highly δ-doped
(1/4ML) nanowires that act as leads, pull down the
conduction subbands into Si band gap creating a
potential barrier over the low doped (∼1015/cm3)
P-type Si channel. Strong electron confinement is
created by a phosphorous atom in the channel.

Gate-bias dependent channel potential profiles are
shown in Fig. 2 with energetic positions of 1s(A)
state and Fermi-level. Higher gate bias reduces the
channel barrier height and the energy level of 1s(A)
state such that 1s(A) state meets the Fermi-level
filling the first electron into the channel at the gate
bias of 0.45V. Further increase of gate bias shifts
up the channel potential and the 1s(A) state due
to electron screening of the channel phosphorous
ion. At the gate bias of 0.72V, the 1s(A) state
again hits the Fermi-level filling the second electron.
Fermi-level doesn’t change since we assumed a zero
source-drain bias for all the simulations.

The pattern of the channel modulation is sum-
marized well in Fig. 3, which provides three strong
connections to the experimental result reported in
Ref. [3]. First, we obtain the energy needed to fill
the first electron into the channel as 46.3 meV that
is on top of the measured value. Second, the two
gate-biasing points that fill a new electron into the
channel, happen at Vg = 0.45 and 0.72V, where the
experiment locates these vertex points at Vg = 0.45
(almost same) and 0.8V (10% inaccuracy). The third
connection can be found from the slope of lines -
the gate controllability over the 1s(A) state that is
obtained as 0.15 where the experiment shows 0.12.
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CONCLUSION

Channel modulation in the physically realized
single atom transistor (Ref. [3]) is simulated with
a tight-binding approach. Results are discussed fo-
cusing on connections to the experiment that are
strong enough to confirm that the device contains
exactly a single phosphorous atom in the channel.
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Fig. 1. (a) Simulation domain: (Left) a 3-D View (Right) a 2-D
View onto the doping plane. (b) Potential profile at equilibrium
on the doping plane. Densely δ-doped Si:P nanowires form
leads and a single phosphorous atom creates a strong electron
confinement in the channel. A zero energy references to the
conduction band minimum of intrinsic Si bulk.
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Fig. 2. Bias-dependent channel potential profile and 1s(A)
state: The energetic level of electron ground state decreases
with increasing gate bias such that source-drain Fermi-level
meets the 1s(A) state at Vg=0.45V filling one electron in the
channel. At larger gate bias, the 1s(A) state shifts up due to
the electron screening over the channel phosphorous ion and
decreases again filling the second electron at Vg=0.72V.
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Fig. 3. (a) Gate modulation of 1s(A) state. Charging energy,
lever-arm of gate bias, and the position of two vertex points
(@Vg=0.45, 0.72V) demonstrate strong connections to experi-
ment (Ref. [3]). (b) Electron wave functions at two vertex points
showing a strong confinement even at the second vertex.
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The quantum dissipative dynamics of a 

tunneling process through double barrier structures 

is investigated on the basis of a rigorous treatment 

for the first time. We employ a Caldeira-Leggett 

Hamiltonian 
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with an effective potential calculated self-

consistently, accounting for the electron 

distribution. The heat bath can be characterized by 

the spectral distribution function, defined by 
2 2 2( ) / ( )J m       ,where   is the 

reciprocal of the correlation time of the noise 

induced by phonons and   is the electron-

phonon coupling strengt. With this Hamiltonian,  

we employ reduced hierarchy equations of 

motion (HEOM) approach, which can deal 

with non-Markovian and non-perturbative 

system-bath interactions at finite temperature 
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In the HEOM, the reduced density operator is 

expressed in the auxiliary hierarchy density 

matrix elements 
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expansion of noise correlation time and the kth 
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. 

Hysteresis and both single and double 

plateau-like behavior are observed in the negative 

differential resistance (NDR) region. We find two 

distinct types of current oscillations, with large and 

small oscillation amplitudes, respectively, in some 

parts of the plateau in the NDR region. The results 

of eigenstates analysis indicate that the first type is 

caused by a transition between ground tunneling 

states and adjacent excited states in the emitter 

basin, while the second type is caused by a 

transition between intermediate tunneling states 

and higher states. These two types of oscillation 

also appear differently in the Wigner space, with 

one exhibiting two piston engine-like motion and 

the other exhibiting tornado-like motion (Figs.4-5). 
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Fig. 1.  The I-V characteristics and steady current. 

 

 

Fig. 2. The I-V characteristics for different contact region size. 

 

 

Fig. 3.  The spectral distributions and the effective potential 

for the large (red) and small (green) oscillations in fig.2 (b). 

 
 

 

 

 

 

 

 

 

Fig.4. The snapshots of the Wigner distribution for small 

oscillation case(green curve) at the times marked in Fig.2(ii-b). 

 

Fig.5. The snapshots of the Wigner distribution for large 

oscillation case (red curves) at the times marked in Fig.2(iii-b). 
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INTRODUCTION 

As new techniques for the nanoscale 
manipulation and modification of materials progress, 
the electron scattering properties of nanostructures 
are the focus of attention both experimentally and 
theoretically. Although scanning tunneling 
microscopy and mechanically controllable break 
junctions have been used to examine the scattering 
properties of nanoscale systems sandwiched 
between two electrodes, it is not easy to discuss the 
contribution of local chemical bonds to the electron 
scattering using these techniques. On the other hand, 
the spatial maps of the local density of states 
obtained by scanning tunneling spectroscopy can 
give us the images of standing waves, which 
provide important information about the dispersion 
relation of the electron scattering process at the 
potential barrier. 

COMPUTATIONAL METHODS AND MODELS 

I carried out first-principles calculation for 
obtaining the scattering potential of the defects on 
Ge(001) surfaces using a computational model 
shown in Fig. 1 [1]. The Ge-Ge dimer at the center 
of the scattering region is replaced by Ge-Si or Ge-
Sn dimer as a defect. When the Si and Ge atoms are 
located at the lower and upper sides of the dimer, 
respectively, the dimer is referred as an SiL dimer. 
Other dimers are named in a similar manner. By 
calculating the scattering wave functions using the 
overbridging boundary-matching method [2], the 
standing waves in the spatial map of the local 
density of states are examined; the waves 
correspond to the image of the differential 
conductance obtained by scanning tunneling 
spectroscopy [3]. 

DISCUSSION 

The charge density distribution of the scattering 
wave functions for the electrons propagating from 
both the left and right electrodes is investigated with 
an energy of EF+0.55 eV, which corresponds to the 
spatial image of the differential conductance in the 
scanning tunneling spectroscopy spectrum [3]. The 
line profiles of the standing waves along the dimer 
row including the impurity atom are depicted in Fig. 
2. It should be noted that the charge density of the 
π* band above the lower atom of the dimer is larger 
than that above the upper atom. To demonstrate the 
period and phase shift of the standing waves clearly, 
the density of the standing waves is fitted by 

α(𝑥) = A cos(2𝑘𝑥𝑥 + 𝜑) (1) 

where A, φ, and kx are the amplitude of the standing 
waves, phase shift of the standing waves, and Bloch 
vector in x direction, respectively. The fitting is 
carried out using the density of the standing waves 
above the lower atoms of the dimers, which are 
indicated by closed circles in Fig. 2.  

The period of the standing wave and its phase 
shift are shown in Table I, in which they agree with 
those obtained by the experiment [3]. The scattering 
potential acts as a barrier when the electronegativity 
of the upper atom of the dimer is larger than that of 
the lower atom, while it becomes a well in the 
opposite case. The scattering potential is related to 
the stabilization of the π bands of the Ge(001) 
surface due to the difference in electronegativity 
between Ge and the impurity. 

CONCLUSION 

The scattering potential of the defects on 
Ge(001) surface is investigated by first-principles 
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calculation. The phase shifts of the standing waves 
due to the defects are in agreement with those 
obtained by experiments [3]. By calculating the 
reflection coefficients of the scattering wave 
functions, it was found that the scattering 
potentials of the SiL and SnU dimers act as a well, 
while those of the SiU and SnL dimers behave as a 
barrier. This characteristic is interpreted in terms 
of the electronegativity of the defects; when the 
electronegativity of the upper site of the dimer is 
large, the energy gap between the π and π* bands 
increases, resulting in the generation of the 
potential barrier for the π* electrons. 
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Table I. Amplitude and phase shift of the standing waves 

around the Ge-Si and Ge-Sn dimers. 

 Model 
 SiL SiU SnL SnU 
Amplitude 
(10-7e/Å3/eV/spin) 

3.908 1.692 7.169 1.031 

Phase shift 
(π rad) 

0.221 -0.602 -0.650 0.142 

 

 
Fig. 1.  Schematic image of computational model. Dark 

spheres are Ge atoms and light spheres represent the dimer 

replaced by a Ge-Si or Ge-Sn dimer, which is indicated by the 

arrow. Atoms are denoted by large and small spheres 

according to the distance from the surface. Reprinted from 

Ref. 1. 

 

 
 

 

 

Fig. 2.  Line profiles along dimer row including impurity atom indicated by dashed lines in insertions, where the meanings of 

symbols are the same as those in Fig. 1. Solid curve represents the standing wave. Dashed and dotted curves are fitted by 

Eq.~(1) using the densities above lower atoms of impurity side (closed circle) and upper atoms of impurity side (open circle), 

respectively. Reprinted from Ref. 1. 
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Silicon quantum dot systems have attracted 
enormous efforts [1-2] in the past decade to 
explore their potential as qubits for quantum 
computing due to the promise of long spin 
coherence times and the well-established Si 
manufacturing processes. We have developed a 
Quantum Computer Aided Design (QCAD) 
device simulator [3] that solves for electrostatic 
potential, single- and multi-electron wave 
functions and energies, and that has been 
extensively used to accelerate the development of 
Si double quantum dot (DQD) qubit work at 
Sandia National Laboratories. To model 
additional features of interest to experimentalists, 
such as current flow across tunnel barriers, we 
needed a carrier quantum transport capability. In 
principle, we have to solve a self-consistent 3D 
quantum transport problem for DQDs, which 
would require excessive development time and 
computing resources due to the inherent 
complexity of 3D transport and the relatively 
large size of DQDs (on the order of micrometers 
in each direction). Alternatively, we can first 
perform QCAD electrostatic simulations of 
DQDs, identify the tunnel barrier path of interest 
along which current flows, and then perform 1D 
self-consistent quantum transport simulations to 
obtain the current-voltage relation. This procedure 
allows for very fast simulation time and provides 
good general guidance on device designs.  

To set the context, Figure 1(a) shows an 
experimental Si DQD with the gate insulators and 
top metal gate not shown. Under certain gate bias 
and interface charge conditions, the device is 
flooded with electrons in the left and right regions 
but a barrier is formed between the two dots as 
shown in Fig. 1(b).  The potential energy profile 
across the barrier obtained from QCAD is given 

in Fig. 1(c). We want to know how the barrier 
will change and what is the tunnel current when 
applying a source-drain voltage to the barrier. The 
applied voltage in experiment can be relatively 
large with respect to kBT, e.g., 50 mV at 4 K 
(about 143 kBT), to overcome effects of any 
possible unknown defects around the barrier 
region. Because of the high voltage, we are 
required to have a self-consistent solution of 
quantum transport across arbitrary 1D barriers.  

Our self-consistent transport is based on the 
Contact Block Reduction (CBR) method [4]. It 
turns out that when we apply the general 3D CBR 
approach to 1D applications, we obtain a set of 
very simple equations that allow for easy 
implementation and very fast simulation. In 
particular, within the CBR method, the 
transmission across arbitrary single or multiple 
barriers becomes trivial to compute and extremely 
fast compared to the standard techniques for a tri-
diagonal Hamiltonian [5]. For example, when 
computing transmission as a function of energy 
across the barrier in Fig. 1(c) using Matlab, CBR 
takes only 1 s on one CPU of a 2.6 GHz laptop, 
whereas matrix inverse requires more than 1000 s.  

The Poisson-CBR self-consistency is achieved 
by adapting the predictor-corrector scheme [6] to 
open systems [7]. The resulting nonlinear Poisson 
equation is solved by a straightforward Newton 
method as the Jacobian matrix is tri-diagonal in 
1D. Electron density is computed using the LDOS 
obtained by CBR. The self-consistent loop often 
achieves convergence within just ten iterations. 
Figure 2 shows simulation results at T = 10 K of a 
test RTD device that contains several coupled 
resonant states. The current-voltage curve shows 
interesting characteristics: the increase in part (A) 
is mainly because source states (left side) are in 
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resonance with the states in the well, as seen by 
the relatively sharp transmission and current 
spectrum at 45 and 50 mV, while the increase in 
part (B) is due to single-barrier tunneling and 
quantum interference from the right barrier which 
is below the source Fermi level at 0, with the 
interference effect seen by the broad peaks in 
transmission spectrum at 55 and 60 mV.   

We will present the self-consistent Poisson-
CBR simulation results of tunnel barriers in 
DQDs and compare with transport measurements 
at various gate conditions. We also intend to 
expand the code for ballistic transport through an 
arbitrary number of 1D barriers and release it 
under an Open Source license, which will allow 
people to quickly obtain self-consistent quantum 
transport solution in quantum-well types of 
devices for design guidance.  
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Fig.1. (a) Experimental Si DQD with depletion gates and Si 
substrate shown and the two white circles denote the dots. (b) 
Top view of electron density at the Si/SiO2 interface under 
certain conditions, with the left and right regions flooded 
with electrons but a barrier formed between the dots. 
Depletion gates are overlaid on the figure. The white curve 
across the barrier denotes the saddle-point path found by a 
searching algorithm in QCAD. (c) The potential energy 
barrier obtained in QCAD along the white curve with the left 
of the path as starting point.  
 

 
 

 
 
Fig.2. (a) Current-voltage relation of a test RTD at T = 10 K. 
The four circles denote the voltages at which the self-
consistent band profiles are plotted in the inset. The small 
ripples in currents at low voltages are believed to be due to 
numerical noise. (b) Current spectrum at four voltage points, 
with the inset showing the corresponding transmission 
function. 
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INTRODUCTION

In a recent paper Pala et al. present an experi-
ment and a numerical simulation of an interesting
phenomenon that is interpreted as a mesoscopic
analogous of the Braess paradox. They consider the
structure reported in Fig. 1 and observe that, in
“congestion” conditions (i.e., if the total number of
modes propagating in the parallel channels is less
than that in the leads), addition of the channel in the
middle may, somewhat counterintuitively, lead to a
decrease in conductance instead of an increase. This
effect is interpreted with reference to the Braess
paradox [2] in transportation theory, in which open-
ing a new path in a particular road network used by
noncooperative players may lengthen the average
travel time between two locations.

Here we perform an analysis showing that this
situation is actually a particular case of destructive
quantum interference. In other words, addition of
the third channel leads to suppression of transmis-
sion for some of the modes in the vertical channels,
due to a “stub” effect (see, e.g. Ref. [3]), and this
suppression prevails over the conductance increase
due to the additional channel.

MODEL AND RESULTS

We consider the same material parameters (for In-
GaAs) and device geometry as in Ref. [1], and use a
recursive Green’s function approach [3] to compute
the trasmission matrix, from which conductance is
obtained via the Büttiker-Landauer formalism.

Let us first analyze the dependence of conduc-
tance through the structure as a function of the
position of the exit lead: results are reported in
Fig. 2 for the case of only two channels (solid line),
adding a third channel in the middle (dashed line),
and with a third channel shifted 500 nm away from
the center (dotted line). We immediately notice that
the paradoxical behavior is observed only when the
entrance and exit lead are on opposite sides with

respect to the third channel (otherwise the addition
of the third channel leads to an increase of the
conductance)

We observe that the third channel not only acts as
an additional conducting path, but also as a “stub”
for the vertical channels to which it is connected,
thereby letting only part of the propagating modes
pass without being attenuated. If the third channel
is between the leads, such an attenuation will occur
along both paths: the clockwise [Fig. 3(a)] and
the counterclockwise one [Fig. 3(b)], otherwise the
attenuation will affect only one [Fig. 3(d)] of the
paths (although connected in two locations, the
same modes will be affected). Thus, in the former
case the attenuation prevails over the increase in
conductance resulting from the new open path,
while in the latter case the reverse happens.

To confirm this interpretation, we have performed
a simulation adding a third channel with a barrier in
the middle: in this way we still have a stub action
leading to the conductance decrease, but there is
no new path for conduction. In Fig. 4 we plot the
overall conductance as a function of the position
of the exit lead in the absence of the third channel
(solid line), and in the presence of the third channel
obstructed with a 20 nm thick and 0.1 eV high
barrier (the Fermi energy is 60 meV) placed in the
middle. It is apparent that conductance is suppressed
more than when the third channel is unobstructed,
although there is no new open path.
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Fig. 1. Sketch of the considered structure
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Fig. 2. Conductance as a function of the position of the center
of the exit lead (measured from the bottom): for 2 channels
(solid line), with the addition of the third channel in the middle
(dashed line), and with the addition of the third channel shifted
down by 500 nm (dotted line).

c) d)
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Fig. 3. Possible paths in the case of leads on opposite sides
(a,b) and of leads on the same side (c,d) with respect to the
third channel.
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Fig. 4. Conductance as a function of the position of the exit
lead for 2 channels (solid line) and for 3 channels (dashed line),
but with an opaque barrier in the middle of the third channel.
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Fig. 5. Conductance as a function of the height of the barrier
in the middle of the third channel, for the lead configuration of
Fig. 1; the dashed line represents the conductance for the case
of only 2 channels.
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INTRODUCTION 
In recent years interest in electronic, magnetic 

and optical structures and devices based on 
inorganic, organic, hybrid and nano-materials has 
increased significantly. An example of this is the 
EPSRC funded M-MOS Programme Grant, which 
provides an exciting opportunity for research in 
the field of molecular electronics based on hybrid 
nano-materials. Among the aims of this project is 
to study extensively, using 3D simulations, the 
interplay between variability, scalability and 
reliability of a non-volatile flash-memory cell, in 
which the charge-storing components constitute 
of a layer of polyoxometalates molecular clusters 
(POMs) – Fig.1. POMs are metal-oxide inorganic 
molecules formed by early transition metal ions 
and oxo ligands [1] – Fig.2. Importantly, they can 
undergo multiple times reversible 
reduction/oxidation, which makes them attractive 
candidates for multi-bit storage in flash memory 
cells. The use of redox-active molecules to form 
the floating gate (FG) could offer several very 
important advantages over the conventional 
polysilicon FG [2]. 

DISCUSSION 

In order to evaluate the idea of POMs, based 
non-volatile molecular memories, we developed a 
simulation flow that links the density functional 
theory (DFT) result to three-dimensional (3D) 
numerical flash cell simulations – Fig.3. The 
custom-built Simulation Domain Bridge, which 
establishes a connection between the two distinct 
modelling schemes (DFT for the molecular part 
and mesoscopic device modelling for the flash 
cell), was a vital step in this flow.  

For the purpose of this paper we have designed 
an 18 nm x 18 nm square gate n-channel flash 
memory cell. The gate dielectric is assumed to be 
SiO2 with thickness of 20 nm. The POMs layer is 
4.5 nm above the Si substrate, where 3 nm are 
SiO2 and 1.5 nm is balancing cation from the 
insulation barrier (see green chains in Fig.2). The 
molecular layer has a 4x4 rectangular planar 
arrangement of the POMs.  

Using a floating gate built from 4x4 POMs 
with molecular formula [W18O54(SO3)2]4-, 
arranged in a planar distribution, we calculated 
the drain current of the cell – Fig.4. The main 
assumption is that all of the POMs within the 
layer are simultaneously reduced by one (blue 
line) or two (red line) electrons. Adding 
(reducing) additional negative charges into the FG 
leads to lowering of the source-drain current and 
to a threshold voltage shift. Fig.5 reveals the 
increase of the threshold voltage, VTH, as a 
function of the sheet-charge density. VTH agrees 
well with the idealised analytical model. 
Moreover, reducing each POM by two electrons 
produces the same impact on VTH as doubling the 
sheet density in the analytical dependence. A 
directly link can be established between the 
results presented in Fig.5 and the potential barrier 
profile along the channel shown in Fig.6. The 
height of the barrier in the channel determines the 
shift in VTH.  
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Fig. 1.  Schematic representation of a single-transistor non-
volatile memory cell, showing an array of polyoxometalate 
clusters (POMs) as part of the floating gate. 

 

Fig. 2. Schematic representation of POMs cluster anions, 
[W18O54(SO3)2 ]4-, with their cations (green chains). Colour 
scheme: O, red; W, blue; Se, yellow. 

 

Fig. 3. Simplified block diagram of the simulation 
methodology, linking DFT and flash-cell modelling. The 
simulation domain bridge is developed in-house. The 
commercial simulators ADF and Garand are used for the 
DFT and three-dimensional device simulations respectively. 
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Fig. 4. Clear lowering of the source-drain current 
corresponding to the reduction of each POM simultaneously 
by 1(blue) and 2(red) electrons. The centres of all POMs are 
4.5nm above the substrate. 
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Fig. 5.  Comparison of the threshold voltage shift VTH due 
to an idealised sheet charge in the oxide (line), and due to a 
POM-FG (symbols), versus sheet charge density (normalised 
by the electron charge). 

 

Fig. 6.  Potential barrier profile along the channel of the 
flash-cell (2D elevated plot) and distribution of the effective 
potential of the simulated device (3D). Fingerprints of the 
twelve POMs placed in the floating gate are visible on the 
top (green) panel above the potential barrier profile along the 
channel.  
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INTRODUCTION

Although DLTS [1] is a wide-spread characterization
technique and has been studied quite extensively, its
key properties have to be reconsidered when facing the
characterization of extended defects which are often
observed in todays CMOS processes. In most cases
the characterized samples contain more than one de-
fect level. Hence, the measured capacitance transients
are not single time constant exponential functions but
superpositions of different decay processes in the form
of C(t) =

∑n
i=1 Ci(0)e−eit where n is the number

of different species and ei is the emission rate con-
taining the most important physical parameters of the
defect. Furthermore, the spatial defect distributions in
general cannot be assumed homogeneous, e.g. in the
case of end-of-range (EOR) defects introduced during
amorphising implants. This renders the use and fitting
of analytical expressions to measured DLTS signals not
applicable.

METHODOLOGY

Experiments on dedicated samples for the study of
extended defects exhibit a multitude of different defect
species some of which appear to be strongly broadened.
In the majority of available literature DLTS peaks are
compared to the analytical expression

S(T ) = CTrap(e
−eν(T,ET ,σν)t1 − e−eν(T,ET ,σν)t2) , (1)

where CTrap denotes the capacitance difference between
filled and empty defects and eν with ν ∈ {n, p}is the
emission rate which couples the defect levels to the
corresponding carrier band. This signal as it results from
the original box car DLTS method introduced by Lang
[1] as well as many other approaches using different
correlation functions ζ(t) to obtain a temperature de-
pendent signal

Ŝ =

∫ tS

0

dt e−eν(T,ET ,σν)tζ(t) (2)

are all based on simplifying assumptions which limit
the usability of the analytical expression [2]–[5]. These
limitations are easily overcome when the DLTS simula-
tions are obtained with an advanced device simulation
tool [6]. The transient relaxation of a device after an
abrupt change in the applied bias is simulated which
has the following advantages:

1) Instead of only thermal emission into one band eν

all coupling processes (en, ep, cn, cp) of the trap
to all bands are evaluated.

2) Instead of homogeneous distributions an actual
process-related and spatially resolved defect pro-
file is used.

3) The occupation of defect levels is computed con-
sistently with the position of the Fermi level.

In order to explain the broadening of DLTS spectra
a coupling of different energy levels is implemented
instead of just integrating over a distribution of inde-
pendent energy levels,

dni

dt
= ep,i(Ni − ni) − en,ini (3)

+ c12,i(Ni − ni)ni+1 − e12,i(Ni+1 − ni+1)ni

− c12,i−1(Ni−1 − ni−1)ni

+ e12,i−1(Ni − ni)ni−1 .

The set of coupled differential equations (3) resulting
from the model in Fig. 1 is integrated numerically with
a symplectic integrator to directly obtain a DLTS signal.
This formalism is easily extended to N levels where
only the neighboring levels are coupled to each other.
Corresponding results of this numerical integration are
compared in Figs. 4 and 5.

RESULTS

The solution of the system (3) yields a substantial
broadening of the DLTS signal as can be seen from
Fig. 4 and, therefore, seems to represent a suitable
model to explain very broad DLTS peaks. It differs from
the S-Device simulation result where a uniform distri-
bution of independent defect levels within an energy
interval E = EC −0.35eV±0.15eV was assumed. The
low-temperature tail of this peak was neither reproduced
by the numerically integrated result nor by the S-Device
simulation of the DLTS signal. This is probably because
another level is present in the sample which cannot
be resolved as a distinct peak in the DLTS measure-
ment. Despite the use of simulated defect profiles, the
amplitude of the DLTS peak, which is (beside other
dependencies) directly proportional to the concentration
of electrically active defects, is still a fitting parameter.
It is not possible to predict the extent of decoration of
the dislocation loops with other point-like impurities [8].
Hence, the concentration of peripheral interstitials in the
dislocation loops can be deemed as an approximation
to the maximum concentration of active defects. (see
Fig. 3).
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Fig. 1. Schematic representation of two defect levels (Et1 and
Et2) in the band gap. Each defect level couples to conduction and
valence band. Furthermore, an inter-level coupling is represented by
the coupling constants c12 and e12. This model of the coupling of
two defect levels from [7] is available in the commercial device
simulator S-Device.

Fig. 2. Relation between voltage pulse configuration V (t) and
measured capacitance transient signal C(t). A thorough description
and analysis of the experimental setup can be found in [1]. Here
td depicts the typical downtime of the instrumentation after the
abrupt voltage change which leads to an overshoot in the detection
hardware and hence a downtime which offsets the first measured
point relative to the actual zero point of the switching process. For
the device simulation C(t) curves are simulated for every temperature
point. Script-based extraction of the necessary information from the
simulation files is conducted to construct a DLTS signal.

Fig. 3. Schematic visualization of the model for electrically active
defects (red) in a dislocation loop.
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STATE OF THE ART AND MOTIVATION

Several software packages exist that are con-
cerned with some aspects of quantum-electronic
computation. Codes began to appear in the late
nineties as one-dimensional Schrödinger-Poisson
solvers. Since then we have seen the development of
academic codes such as nextnano3 [1], NEMO 5 [2],
tiberCAD [3], and tdkp/AQUA [4]. These feature
accurate modeling of materials through advanced
band structure models, and are able to include
effects of strain or magnetic fields in the calculation.

Some of these tools are in fact a collection of
specialized models tailored to specific tasks and
offer little flexibility. Others demand considerable
experience in semiconductor physics from the user
to operate them properly.

In our work we are seeking to bridge this gap
and provide a flexible, highly efficient simulation
enviroment for quantum-electronic problems – the
Vienna Schrödinger-Poisson framework (VSP) [5].
The framework is aimed at engineers, students with
basic knowledge, and the experienced user.

METHODS

A number of methods have been developed and
adopted for the VSP. At the core of VSP lies
a loop that solves the Poisson equation together
with a carrier model self-consistently. Different car-
rier models can be picked: a classical equilibrium
distribution, a system of quantized carriers using
the parabolic band approximation, or a k · p band
structure model with an arbitrary number of bands.
A unified interface has been developed that allows
the user to specifiy any kind of k · p Hamiltonian up
to second order in k. Arbitrary crystal orientations
are possible. Strain and magnetic fields can be
included.

Discretization of both real space and k-space
is based on a finite volume scheme described in
[6], that accurately treats anisotropy, which is im-
portant when discretizing k · p Hamiltonians. The
discretization is independent of the problem di-
mensionality and each model code works for one,
two, and three dimensions. This ensures consistency
when comparing problems of different dimension-
ality. As default, VSP automatically picks the most
suitable numerical methods for the problem at hand.

On the numerical side, VSP employs established
libraries for solving linear, nonlinear and eigenvalue
problems. These are combined with methods that
enhance the numerical preformance especially for
eigenvalue problems, such as the shift-invert tech-
nique or subspace deflation. Scalable parallelization
is provided, making the VSP a highly efficient tool.

RESULTS

Figures 1 through 5 show three different devices
analyzed using VSP: a p-type MOS capacitor, a p-
type FinFET and a STM tip on an lightly p-doped
Si substrate covered by a SiO2 layer. The simulator
was set up to obtain the carrier concentration self-
consistently with the Poisson equation. The same
simulation setup was used for all three devices –
only the geometry changed. Three different carrier
models were used: (I) classical unconfined carriers,
(II) quantum-confined carriers in the parabolic band
approximation, and (III) confined carriers with a
k · p band structure for electrons modeled according
to [7] and for holes according to [8] and [9].
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valence band.
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Fig. 2. Contour plots of the lowest three subbands in the p-
type MOS capacitor calculated using a k · p band structure at
inversion VG = −2V (a) and accumulation VG = 2V (b)
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Fig. 4. Hole distribution in the FinFET at inversion VG =
−1V; left: parabolic band approximation, right: k · p band
structure

Fig. 5. Electron concentration under a STM tip biased at 4V;
left: parabolic band approximation, right: k · p band structure
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INTRODUCTION  

     Progressive downscaling has allowed 
semiconductor industries to continuing improve the 
performance of integrated circuits (ICs) [1]. The 
downscaling adversely affects the performance of 
interconnects. Specifically, the resistivity of metal 
interconnects and metal-semiconductor contacts 
increases due to downscaling. The metal-
semiconductor contact resistance, which acts as a 
parasitic source and drain contact resistance of a 
device is becoming a performance limiting factor as it 
takes larger fraction of the total on-state resistance [2]. 
Hence, the contact resistance must be reduced to meet 
ITRS performance requirements of future technology 
nodes.  
      As metal-semiconductor interface shrinks 
simultaneously as device shrinks, it becomes 
questionable if the resistivity still can meet the ITRS 
requirements when it reaches to the certain scaling 
limit (sub-10nm). Specific contact resistivity (ρC) is 
one of important factors affecting total contact 
resistance, and it is determined by important factors 
such as metal-semiconductor Schottky barrier height 
and semiconductor doping. This paper investigates the 
effects of contact geometry, Schottky barrier height, 
and doping concentration on the specific contact 
resistivity.  
 

DEVICE DESCIPTION AND SIMULATION APPROACH 
To gain substantial insight we chose simple 2-D 

and 3-D metal-semiconductor junctions (Fig. 1 (a)). 
The source region is a metal contact, and channel and 
drain regions are heavily n-doped Si contact pads (Fig. 
1 (b)). The theoretical modeling of nanoscale structure 
demands a proper treatment of quantum effects such 
as the energy-level quantization caused by quantum 
confinement. Hence, a 2-D / 3-D quantum transport 
solver based on a self-consistent solution of the non-
equilibrium Green’s function (NEGF) and Poisson 
equations using the real-space effective mass 
approximation is used to simulate the metal-
semiconductor devices. To investigate the transport 
property of a pure metal wire. The sp3d5 empirical 
tight-binding method is adapted to account for the 

full-band structure of the model [3].  
 

RESULTS AND DISCUSSION 
The specific contact resistivity and the system 

conductance are calculated (Fig. 2). The higher doping 
concentrations in the Si contact pad and lower 
Schottky barrier indeed result in a lower specific 
contact resistivity (Fig. 3). The measured specific 
contact resistivity starts increasing when the 
dimensions of the metal-semiconductor interface are 
smaller than 5nm in 2-D and increasing over an order 
of magnitude in the 3D case. (Fig. 2). The observed 
scaling effect of the specific contact resistivity can be 
explained by invoking the concept of the total 
transmission [4]. As a measure of conductance, the net 
current flowing from source to drain is computed as 
following equations,   

I = 2q
2

h
dE T (E)M (E) f (EFS −

n
∑∫ EFD )  

,where 2q2/h is the quantum conductance. T(E) is the 
transmission probability, and M(E) is the number of 
transverse modes. Since a small bias, 10 mV, is 
applied across the device, the conductance can be 
expressed to ΣT(E)M(E). The conductance decreases 
as the size of the metal wire decreases (Fig. 4 and Fig. 
5). However, as the ballistic conductance of metal 
wire decreases linearly, the ρC is independent of the 
size of metal interconnect (Fig. 5). However, the 
reduced number of discrete modes across the Schottky 
barrier shows quantum confinement like effect in the 
contact pad region. The conductance between two 
different materials can be simply expressed to,  

G = 2q
2

h
dE T (E) 1

1
M 2 (E)

− 1
M1(E)

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟n

∑∫
  

When M1(E) >> M2(E), the total system conductance 
depends on M2. Hence, the interface downsaling, 
which means narrower carrier injection points in the 
contact pad, works as a bottleneck in the system. In 
addition, the structural mismatch (WM < WSi) causing 
wave function mismatch, and the mismatch effect 
leads transmission resonances generating fluctuations 
in the transmission lines (Fig. 4).  



135

J4

 

CONCLUSION AND OUTLOOK 
The key finding of this work is that the specific 

contact resistivity increases significantly when metal-
Si contact dimensions drop below 5 nm due to the 
reduced number of discrete modes available for 
conduction across the Schottky barrier. The absolute 
magnitude of this scaling effect can be mitigated by 
reducing the Schottky barrier.  
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Fig. 1 (a) Schematics of the simulated contact structures (b) Potential 
profile of a contact model (WM = metal-silicon interface width = 3 nm, WSi 
= silicon width = 15 nm) and Schottky barrier height is set to 0.5 eV with 
ND = 2×1020 cm-3.  
 

 

Fig. 2 Measured specific contact resistance for 2-D and 3-D structures for 
two given doping concentration ND = 1×1020 cm-3 and 2×1020 cm-3 with 
ΦB=0 eV sand 0.5 eV in semi-log scale. The dimension of metal wire is 
reduced from 10 nm to 2.4 nm while the dimension of contact pad is fixed 
at 15 nm in 2-D. The cross-section area of metal wire is varied from 10×10 
nm2 to 2.4×2.4 nm2 in 3-D.  
 

 
Fig. 3 (a) The potential profiles cut along the middle of structure in the 

transport direction in different doping concentrations (ND = 1×1020 cm-3, 
2×1020 cm-3, 3×1020 cm-3, and 5×1020 cm-3) with Φ B = 0.5 eV (b) The 
current density spectrum from metal wire (WM = 3 nm (left) and 10 nm 
(right) with fixed WSi = 15 nm) to silicon pad with different ΦB=0 eV and 
0.5 eV and ND = 2×1020 cm-3.  

 

 
Fig. 4 Total transmission for 2-D structure (WM = metal wire width, and 
WSi = 15 nm) with ΦB = 0 eV (left) and ΦB = 0.5 eV (right) for ND = 2×1020 
cm-3.  
 

 
Fig. 5 The ballistic conductance of [100]-oriented Cu wires as a function 
of cross sectional area calculated using the sp3d5 tight-binding model.  
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Electron transport in III-V semiconductors such
as GaAs, InAs, GaSb, and InGaAs has drawn sig-
nificant attentions due to high electron injection
velocity (good side) and low density-of-states (DOS)
(bad side) [1]–[3]. A solution to DOS bottleneck
has been proposed by quantizing an ultra-thin-body
(UTB) channel along the crystallographic <111>
direction [3]–[6]. Using an atomistic tight binding
(TB) top-of-the-barrier (ToB) model, Mehrotra et
al. [4] have shown that a 2 nm thick (111) GaAs
channel outperforms (100) Si and GaAs channels
for an effective oxide thickness (EOT) larger than
0.3 nm. Studies on different orientations by Luisier
[3] and Kim et al. [6] show that (111) GaAs and
GaSb UTB channels outperform Si and Ge. In this
work, the thickness dependent performance of a
(111) GaAs UTB nMOSFET is studied using a ToB
model that self-consistently solves sp3s∗d5 orbital
basis Hamiltonian for electron density and two di-
mensional Poisson’s equation for electrostatics. The
Hamiltonian includes spin-orbit interaction and uses
energy parameters of [7]. The device performance
improves up to the UTB thickness of ≈ 3 nm and
then it degrades.

A few conduction bands of (111) GaAs UTBs are
shown in Fig. 1 for two different values of UTB
thickness, Tutb. At thicker Tutb, the quantized L
valley projects at a higher energy, Fig. 1(a), and
the transport is primarily governed by the single
Γ valley subband. With thinner Tutb, Fig. 1(b), the
two valley subbands align in energy leading to many
modes for transport.

The current-voltage characteristics for three Tutb

are shown in Fig. 2. We use an EOT of 0.5 nm
and a VDS of 0.6 V. For performance comparison
at the same gate bias, a potential barrier height of
0.5 eV is set at VGS = 0 V for all the devices. At
lower gate biases, the transport in 6.77 nm UTB is
through the single mode from Γ valley (see Fig. 1
(a)). For 2.86 nm UTB, many modes from projected
L valley get populated and the current is much

higher. With increased bias, high energy modes of
6.77 nm UTB also get populated and the current
is improved. For the 6.77 nm and 4.81 nm UTBs,
the current at zero gate bias is almost same due to
single mode transport. At intermediate biases, the
current in 4.81 nm UTB is higher due to lower Γ-L
energy separation. Finally, at very high gate biases,
the current in both the UTBs is almost same due to
significant population of the high energy modes.

In Figs. 3 and 4, we plot the current, electron
sheet density, quantum capacitance, and the switch-
ing delay versus Tutb at a gate bias of 1.0 V. We
choose this gate bias to make sure that all the
devices operate in saturation. In the plots, the device
performance improves with thinner channel until
Tutb ≈ 3 nm. Beyond this thickness, the perfor-
mance slightly degrades. This degradation is due to
the double role of quantization. When Tutb > 3 nm,
the Γ-L energy separation is reduced with thinner
UTB. This increases the number of available modes
within the energy range of interest and the device
performance is improved. When Tutb < 3 nm, the
lowest energy mode comes from L valley and the
energy separation between the low energy modes
is increased with thinner UTB. This reduces DOS,
Fig. 5, and the device performance is degraded.

In summary, the double role of quantization is
important in device design of (111) GaAs UTB
nMOSFETs, especially for very thin channel.
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Fig. 1: A few conduction bands of the (111) GaAs UTB for two different
values of UTB thickness. The conduction band bottom has been shifted
to 0 for comparison. In the plots, positive k: Γ − X and negative k:
Γ− L.
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Fig. 2: Current-voltage characteristics for three different values of UTB
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Fig. 3: Current and electron sheet density versus UTB thickness at a
gate bias of 1.0 V.
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INTRODUCTION 

Schottky barrier metal-oxide-semiconductor 
field-effect transistors (SB-MOSFETs) are one of 
the promising candidates for the future nano-scaled 
devices [1]. They have advantages of suppressing 
short channel effects due to low resistivity of ultra-
shallow junction at source/drain. However, a major 
drawback of SB-MOSFETs is that on-state current 
(Ion) is considerably lower compared to 
conventional MOSFETs because SB-MOSFETs are 
operated by tunneling current (Itunn) through SB [2]. 
In an attempt to enhance Ion, we proposed to adopt 
III-V materials as channel material such as InAs and 
GaAs which have small effective masses (meff), 
0.023m0 and 0.063m0 in bulk, respectively. But the 
following issues are present with III-V SB-
MOSFETs: III-V materials with narrow bandgap 
(Eg) such as InAs may suffer from high off-state 
current (Ioff) [3], while those with wide Eg such as 
GaAs have a high SB height (SBH). In this work, 
we assess the performance limits of ultra-thin-body 
(UTB) III-V SB-MOSFETs compared with Si SB-
MOSFETs. 

SIMULATION APPROACH 

The structure of double-gate UTB SB-MOSFETs 
is shown in Fig. 1. To describe the electron 
transport, the effective mass Hamiltonians were 
used with the effective masses adjusted by the 
sp3d5s* tight-binding method. The adjustment is 
crucial to properly take into account the 
quantization effect (QE) in UTB structure. 

In this work, the electron transport was treated 
fully quantum mechanically because precise 
calculation of Itunn is important in SB-MOSFETs. 
The electron density and potential were calculated 
by solving the non-equilibrium Green’s function 
equation and Poisson’s equation self-consistently 
[2]. Note that, although we focused on the electron 

transport in this work, we also calculated hole 
current to treat the ambipolar behavior of SB-
MOSFETs and determine Ioff. The six-band k·p 
Hamiltonian was used for hole transport calculation.  

RESULTS AND DISCUSSION 

The drain current (Id) versus gate voltage (Vg) 
characteristics of InAs, GaAs, and Si SB-MOSFETs 
with T = 5nm are shown in Fig. 2. The gate length 
(Lg) is scaled as Lg = 4T, where T is a thickness of 
UTB, and equivalent oxide thickness (EOT) and 
SBH are 1nm and 0eV, respectively. The drain 
voltage (Vd) of 0.5V is applied.  

Fig. 3 (a) shows Id at the saturation region (Id,sat) 

as W is decreased. Id,sat is defined as Id when the 
minimum value of channel potential coincides with 
the value of potential at the top of drain-SB. Due to 
the low transconductance (See Fig. 2.), Id,sat of III-V 
SB-MOSFETs is less than that of Si SB-MOSFETs, 
which is contrary to expectation. Note that Id,sat of 
III-V SB-MOSFETs increases with W while that of 
Si SB-MOSFETs decreases. The latter is due to the 
usual behavior that the gate controllability becomes 
worse as W is increased. The reason for the former 
is the strong QE occurs due to small meff, which 
makes the effective SBH to increase and the number 
of subband to decrease. See Figs. 3 (c) and (d). The 
above QE can also explain that Id,sat of InAs SB-
MOSFETs increases more steeply than that of GaAs 
SB-MOSFETs as shown in Fig. 3 (b). 

The Ion and Ioff versus W are shown in Fig. 4 (a) 
for the three channel materials. Ion was calculated 
with Vd after adjusting the gate work function such 
that Ioff = 0.1μA/μm. If Ioff does not satisfy with the 
criteria, it was measured by the lowest Id in the 
ambipolar current graph. At T = 10nm, both InAs 
and GaAs SB-MOSFETs show higher Ion in 
comparison to Si SB-MOSFETs. However, InAs 
SB-MOSFETs show drastic decrease of Ion upon 
reduction of T. On the other hand, as shown in Fig. 
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4 (b), Ion/Ioff of InAs SB-MOSFETs becomes 
remarkably worse as T is increased, due to the fact 
that Ioff increases sharply. 

In InAs SB-MOSFETs, high Ioff seriously limits 
the performance. We, therefore, propose to use gate 
underlap as a solution to improve the Ioff behavior. 
Fig. 5 (a) shows the dependence of the Ion, Ioff, and 
Ion/Ioff on the gate position with the channel length 
(Lch) of 25nm. Regardless of the gate position, SB-
MOSFETs with gate underlap make both Ion and Ioff 
to decrease. However, when the gate is placed near 
the source (underlap length: Lu1 = 0nm and Lu2 = 
5nm, respectively; see Fig. 1 for the definition of 
Lu1 and Lu2), Ion is comparable to the case with no 
underlap while Ioff becomes lower. The dependence 
of Ion, Ioff, and Ion/Ioff of InAs SB-MOSFETs on Lu2 
is shown in Figs. 5 (b) and (c). We conclude that, as 
Lch is increased (with Lu1 and Lg fixed), Ion/Ioff is 
improved exponentially.  

Fig. 5 (d) shows the Ion versus SBH for GaAs 
and Si SB-MOSFETs with T = 5nm. Recall that 
SBH is set to 0V for all the materials considered in 
this work. Since the typical SBH for GaAs is 0.6eV, 
methods to lower SBH should be devised.  

CONCLUSION 

For the purpose of enhancing the performance of 
SB-MOSFETs, III-V materials having small meff 
such as InAs and GaAs are investigated. We have 
found that the enhancement in III-V SB-MOSFETs 
can be limited by Ioff for narrow Eg materials. As a 
solution to overcome it, gate underlap has been 
suggested and its effect on the improvement on Ioff 
has been investigated. 
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Fig. 1.  The schematic diagram of UTB SB-MOSFETs. 
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Fig. 2.  Id-Vg characteristics of InAs, GaAs, and Si SB-
MOSFETs with T = 5 nm and Lg = 20 nm, displayed in the log 
scales (left axis) and linear scales (right axis). 
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INTRODUCTION 

Very Large Scale Integration (VLSI) shows 
higher performance by improving the density year 
by year. However, higher density of VLSI induces a 
large current density, leading the increase of 
temperature in a circuit, which will degrade the 
performance of the circuit [1]. Therefore, it is 
important to restrain the self-heating effect in a 
circuit. One of efficient solvents to this problem is 
designing a high efficient heat dissipation layout of 
the circuit considering self-heating effect. In this 
paper, 22nm technology node CMOS Inverter 
composed of Vertical MOSFET [2,3] is investigated 
considering both electrical and thermal properties. It 
is clarified by 3D device simulation results that 
Vertical NMOS drain side is the hot spot and gate is 
one of the dominant heat radiation routes from the 
hot spot. It is also shown that common-gate layout 
have a thermal advantage than separate-gate layout 
by dissipating much heat from the hot spot. 

 SIMULATION METHOD 

Figure 1 (a) and (b) show the layout of common-
gate CMOS Inverter and separate-gate CMOS 
Inverter of Vertical MOSFET in the same footprint 
(17F×7F) . Table I shows the parameters used in 
the 3D device simulation. We assume the most 
severe thermal situation for the circuit, the case that 
all adjacent circuits are active. We attached thermal 
resistances equivalent to 12 layers of interconnect 
above the top of the simulation area (M1 metal) and 
50m Si substrate below the bottom of the 
simulation area.  

RESULTS AND DISCUSSION 

Figure 2 shows the power of two layout types 
are the same under dc operation when input voltage 

(Vin) from 0.4V to 0.55V, which shows the most 
high power due to the through current (IT). When 
Vin is 0.46V, NMOS drain side shows the peak 
temperature (423K) as shown in Fig. 3. This is due 
to the difference of current density between NMOS 
and PMOS. It is important to release the heat from 
NMOS drain side, the hot spot in entire simulation 
area to maintain the performance of the circuit. 
Figure 4 shows the heat flux distribution when Vin 
is 0.46V. As from this figure, the heat of NMOS 
drain side dissipates via high thermal conductivity 
material tungsten (W) and silicon (Si) area. 
Particularly, in our simulation situation, dominant 
heat radiation routes are the paths toward drain 
contact, source contact and gate. Conducting much 
heat via gate, common-gate layout shows around 
3% reduction of temperature raise than the separate-
gate layout as shown in Fig. 5.  

CONCLUSION 

The self-heating effect in CMOS Inverter 
composed of Vertical MOSFET is analysed for the 
first time. It is shown that NMOS drain side is the 
hot spot in the circuit. Thus, it is important to 
dissipate heat from the NMOS drain side. One of 
the dominant heat radiation routes from NMOS 
drain side is gate. Thus, the common-gate layout for 
CMOS Inverter composed of Vertical MOSFET 
shows 3% reduction of temperature raise by 
conducting much heat from NMOS drain side to 
PMOS via gate, which is important to maintain high 
reliability of the circuit. 
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Fig. 1. (a) Layout of Common-Gate CMOS Inverter and (b) 

Separate-Gate CMOS Inverter of Vertical MOSFET. 

Table I. Parameters for this simulation. 

Feature Size (F ) 22nm

Pillar Diameter (Dp) F (=22nm)
Gate Length (Lg ) 2F (=44nm)

STI thickness (tsti ) 300nm

Power Supply (Vdd) 0.9V

Gate Oxide
Thickness (tox )

1.2nm

Parameters

Ambient Temperature
(Tamb)

400K
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Fig. 2. Power for Vertical CMOS Inverter under dc operation 

due to the through current, where P = Vdd×IT. Here, Vdd  is 

supply voltage and IT is through current. 

 
Fig. 3. Lattice temperature distribution under dc operation for 

(a) common-gate layout and (b) separate-gate layout when the 

bias recorded the highest peak temperature (Vin = 0.46V).  

Fig. 4. Heat flux distribution for (a) common-gate layout and 

(b) separate-gate layout when the bias recorded the highest peak 

temperature (Vin = 0.46V).  
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Fig. 5. Lattice temperature distribution for the cross-sectional 

view along the line Y-Y’ in Fig. 3, under dc operation when the 

bias recorded the highest peak temperature (Vin = 0.46V), 

temperature raise: the rise of temperature from 400K. 
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Tunnel FET (TFET) is one of the key devices 
for low-power applications beyond CMOS [1]. 
However studies of TFET circuits are still in early 
stage because of the lack of a TFET compact model. 
Authors have reported a compact model of TFETs 
based on the nonlocal band to band tunneling 
(BTBT) model [2]. In this paper, the model is 
expanded to fin (double gate) and wire-type 
(cylinder) TFETs.  

In the previous model in ref. [2], tunneling path 
is divided into two parts, vertical path at source 
gate overlap region, and horizontal path along gate 
insulator interface as shown in fig.1. The model 
agrees well with measured IV-curves (fig.2) of 
SOI-type planar TFETs developed by our group [3]. 

Since the key difference of the present model is 
the lateral potential profile along the gate insulator 
interface, the vertical profile considered in the 
previous work is not discussed in this paper. In our 
model, the potential profile is expressed by position 
dependent capacitances of each point along the gate 
insulator interface given by 

∙ ∙
(1) 

where x denotes the distance from the source 
junction. The source and the gate capacitances of 
each point are obtained by numerical simulations 
and fitted to the following equations,  

~  (2) 

~ ∙  (3) 

Where a~f… are fitting parameters and Fcorrection 
and Gcorrection are correction functions to realize 
better accuracy. Simulated and fitted capacitances 
are compared in fig.3. Strong interaction is 
observed between the two capacitance components. 
This is the reason why eq. (2) and (3) require 

correction terms. Potential profiles obtained from 
the model are compared with simulations in fig.4. 
Wire-type TFET provides steeper potential profiles 
than fin-type does, and the steepness is increased 
by decreasing their feature sizes. 

The tunnel distance λ  is obtained by 
λ  (4) 

where Eg is the bandgap. This λ  is used to 
calculate BTBT rates using Kane’s formula. 

∙ ∙
λ

λ
 (5) 

The drain current of TFET is obtained by, 

 (6) 

I-V curves of fin, wire and SOI-type silicon 
TFETs predicted by the present model are shown in 
fig.5. Steepness of the curves are better in an order 
of Wire > Fin > SOI. Drain saturation currents 
Idsat at the same gate bias is plotted as a function 
of fin-thicknesses or wire-diameters in fig.6. It 
should be mentioned that wire-type TFETs provide 
larger currents even in large wire diameters such as 
50nm. This comes from the fact that wire-insulator 
interfaces are surrounded by the gate. 

Eq. (1)~(6) are ready for implementations to our 
compact model of TFET described by Verilog-A 
languages. Thus we have built a basis for a set of  
TFET compact models consistent for bulk, SOI, 
Fin and Wire types. 
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Fig. 1.  Concept of the path length assumption in our model. 

The tunnel path is divided into two parts. This paper focuses 

on the horizontal tunnel path. 

 
Fig. 2.  Comparison of our model in ref. [3] with a measured 

IV curve of  TFET fabricated by our group. 

 
Fig. 3.  Capacitances of the model and simulation results. 

Source and gate capacitances affect each other. 

 
Fig. 4.  Lateral potential profile compared with numerical 

simulation results. Potential profiles of wire-TFETs are steeper 

than those of fin-TFETs. 

 
Fig. 5.  Id-Vg characteristics predicted by the present model. 

Scaling merit is observed stronger in wire-TFETs. 

 
Fig. 6.  Size scaling merits of saturation current at Vg=Vt-0.5, 

Vt-1.0 (Vt @ Id=10-11[A/um]) of fin and wire-type TFETs. 

Currents are normalized by those of SOI-TFETs. 
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The properties of III-V compound semiconduc-
tors and their heterojunctions have been relentlessly
investigated due to their wide-ranging applications
in electronic and optoelectronic technologies. One
of most important electronic property of hetero-
junctions is the band offset which describes the
relative alignment of the electronic bands across
the junction interface. Accurate determination of
band offsets is critical for understanding quantum
transport properties of the heterojuncton. For many
III-V materials systems, the band offset has been
carefully measured experimentally.[1]

On the other hand, theoretical calculations of
band offset have proven to be a serious challenge.
This is because first principles method of density
function theory (DFT) with local-density approxi-
mation (LDA) and generalized gradient approxima-
tion (GGA) underestimates the band gap (Eg) of
semiconductors. Without a correct calculation of Eg

for individual semiconductors, the calculated band
offset between two semiconductors can be problem-
atic. Another theoretical difficulty is when there are
impurities: the predicted physical results must be
averaged over multitudes of impurity configurations
which is extremely costly in computation.

Considerable theoretical efforts have been devot-
ed in the literature to correctly predict Eg. Apart
from the GW and hybrid functional methods, for
calculating Eg of pure semiconductors, the recently
proposed modified Becke Johnson (MBJ) semilocal
exchange was shown to give quite accurate values
for many compounds with “cheap” computational
cost.[2] To deal with the prohibitively large compu-
tation required for calculating configuration average

for doped semiconductors, one wishes to compute
the averaged physical quantity in one-shot without
individually computing each impurity configuration
as in the super-cell approach. In this regard, a wide-
ly used technique is the coherent potential approxi-
mation (CPA)[3] as implemented in Korringa-Kohn-
Rostoker or linear muffin-tin orbital (LMTO)[4]
DFT methods. Very recently, Ref.[5] has combined
CPA with MBJ and reported the calculation of Eg

for the semiconductor InxGa1−xN, the results are in
excellent agreement with the measured data for the
entire range of x = 0 to 1.

In this work, we employ the CPA-MBJ first prin-
ciples approach as implemented in the Nanodsim[6]
software package to quantitatively calculate the
band offsets of two semiconductors with im-
purity doping. In particular, we consider the
most important heterojucntion, between GaAs and
AlxGa1−xAs. Our calculated Eg of AlxGa1−xAs for
the entire x range, and the calculated band offsets
of the heterojunctions, are all quantitatively and
excellently compare with the experimental data.
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TABLE I
ENERGIES OF THE CONDUCTION BAND MINIMA AT THE Γ,

X , AND L POINTS WITH RESPECT TO THE VALENCE

MAXIMUM AT THE Γ POINT IN UNITS OF ELECTRON VOLT.
THE COLUMN OF LDAv WERE OBTAINED BY THE VASP

ELECTRONIC PACKAGE USING LDA, OTHER RESULTS WERE

BY NANODSIM WHICH IMPLEMENTS THE DFT WITHIN

TB-LMTO APPROACH. THE LAST COLUMN ARE THE

EXPERIMENTAL VALUES FROM REF.[1].

material Eg LDAv LDA MBJ Expt.[1]
GaAs EΓ

g 0.493 0.761 1.518 1.519
EX

g 1.334 1.346 1.960 1.981
EL

g 0.948 1.100 1.691 1.815
AlAs EΓ

g 2.014 2.300 3.099 3.099
EX

g 1.312 1.307 2.258 2.24
EL

g 2.086 2.191 2.835 2.46

TABLE II
USING THE CPA-MBJ APPROACH IN THE NANODSIM

ELECTRONIC PACKAGE, THE FOLLOWING TABLE LISTS THE

CALCULATED VBO AND CBO OF GAAS/ALxGA1−xAS

HETEROJUNCTION.

x 0.1 0.2 0.3 0.4 0.5
VBO 0.070 0.114 0.167 0.222 0.280
CBO 0.050 0.145 0.238 0.276 0.230
x 0.6 0.7 0.8 0.9 1.0

VBO 0.337 0.397 0.459 0.532 0.593
CBO 0.210 0.190 0.167 0.161 0.148

Fig. 1. (a,b) The band structures obtained with LDA: (a)
for GaAs, (b) for AlAs. Red line is obtained by VASP, blue
dots obtained by Nanodsim. A perfect agreement of the valence
bands and a very good match of the conduction bands between
these methods indicate that the TB-LMTO approach (Nanod-
sim) is quite accurate in calculating the physical properties of
these materials. However, the band gaps were underestimated
by LDA. (c,d) The band structures calculated with MBJ by
Nanodsim: (c) for GaAs and (d) for AlAs. The MBJ band gaps
are in good agreement with the experimental values at the Γ
and X points, and within 7% for GaAs and 15% for AlAs to
the experimental values at the L point, see Table I.

Fig. 2. The calculated band gaps of AlxGa1−xAs versus x
by the CPA-MBJ approach. The two solid lines are fitting to
the data in the two ranges of x. The alloy material changes
from a direct-gap semiconductor to an indirect-gap one at a
crossover point ( x ∼ 0.36) where the conduction band minima
at Γ and X have the same energy value. Inset: the calculated
DOS for the alloy Al0.36Ga0.64As in logarithmic scale as a
function of momentum k and energy E, revealing a broadened
“band structure”. The “conduction band” minima at Γ, X , and
L points have essentially the same energy value for this alloy
at x ∼ 0.36.

Fig. 3. Valence band offset (red dot) and conduction band
offset (blue square) at different concentration x. The red line
shows the linear fitting of the VBO, V BO(x) ≃ 0.587x eV,
which agrees reasonably with the experimental observation of
V BO(x) ≃ 0.55x eV. The GaAs/AlxGa1−xAs heterojunctions
have the straddling type gap - the valence band maximum of
GaAs is higher, while its conduction band minimum is lower.



146 16th International Workshop on Computational Electronics, June 4-7, 2013, Nara, Japan

978-3-901578-26-7 c⃝ 2013 Society for Micro- and Nanoelectronics

Resistive Switching in RRAM Devices through 

First Principles Calculation: Oxygen Vacancy-

Induced Electron Conduction Path in HfO2  
 

Susan Meñez Aspera, Hideaki Kasai, Hirofumi Kishi, Nobuyoshi Awaya
*
, Shigeo Ohnishi

*
, and Yukio 

Tamai
* 

Department of Applied Physics, Osaka University, Suita, Osaka 565-0871, Japan 
*
Corporate Research and Development Group, Sharp Corporation, 1 Asahi, Daimon-cho, Fukuyama 721-

8522, Japan 

e-mail: kasai@dyn.ap.eng.osaka-u.ac.jp 
 

INTRODUCTION 

The electrically induced nanoscale resistive 

switching in resistance random access memory 

(RRAM) devices gains considerable attention as a 

promising non-volatile memory device [1]. From 

among the different structures of RRAM devices, 

the metal-insulator-metal sandwiched type 

structure mostly incorporates with it a transition 

metal oxide (TMO) insulator material that alters its 

resistive property upon subject to moderate 

amount of set and reset pulse voltage. This “ON-

OFF” resistive switching has been exemplified in 

various experimental studies [1,2] but the basic 

mechanism at the atomic level is still unclear. Here, 

we employed first principles calculation based on 

density functional theory (DFT) to analyze the 

mechanism of resistive switching through a known 

TMO used in RRAM devices, HfO2.  

 

 RESISTIVE SWITCHING THROUGH OXYGEN 

VACANCIES 

Experimental reports related to determining the 

switching mechanism in TMO-based RRAM [2] 

shows the existence of rowed (aligned) oxygen 

vacancies within the bulk TMO material upon 

subject to a relatively large amount of forming 

voltage. This causes change in the resistive 

property of the TMO from having insulator-like to 

having metallic-like properties. Thereafter, 

sufficiently small amount of set and reset pulse 

voltage is needed for the resistive switching. 

Therefore, the presence of rowed oxygen 

vacancies in HfO2 was analyzed using DFT where 

results of the total density of states (TDOS) plots 

for bulk HfO2 with rowed oxygen vacancies (Fig. 

1) and plus charge carrier trapping (Fig.2) shows 

metallic properties [3]. This electron conduction 

path was also confirmed through the partial charge 

density distribution (Fig. 3) along the band 

crossing the Fermi level. Moreover, it was 

confirmed from the electrode(Ta)-TMO interaction 

that the layers of the TMO near the electrode 

interface have metallic properties with and without 

the presence of oxygen vacancies (Fig. 4). We 

thereby proposed a mechanism of resistive 

switching (Fig. 5) where oxygen vacancy 

migration from the interface layers to the bulk of 

the TMO HfO2, and vice versa, determines the 

resistive property of the TMO.  

CONCLUSION 

We have used first principles calculation based 

on DFT to propose a mechanism of resistive 

switching in a TMO-based RRAM. The proposed 

mechanism is based on the presence of 

continuously aligned oxygen vacancies with 

charge carrier trapping and its migration between 

the electrode-TMO interface and its bulk. 
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Fig. 1.  Total density of states (TDOS) vs energy relative to 

the Fermi level (E-EF) for bulk HfO2 with rowed oxygen 

vacancies.  

 

Fig. 2.  Total density of states (TDOS) vs energy relative to 

the Fermi level (E-EF) for bulk HfO2 with rowed oxygen 

vacancies and charge carrier trapping. 

 

Fig. 3.  Band structure plot near the Fermi level of bulk HfO2 

with rowed oxygen vacancies and charge carrier trapping. The 

highlighted red line shows the band passing through the Fermi 

level. Inset: partial charge density distribution plot for the 

band (shown in red) passing through the Fermi level. Green, 

red, and white spheres represents Hf atoms, O atoms and O 

vacancies, respectively. The colors indicate electron densities 

of until 0.005 e/Å3. 

 

Fig. 4.  Local density of states (LDOS) vs the energy relative 

to the Fermi level for HfO2 layers (L1, L2, L3, and L4) near 

the electrode(Ta)-HfO2 interface. L1 depicts the LDOS of the 

HfO2 layer at the interface whereas L4 depicts the LDOS of 

the 4th layer of the HfO2 bulk from the interface. 

 

Fig. 5.  Schematic illustration of the switching mechanism: a. 

high resistance state, b. low resistance state, and c. relative 

energies of the configuration with low and high resistance 

states, and the position of the transition state for oxygen 

vacancy migration. Insets in Fig.5c: configuration of the 

system. Green, red, white and black spheres represents Hf 

atoms, O atoms, O vacancies and Ta atoms, respectively.  
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Fig. 1.  Repetition of a 12 rhombohedral supercell of germanium 
containing a misfit dislocation.

 

Fig. 2.  Reduced-scheme bandstructure for a supercell of bulk germanium, 
with one folded valence band and one folded conduction band indicated. 

Fig. 3. Electronic bandstructure for a 6×4×1 supercell containing an extended misfit 
dislocation. The additional states due to the dislocation are highlighted. 
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Universal conductance fluctuations have been 
observed in mesoscopic semiconductors for 
decades [1].  These fluctuations arise from the 
presence of a random potential in the 
semiconductor, which arises from e.g. impurities 
present in the material.  The common theory 
suggests that the amplitude of these fluctuations 
will be a factor 2  smaller for magnetic field 
variation as compared to Fermi energy (or gate 
voltage) variation.  This arises from breaking of 
time reversal symmetry in the magnetic field and a 
reduction in the diffuson channel in the quantum 
conductance.  Within this small factor, it has been 
generally believed that a form of an “ergodic 
theorem” related the expected values for these two 
types of parameter sweep.  Recently, experimental 
work on graphene has raised questions about such 
a theorem [2]. It was found that sweeps of gate 
voltage led to fluctuations that were more than a 
factor of 3 higher than sweeps of magnetic field. 

Here, we explore Fermi sweep induced 
fluctuations versus magnetic field sweep induced 
fluctuations, to examine whether an ergodic 
theorem exists.  

We use a recursive scattering matrix 
formulation to solve for the quantum transport 
through our active region, which is projected onto 
a discrete lattice in two dimensions.  Here, the 
recursive approach follows that of Usuki [3] and 
our previous formulations.  The use of a discrete 
lattice imposes a cosinusoidal band onto the 
eigenvalues of the slice Hamiltonian, and that 
allows us to study both the normal parabolic band 
behaviour and a quasi-linear energy behaviour 
near the center of the energy band.  Thus, we can 
determine whether the observed effects in 
graphene [2] are unique to graphene or appear in 
any quasi-linear energy structure. 

We find a range of results depending upon the 
precise structure and the level of the random 
potential.  When a modest random potential is 
superimposed upon a weak quantum dot 
confinement, then we find for both parabolic and 
quasi-linear bands that the rms amplitude of the 
fluctuations is about 0.3 (in units of 2e2/h)  for 
Fermi energy sweeps and about 0.28 for magnetic 
field sweeps.  The former is close to the value of 
0.36 expected from diagrammatic Green’s function 
theory [1].  If the quantum dot is removed, the 
magnetic sweeps give smaller amplitude of order 
0.1.  If the amplitude of the random potential is 
increased to a large value, little change is seen in 
the Fermi energy sweeps (other than a reduction in 
overall conductance), but the fluctuations in the 
magnetic sweeps are reduced further to about 0.07. 

These results suggest that there is no universal 
relationship between the two types of sweep, 
particularly no 2  connection, as the ratio of the 
amplitudes for the two sweeps can be found to 
vary from near 1 to more than 4.  This further 
suggests that the observations in graphene [2]  may 
be as much due to very strong disorder as to the 
uniqueness of the graphene energy structure. 

 
 [1] See, e.g., D. K. Ferry, S. M. Goodnick, and J. P. Bird, 

Transport in Nanostructures, 2nd Ed. (Cambridge Univ. 
Press, Cambridge, 2009) Ch. 7. 

[2] G. Bohra, R. Somphonsane, N. Aoki, Y. Ochiai, R. Akis, 
D. K. Ferry, and J. P. Bird, “Nonergodicity and 
microscopic symmetry breaking of the conductance 
fluctuations in disordered mesoscopic graphene,” Phys. 
Rev. B 86, 405(R) (2012). 

[3] T. Usuki, M. Saito, M. Takatsu, R. A. Kiehl, and N. 
Yokoyama, “Numerical analysis of ballistic-electron 
transport in magnetic fields by using a quantum point 
contact and a quantum wire,” Phys. Rev. B 52, 8244 
(1995). 
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Fig. 1.  Fluctuations for Fermi sweep in the parabolic regime.  

A small, soft walled quantum dot is also present. 

 
Fig. 3.  Fluctuations for Fermi sweep in the quasi-linear 

regime.  A small, soft walled quantum dot is also present. 

 
Fig. 2.  Fluctuations for Fermi sweep in the parabolic regime, 

with no quantum dot potential, but with strong scattering. 

 
Fig. 2.  Fluctuations for magnetic field sweep in the parabolic 

regime.  A small, soft walled quantum dot is also present.  

The Fermi energy is 10 meV. 

 
Fig. 5.  Fluctuations for magnetic field sweep in the quasi-

linear regime.  A small, soft walled quantum dot is also 

present.  The Fermi energy is 43 meV. 

 

Fig. 5.  Fluctuations for magnetic field sweep in quasi-linear 

regime for strong scattering. The Fermi energy is 58 meV 
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The difference between the classical and the quantum

mean values of a physical quantity associated with the

evolution of an initial state may be evaluated by an esti-

mate [1], which vanishes for up to quadratic potentials.

In this case the commutator coincides with the Poisson

bracket and the physical aspects are determined by the

initial condition only. This ultimate parity may be used

to setup benchmark experiments testing the properties of

computational approaches. In particular, in the Wigner

picture it holds:

∫
dk′Vw(k − k′)f(x, k′, t) = −

eE∂f(x, k, t)

h̄∂k
(1)

showing the equivalence of the ballistic Boltzmann and

coherent Wigner evolution for linear potentials V (x) =
Ex. The choice of an initial condition f(x, k, 0) =
Nδ(k)δ(x) discards all quantum effects, so that the evo-

lution is a simple acceleration of classical particles over

a Newton trajectory. Why has this duality not yet been

used as a reference for validation of Wigner transport

simulation methods? The reason is that according to

(1) Vw is a generalized function: Vw(k) = eE
h̄ δ′(k),

which precludes any exact numerical treatment: even

the standard, infinitely coherent in space, definition of

the Wigner potential [2] diverges. This research aims

at both, the development of an asymptotic approach

as well as a validation of our Wigner particle model

for this extreme case. The model accounts for mixed

initial and boundary conditions and entangles particle

attributes such as drift, generation and sign of the er-

godic counterpart [3] with the concepts for momentum

quantization, indistinguishable particles and annihilation

at consecutive time steps. The key parameter in this

approach is the finite coherence length L giving rise to

the quantization ∆k = π/L of the momentum subspace,

and a discrete Fourier expansion

Vw(n) =

∫ L/2

−L/2

e−in∆ks

ih̄L
∆V (x±s)ds = −

eEL

h̄πn
cos(πn)

The quantization imposes rules of cellular automata

on the Boltzmann evolution [4]: The probability for a

transition during a time dt to the next node n in field di-

rection is proportional to the acceleration dk = eEdt/h̄.

This leads to a reference process, where the number of

particles placed at the initial node gradually decreases

in favour of the corresponding increase on the next

node. Newton’s law is recovered in the limit L → ∞.

The challenge now is to emulate the same process by

generation of signed particles according to Vw(n), which

reside at a momentum grid during the evolution and

may annihilate if having: opposite sign; identical phase

space coordinates; identical evolution times. This illus-

trates their indistinguishability. Our simulations indeed

demonstrate this behaviour: Figure 1 shows the initial

peak which drops so that at 0.53ps the two adjacent

nodes contain an equal number of particles, while after

1ps the transition is complete. However, an additional

phenomenon is revealed by this evolution process: a

pattern of oscillating values appears. We associate this

with the fact that the equivalence between quantum

and classical evolution is asymptotic only. The discrete

quantum system is disturbed by the violation of the

uncertainty principle in the initial condition. Indeed,

with an increase of L the magnitude of the oscillations

decreases, Figure 2. Another interesting phenomenon is

the pulsing of the pattern in time: during a transition the

oscillations are much higher than at its end, as if the

solution tends to the classical shape at discrete points in

time, Figure 1 and Figure 3. For E = 104V/m and L =
200nm these instants are consistent with Newton’s law:

∆k = eE∆t/h̄. It also validates the robust behaviour

of our technique: the 5ps solution is obtained without

any distortion due to annihilation. Figure 4 shows the

dramatic increase of computational effort with increasing

evolution time and the importance of annihilation to keep

particle numbers under control. The fine structure and

asymptotic behaviour of the analysed quantum process

makes it an ideal candidate for benchmark simulations.
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Fig. 1. The effect of the accelerating force is replaced by the Wigner

potential with generation of positive and negative particles which

reside on the grid in momentum space. The decrease of the initial

peak is entirely due to the generation of negative particles at the

zero node. These annihilate with the positive counterparts leading

to a decrease of the initial condition. On the next node to the right

positive particles are generated. The net effect is as in the cellular

automata reference process. The transition of the peak between two

neighbouring nodes is accompanied by increased oscillations, which

are subside once the transition is complete.
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Fig. 2. An increase of the coherence length reduces the magnitude

of the oscillations, demonstrating the expected asymptotic behaviour.

The corresponding decrease of ∆k reflects on the time required for

half transfer, according to Newton’s law, by reducing it 4 times.
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INTRODUCTION

Owing to development of fabrication technolo-
gies, atomic scale conductors have been realized.
Although electrodes are necessary in utilizing such
conductors for electronic devices, it is difficult to
create the electrodes with a conventional way such
as metal heat bonding. If interface between the
device and electrodes is defective, characteristics of
the atomic scale device would be rectified or washed
out due to large contact resistance.

In this study, we investigate how current-voltage
characteristics of a small two-dimensional conduc-
tor change when connection between the device and
the electrode is malfunction.

MODEL

Figure 1 shows the structure of the model we
study. A two-dimensional conductor, which is de-
picted as the dark shaded region, is cladded by
electrodes. By applying the effective mass approxi-
mation, the device is discretized by 10 mesh points
in the longitudinal direction. We consider two struc-
tures with different width which are divided by 3
or 6 mesh points, respectively. We refer the3× 10
and 6 × 10 structures as (A) and (B), respectively.
The mesh points, which have energyε + Vi (Vi:
potential due to applied voltage), are connected by
the nearest neighbor hopping integralt. To model
the malfunction in connection to the electrodes,
we set some of the hopping integrals between the
device and electrodes to zero. We evaluated current
through the device at 300 K by using the non-
equilibrium Green’s function method.

RESULTS

In Fig. 2, we show current-voltage characteristics
of the structure (A). The solid curve shows the
current for the case of perfect connection to the

electrode. The dashed curve denotes the current with
defect at the edge of the interface. The dot-dashed
curve denotes the current with defect at the center of
the interface. Position of the defect is schematically
shown by the crosses in the insets. We observe
that the defective connection reduces the current.
Reduction of current due to defect located at the
center of the interface is larger than that due to
defect at the edge.

Fig. 3 shows current-voltage characteristics of
the structure (B). The defective connection also
reduces the current, however, in this case, effect of
disconnection at the edge of the interface is larger
than that at the center.

In Fig. 4, we show electron densities for the two
structures. For both cases, the defect is located at
the middle of the interface between the device and
cathode. We observe that the electron distributions
are quite different for the two samples.

DISCUSSION

Such difference in the effect of the position of
the defect in the connection would be explained
by difference in relevant lateral modes which are
schematically shown in Fig. 5. In the structure (A),
current flows mainly through the lowest mode. The
current is largely affected by the defect at the center
because it locates on the belly of the lowest mode.
Whereas in the wider structure (B), the second mode
is dominant for the current. In this case, the defect
at the center of the interface, which locates at the
node of the mode, has small effect on current.
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Fig. 1. Schematic structure of the device we studied. Discretized mesh points are connected by hopping integral, and there are
disconnection between the electrode (cathode) and device.
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ABSTRACT 

The use of SiGe alloy as a channel material is a 

promising way to overcome the low mobility 

problem of conventional Si-based field effect 

transistors. This paper presents an atomistic 

approach to alloy scattering mobility calculation 

and shows its application to SiGe channel field 

effect transistors. 

 

INTRODUCTION 

The calculation of alloy scattering mobility has 

become an important device modeling issue to 

determine the expected device performance of 

SiGe-based FETs. Usually, the calculation of alloy 

scattering mobility assumes an alloy scatterer in a 

simple analytical form with some fitting 

parameters [1], which is a good practical approach 

but has a limited predictability. Recently, Mehrotra 

et al.
 
presented an atomistic approach to calculate 

the alloy scattering mobility in bulk SiGe materials, 

which describes an alloy system in atomistic level 

and requires no fitting parameters for the mobility 

calculation [2]. 

In this paper we extend the atomistic approach 

to be applicable to general devices as well as bulk 

materials. Also, we investigate the alloy scattering 

mobility in SiGe bulk, thin film, and thin film 

FETs. 

 

CALCULATION METHOD 

The following briefly shows a few steps to 

calculate the alloy scattering hole mobility in the 

channel region of a device. 

Step 1: Perform a device simulation at a certain 

bias condition to obtain the solution and 

information needed for the following mobility 

calculation. 

Step 2: Solve Schrodinger equations in a 

desired channel region of the device assuming no 

atomistic randomness due to alloy atoms. Alloy-

averaged Hamiltonian matrices( )(kH
VCA


) are 

solved and corresponding eigenfunctions( k


| ) and 

velocities( )( kv


) are obtained. 

Step 3: Calculate the ensemble average of the 

momentum relaxation time due to alloy scattering. 
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 is a Hamiltonian matrix of a 

randomly generated SiGe alloy structure. 

Step 4: Calculate the hole mobility according to 

Kubo-Greenwood formula. 
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RESULTS AND DISCUSSIONS 

Hole alloy scattering mobility for SiGe bulk, 

thin film, and the channel of thin film transistors 

are calculated. sp3d5s* tight-binding basis with 

spin-orbit coupling and a valence band offset of 

0.54eV between Si and Ge have been used 

throughout our calculations. Results and 

discussions are shown in the following page with 

figures and captions. 
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Fig. 1.  Calculated hole mobility(red), estimated hole phonon 

mobility(dashed blue), and the total of the two(marked black) 

versus alloy mole fraction in bulk SiGe. Our calculation 

shows good agreement with Ref. [3]. 

 

Fig. 2.  Calculated hole alloy scattering mobility(blue) versus 

hole density in Si0.7Ge0.3 bulk. In degenerate semiconductors 

the alloy scattering mobility decreases due to rapid increase of 

alloy scattering rate even though the average carrier velocity 

increases as carrier density. 

Figs. 4(a) and 4(b).  Calculated hole alloy scattering mobility 

in the channel of thin film SiGe transistors with various alloy 

mole fraction and gate bias conditions. The thickness of the 

thin films is 11.7nm, and the transport and confinement 

directions are [110] and [1-10], respectively. (a) The numbers 

at markers are the surface hole densities(/cm2) and a red line 

indicates a hole mobility with a fixed surface hole density of 

1E13/cm2. (b) There is a tendency for the alloy scattering 

mobility to decrease with increasing the carrier density. 

 

Fig. 3.  Calculated hole alloy scattering mobility in thin film 

Si0.7Ge0.3 layers with different thicknesses and carrier 

densities. The transport and confinement directions  are [110] 

and [1-10], respectively. The numbers at markers are the 

surface hole densities(/cm2) and a red line indicates a hole 

alloy mobility with a fixed surface hole density of 1E13/cm2. 
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ESSENTIAL GOALS OF THE DISCRETIZATION

Models for the carrier density n in semiconduc-
tors n = NcF(η), η chemical potential, include all
strictly monotonous distribution functions F(η) in
the range defined by Boltzmann-statistics (strongest
increase of density) and the Fermi-Dirac-integral of
order −1 (weakest increase of density), compare
Fig. 1. The latter one appears as vanishing disorder
limit of the Gauss-Fermi-integral [1] for hopping
transport in organic semiconductors and in phase-
separation models [2], where a ’discrete chain rule’
was used to get stability for the discrete problem.

Looking at analytic results for Fermi-Dirac-
statistics (e.g. [3]) and comparing them to those
for the Boltzmann case suggests, that it should
be possible to get all nice properties also for the
discrete problem in the F(η)-case: uniqueness for
small applied voltages; bounded, positive steady
states; existence of a unique transient solution;
dissipativity. Such results are expected to hold for
restricted classes of material models for all bound-
ary conforming Delaunay grids and all time steps.

The goal here is to generalize the Scharfetter-
Gummel-scheme for the above described range. Up
to now degenerate semiconductors may be most
precisely handled by a local, non-symmetric Boltz-
mann approximation and an outer iteration [4]. This
outer iteration multiplies the total computation time,
while a much more complex current relation may
triple the assembly effort only, a small fraction of
the total time.

A FIRST APPROXIMATION

In [5] the approximation introduced by Blake-
more [6] of the distribution function F1/2(η) for

small arguments

FB(η) =
1

e−η + γ
, 0 ≤ n ≤ Nc

γ
(1)

was investigated for the governing equation

d

dx

(
qµNcF(η(ϕ,ψ))

d

dx
ϕ(x)

)
= 0, (2)

describing a constant current j along an edge
[xa, xb] and the boundary values of the quasi-Fermi
potential ϕ(xa) = ϕa and ϕ(xb) = ϕb. This case is
sufficiently simple to obtain explicit expressions and
to study the essentials of the non-Boltzmann case,
namely the generalized Einstein relation, describing
the nonlinear ratio between diffusion coefficient and
mobility D/µ ∼ g3(n), see Fig. 2.

Using Eq. (2), changing variables from quasi-
Fermi potential to chemical potential together with
a linearity assumption of the electrostatic potential
ψ results in the following integral equation for j
along the edge∫ ηb

ηa

1
j
F(η) + δψ

dη = 1. (3)

Inserting the approximation FB(η) results in a fixed
point problem for the current [5]:

j = B(δψ + γj)eηb −B(−(δψ + γj))eηa , (4)

where B(x) = x
ex−1 is the Bernoulli function. Due

to the properties of the Bernoulli function this fixed
point problem has a unique solution for the current
and for all finite arguments. Solutions of Eq. (3) for
given potentials are shown in Fig. 3 together with
their Boltzmann counterparts.
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THE GENERAL CASE

The approach is generalized to any strictly mono-
tonous distribution function F(η), −∞ < η < ∞,
by using a piecewise continuous approximation of
the form

Fi(η) =
σi

e−η + γi
, ηi ≤ η ≤ ηi+1,

ηa = η0, ηb = ηk+1, σi > 0, γi > 0.

In this case the left hand side of equation (3) reads∫ ηb

ηa

dη
j
F(η) + δψ

=
k∑
i=0

ci, ci =

∫ ηi+1

ηi

dη
j
Fi(η)

+ δψ
.

Hence, a decomposition of unity
∑
i ci = 1, ci > 0,

defines the current j. Simplifications for special
choices of σi, γi and a detailed discussion of
existence and uniqueness of a solution, which is
supporting an implementation directly, will be in
the focus of the talk.

CONCLUSION

The Scharfetter-Gummel scheme is extended to
monotonous carrier density state equations in a
unified way.
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INTRODUCTION

New channel materials such as Ge and III-V semi-
conductors are needed to achieve high performance
and low power in nanoscale CMOS devices[1]. A
number of authors have presented numerical and
theoretical studies of carrier transport in MOSFETs
on high mobility substrates and Si [2], [3], [4].

In this paper, transport properties in Si and
Ge n-MOSFETs are evaluated using a 4 moments
quantum energy transport(QET) model[5]. The QET
model allows analysis of carrier transport including
quantum confinement and hot carrier effects.

4 MOMENTS QUANTUM ENERGY TRANSPORT

MODEL

We develop a 4 moments QET model, assuming
the classical form of the fourth moment tensor
and neglecting quantum corrections in the diffusive
contributions to the energy flux density[5]. For
electrons, the carrier continuity and energy balance
equations are derived as

1
q
divJn = 0, (1)

∇ · Sn = −Jn · ∇φ − 3
2
kn

Tn − TL

τϵ
, (2)

whereφ, n and Tn are the electrostatic potential,
electron density and electron temperature, respec-
tively. q, k, τϵ and TL are the electronic charge,
Boltzmann’s constant, energy relaxation time, and
lattice temperature. The quantum corrections of the
current densityJn and energy flux densitySn are
given by

Jn = qµn(∇(n
kTn

q
) − n∇(φ + γn)), (3)

Sn = −µs

µn
(
5
2

kTn

q
− h̄2

24mq
∆log n − γn)Jn

−µs

µn

5
2
(
k

q
)2qµnnTn∇Tn, (4)

whereµn andµs are the electron and energy flow
mobilities, respectively.̄h and m are Plank’s con-
stant and effective mass. The quantum potential is
written as

γn =
h̄2

6mq

∆
√

n√
n

. (5)

NUMERICAL RESULTS

Si and Ge n-MOSFETs with high-k/metal gate
are examined. Selected material parameters are
listed in Table I. Both devices have gate length
Lg=35nm, EOT=0.7nm and the S/D dopings of
1.0× 1020cm−3. The dielectric permittivity consid-
ered here is 22, and the value is known as ”HfO2”.
For metal gates, the work functions of 4.2 eV for
Si devices, and 4.14 eV for Ge devices are adopted.
Fig. 1 (a) and (b) shows comparisons of the classical
and quantum mechanical average inversion layer
depths versus effective normal field for Si and Ge
n-MOSFETs. In both devices, the classical value
is less than 1.0 nm, and the difference between
two devices is small. The QM value of the Ge n-
MOSFET is larger than that of the Si n-MOSFET
by 0.8nm-1.2nm for a wide range of channel doping
because of the low effective mass and high per-
mittivity of Ge. This effectively reduces the charge
control by the gate in Ge n-MOSFETs. The electron
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density distributions perpendicular to the interface
are shown in Fig. 2 (a) and (b). The results clearly
indicate that the quantum confinement effect at the
drain end of the channel is further reduced by the
enhanced diffusion towards the bulk due to the high
electron temperature. Fig. 3 shows electron density
distributions of a double gate Si n-MOSFET with
high-k/metal gate. The silicon layer thickness is
6nm. It is seen that the device exhibits two channels
at the source end of the channel and a single channel
at the drain end of the channel due to high electron
temperature near the drain.

CONCLUSION

A 4-moments QET model allows simulations of
quantum confinement transport with hot-carrier ef-
fects in Si and Ge n-MOSFETs. The charge control
by the gate is effectively reduced in the Ge n-
MOSFET due to low effective mass and high per-
mittivity. The quantum confinement effect is further
reduced by high electron temperature near the drain.
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TABLE I

SELECTED SEMICONDUCTORMATERIAL PARAMETERS

semiconductor Si Ge
µeff (cm2/V s) [4] 400 1040

EG(eV ) 1.12 0.66
ϵR(ϵ0) 11.7 16.0

meff (m0) 0.26 0.10
ni(cm

−3) 1.105 × 1010 2.0 × 1013
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Fig. 1. Average inversion layer depth as a function of gate
effective normal field for Si and Ge n-MOSFETs. (a) The
results are calculated by the QET and ET models. The channel
doping is1.0 × 1018cm−3. (b) The uniform channel dopings
are1.0 × 1018cm−3 and1.0 × 1017cm−3, respectively.
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Fig. 2. Electron density distributions perpendicular to the
interface for a 35nm MOSFET, (a) at the source end of the
channel, (b) at the drain end of the channel.Vg=0.8V,Vd=0.8V.
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Abstract 

Because of fast development of fabricate 
technique, it is expected that the scale of transistor 
will go below 10nm in a few years. Under such 
scale, properties of electrons will be dominated by 
quantum mechanics effects. In order to handle 
such a situation, an amount of quantum mechanics 
methods have been developed. However, the most 
important defect of all these methods is extremely 
time-consuming during calculations, especially 
when more atoms contained. Therefore, when a 
system consists of a core device under atomic 
scale and a broader environment outside, a hybrid 
method which combines quantum mechanics (QM) 
and electromagnetic (EM) has been proposed, 
resulting in less accuracy but much faster speed 
comparing with purely QM solver if this system 
could still be dealt with by it. For the system 
mentioned above, its active core device which 
contributes most properties is simulated by QM 
solver, while the left environment part containing a 
large number of atoms which can hardly be solved 
by QM method, is calculated by EM solver. 
Moreover, effect on the interface and 
communications between two solvers should be 
considered. As a result, this QM/EM method 
balances the accuracy and efficiency. 

 

The QM/EM method has been successfully 
developed in time-domain which can now solve 
steady-state [1] and time-dependent [2] problems. 
In this work, the application of this method is 
extended into frequency-domain. Within EM 
solver, system is treated classically by solving 
Maxwell’s equations directly in frequency domain. 
Basing on time-dependent density functional 
method (TDDFT) and non-equilibrium green’s 
function method (NEGF), electronic transport 
properties are investigated in QM solver. By 

defining a double-time Fourier transform, its 
energy spectrum can also be explored [3]. In order 
to realize an information exchange between QM 
and EM region, a coupled self-consistent scheme 
is adopted. Potential distribution V on the interface 
between two regions is solved by EM solver as the 
boundary conditions for QM solver. After 
accomplishment of QM simulation, current density 
J on the interface calculated by QM solver is fed 
back to EM solver as its boundary condition. This 
process is iterated until potential distribution and 
current density converge. 

 

Basing on this QM/EM method, a carbon 
nanotube device depicted in Fig. 1 is studied in 
frequency domain. Result obtained directly from 
frequency region is compared with that from time-
dependent calculation by a numerical Fourier 
transform ( ) ( ) / ( )G I V . A very well 
agreement can be found in Fig. 2 upon frequency 
up to 0.6ev (~70THz) by this comparison, which 
validate this frequency-dependent QM/EM method. 
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Fig. 1.  A (5,5) CNT sandwiched by two aluminum leads in 

the center of a silicon environment 

 

 

Fig. 2.  Solid line: real (imaginary) part of dynamic 

admittance from time-dependent QM/EM calculation; dashed 

line: real (imaginary) part of dynamic admittance directly 

from frequency-dependent QM/EM method. A very well 

agreement can be found from this picture. 
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Introduction As the size of transistors keeps shrinking,
it becomes more and more important to include quan-
tum mechanical, bandstructure, and atomistic effects to
accurately simulate their properties. Hence, nano-TCAD
tools that capture band non-parabolicity, atomic granularity,
energy quantization, quantum confinement, and tunneling
are required to design next-generation logic switches.

Advanced simulation models are computationally very
intensive so they are either restricted to small devices
or need some simplifications to be applied to realistic
structures. For example, replacing the real-space by a
mode space approach allows for the consideration of larger
transistors [1]. At the algorithm level, a recursive Green’s
Function (RGF) solver [2-3] is faster than inverting an
entire matrix. Finally, reducing the model complexity (tight-
binding vs. DFT) decreases the computational burden.

Here, another approach based on novel hardware archi-
tectures is investigated to accelerate nanoelectronic device
simulations: the usage of graphics processing units (GPUs).
The transition from CPUs to GPUs demands for software
modifications that can be significant. The purpose of this
paper is to show what kind of speed-up can be obtained as
function of the effort that is invested in code-rewriting.

Computational Strategy GPUs find their main applica-
tion in 3D computer graphics and video cards, but can also
be used as general-purpose computing units. Currently, they
equip the largest supercomputer in the world called Titan
and located at ORNL [4]. Usually, on each computational
node,NGPU GPUs are attached toNCPU CPUs, as illus-
trated in Fig. 1(a). The total speed-upSUtot that can be
achieved when all the CPUs and GPUs work together, as
compared to the case with CPUs only, is defined as

SUtot =
NGPU · SUGPU + NCPU,working

NCPU

, (1)

whereSUGPU is the speed-up when comparing one single
GPU with one single CPU andNCPU,working the number
of CPUs that are actually working: due to the low memory
of GPUs (≤6 GB), NCPU,working < NCPU so that the
memory of the idle CPUs can be used to store GPU data.

To determineSUtot, AMD Opteron 6272 CPUs with
a frequency of 2.1 GHz and reaching a performance
of PCPU=16.8 GFlop/s [5] are selected. As GPUs, the
Tesla K20 Kepler from NVIDIA with a peak perfor-
mance of PGPU=1170 GFlop/s are chosen [6]. Ideally,
SUGPU=PGPU /PCPU=70. However, even with an excel-
lent programmer,SUGPU will remain below 50 because it

is difficult to fully exploit the GPU potential. Furthermore,
a complete code rewrite in a GPU language is needed.

From Eq. (1) it appears that with multiple GPUs per
node, the total speed-upSUtot tends towardsNGPU ·

SUGPU /NCPU : with 1 GPU for 4 CPUs,SUtot ≈12.5
is possible. Many machines such as Titan at ORNL or
Tödi at the Swiss National Supercomputing Centre (CSCS)
[7] provide only one GPU for 16 CPUs. If two CPUs
remain idle (NCPU,working=NCPU -2=14) for data storage,
the maximum achievable speed-upSUtot=4, obtained only
after lots of code modifications. An attractive alternative
when NGPU << NCPU consists in off-loading only the
code segments with heavy computations to the GPU. This
hybrid approach requires less work and is tested here.

Results A full-band, atomistic quantum transport (QT)
simulator based on the tight-binding model and the Non-
equilibrium Green’s Functions (NEGF) [8] is accelerated
with GPUs. The algorithm that the QT solver uses to solve
the NEGF equations [9] is slightly modified (200 lines of
code) to off-load matrix operations to the GPUs.

Three applications are considered: a Si gate-all-around
nanowire transistor, a non-flat graphene nanoribbon, and a
Ge electron-hole bilayer tunneling transistor (EHBTFET)
[10], as shown in Fig. 1(b-d). Some simulation results are
depicted in Fig. 2 and 3. The time-to-solution with and
without GPUs and the speed-up obtained with GPUs are
reported in Fig. 4 as function of the number of CPUs (32 up
to 4096) on T̈odi at CSCS. An almost linear scaling of the
time can be observed when the number of CPUs increases.
More important, a speed up of 2 or more is obtained when
GPUs are used, with a peak at 2.5 for the EHBTFET.

Conclusion In this paper, an acceleration of quantum
transport simulations through GPUs has been presented.
It is found that rewriting a TCAD simulator in a GPU
language is only beneficial if a computer with several GPUs
per node is available. Otherwise, off-loading code segments
to the GPU brings useful speed-ups with much less efforts.
Note that other accelerators such as the many integrated
cores (MIC) from Intel are emerging with potential greater
speed-up and less code modifications than GPUs.
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Fig. 3. Spatially-resolved ON-current flowing through the EHBTFET shown in Fig. 1(d).
With GPUs, the simulation time could be reduced by a factor close to 2.5 as compared to
CPUs only. Vertical tunneling paths appear clearly in the plot.
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Fig. 4. Walltime vs. number of CPUs scaling curves to compute 1 Schrödinger-Poisson iteration for the (a) nanowire FET, (b) non-flat GNR, and
(c) bilayer TFET shown in Fig. 1. Todi at CSCS is used: it contains 16 CPUs and 1 GPU per node. Two different types of numerical experiments are
conducted: simulations with (green lines with stars) or without (blue lines with circles) the GPUs. In both cases, all the CPUs per node are utilized.
The red curve indicates the speed up factor obtained when 16 CPUs and 1 GPU per node are used as compared to 16 CPUs only. Note that for the Si
NW FET and Ge EHBTFET, 10 orbitals per atom are considered (sp3d5s∗ nearest-neighbor tight-binding model without spin-orbit coupling), 9 for the
GNR (sp3d5). The largest Hamiltonian matrix amounts therefore to 876960 (GNR), then 426000 (TFET), and finally 313720 (NW).
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INTRODUCTION 

As the scaling down of Si MOSFET proceeds, 
the discreteness of the impurity distribution and the 
number of transported carriers emerges, so that the 
variability of device characteristics and intrinsic 
current noise arise as serious concerns [1, 2]. To 
address these issues, particle-based carrier transport 
simulation technique, e.g. molecular dynamics 
(MD), is a powerful method which allows us 
intuitive insight into the effect of the discreteness of 
impurity ions and carriers. However, the MD 
simulation requires huge computation resources to 
calculate the interaction forces acting on each pair 
of particles. This is a great obstacle to simulate the 
entire device structure including source and drain 
regions with high carrier and impurity density. 

In recent years, graphics processing unit (GPU) 
has attracted much attention due to its large-scale 
parallelism ability. Many  successful 
implementations on GPU have been reported for 
MD and Monte Carlo (MC) algorithms [3, 4]. 
However, to our knowledge, no application to the 
carrier transport simulation has been reported so far. 

In this work, we demonstrate that the Ensemble 
Monte-Carlo/Molecular Dynamics (EMC/MD) 
method [5, 6] is successfully accelerated by GPU. 
The present result shows that EMC/MD simulation 
can be easily applied to the practical nano-scale 
device simulation including source and drain 
regions. 

SIMULATION METHOD 

In the EMC/MD method, carriers are treated as 
classical particles, and their real-space trajectories 
under the Coulomb point-to-point potentials are 
calculated by the MD algorithm. The acoustic and 
optical phonon scattering are described as stochastic 
changes in the momentum of carriers according to 
the standard energy-dependent formulations [6]. 

In this work, the EMC/MD algorithm is 
parallelized by utilizing GPU. Single GPU thread is 
assigned to the calculations associated with one 
electron, so that the number of thread is equal to the 
number of electrons. We employed NVIDIA 
GeForce GTX560Ti and GeForce GTX690, and 
compared the execution time with the single core 
calculation with Intel core i7 3930k CPU. 

Figure 1 shows the simulated bulk n-type Si 
model. All electrons and ions are randomly placed 
inside the unit cell, on which the 3D periodic 
boundary condition is adopted. An external electric 
field of 1kV/cm is applied along the <100> axis. 

The time step is 10��� s. We evaluate the execution 
time changing the number of electrons with keeping 
the total electron density. The execution time is 
defined as the duration to complete the 105 steps 
calculation. 

 Since carriers and impurity ions are treated as 
point charges in EMC/MD, a singular point of the 
Coulomb potential appears at zero distance. This is 
problematic in deal with the majority carriers in the 
source and the drain regions. To solve this problem, 
softened Coulomb potential is employed between 
electron and positively charged ions: 

																												φ = −
e�

4πε

1

√r� + α�
																					(1) 

where e  is the elementary charge, ε  is the 
permittivity of semiconductor, and α  is the 
softening factor. Eqn. 1 is commonly used formula 
in the field of gravity calculation [7].  

RESUITS AND DISCUSSION 

Figure 2 shows the execution time of the 
EMC/MD simulation using CPU and GPU. In the 
case of CPU calculation, the execution time is 

O(N�). By parallelizing with GPU computing, the 
execution time is successfully reduced to O(N). A 
cross point of the execution times appears at 200 
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electrons. Above 200 electrons, the computation 
speed with GPU exceeds that of CPU, and the 
benefit of the parallel computation increases as the 

number of elections increases. For small number of 
electrons, GPU computation gives no speed up, due 

to the overhead of parallelism and the poor 
performance of single GPU thread compared with 

that of the single CPU core. 
Figure 3 shows the speedup rate, which is the 

ratio of the execution time with GPU to that with 
CPU. The GPU parallel computation speed is 

enhanced by more than 10 times in the case of 
several thousand particles. Thus the GPU 

computation is suitable for the practical nano-scale 
device simulation including source and drain 

regions. GeForce GTX690 shows better 
performance and scalability than GeForce 

GTX560Ti, mainly due to the difference in the 
number of Stream processors of these GPUs.  

Figure 4 shows the calculated low field mobility 
in n-type Si plotted versus the impurity 

concentration. The mobility is determined by the 
mean travel distance along <100> under the 

external field of 1kV/cm. To reproduce the 
experimental mobility [8], the softening parameter 

should be changed between lower and higher 
electron densities. 

CONCLUTION 

We demonstrate that the GPU parallel computing 

is effective to accelerate the EMC/MD simulation 
involving large number of electrons and impurity 

ions. The nano-scale devices including source and 
drain regions can be fully simulated in a reasonable 

execution time by utilizing GPU. 
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Fig. 1. Schematic view of the simulation system for electron 

transport in bulk-Si. Electrons and impurity ions are randomly 

placed inside a box. 

 
Fig. 2.  The results compering the execution time of the CPU 

used only single core and GPU. The time step is 10���, and  

10
�steps simulated. The electron density D is 1.0 � 10

��
	cm

��, 

and the number of electron is from 10 to 10000. 

 
Fig. 3.  The speed up rate of which is ratio between the 

execution time of CPU and that of GPU. The speedup rate 

reaches more than 10 times in several thousand particles. 

 
Fig. 4.  The impurity concentration dependence of the low field 

mobility. The simulation is performed for a long time enough to 

reach the convergence. The low field mobility is simulated 100 

ps with 100 elections and impurity ion. 
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INTRODUCTION 

Surrounding-gate metal-oxide-semiconductor 

(MOS) transistors have been attractively studied as 

promising devices for logic and memory LSIs [1]. 

In such vertical transistors, it is expected that the 

channel geometry tends to become asymmetric, e.g. 

taper shaped, due to the difficulties in the 

fabrication process [1]. 

In our previous work, it is found that mean 

current of an asymmetric horn-shaped channel, 

which widens from the source to the drain side, 

increases compared those of a symmetric straight 

channel [2]. The work, however, assumed the 

roughness at the sidewalls of channel is so small 

that the scattering is considered to be specular. 

This work reports on the effect of roughness at 

sidewalls on carrier transport in asymmetric 

channels, by using the ensemble Monte-Carlo/ 

molecular dynamics (EMC/MD) method [3,4].  

SIMULATION METHOD 

The carrier transport is simulated by EMC/MD 

method [3,4]. Carriers are treated as classical 

particles, and their real-space trajectories under the 

Coulomb point-to-point potentials are calculated 

by MD algorithm. The acoustic and optical phonon 

scatterings are taken into account as stochastic 

changes in the momentum of carriers according to 

the standard energy-dependent formulations. 

We have examined three types of Si channels as 

illustrated in Fig. 1. One is a symmetric straight 

channel which corresponds to a conventional 

channel. The others are asymmetric horn-shaped 

and reserved-horn-shaped channels whose widths 

vary linearly from source to drain sides. These 

channels are characterized by a flare angle. Each 

device has the same volume so as to have the same 

resistance. Each channel is assumed to be intrinsic, 

containing no impurity ions. Only conduction 

electrons are considered as carriers. The carrier 

densityis the same (4.7×10
18 

cm
-3

) for each device. 

In order to reproduce the scattering at the 

sidewalls, the cylindrical objects are introduced as 

building units of the sidewall [2]. Carriers are 

repelled from the cylindrical objects. The 

interaction between carriers and the cylindrical 

object is described as a repulsive potential with 

cylindrical symmetry, whose axis is oriented 

perpendicular to the longitudinal direction. When a 

carrier approaches the interface, the carrier is 

elastically scattered at the sidewall. The roughness 

of the sidewall can be controlled by changing the 

radius of the cylindrical object, rcore. 

In these conditions, the current under the 

constant electric field of 5 kV/cm along the 

channel is estimated by counting the number of 

carriers transporting at a cross section of the 

channel per unit time. 

RESULTS AND DISCUSSION 

Fig. 2 shows the relation between mean current 

and flare angle for different roughness values. 

Although the mean current in every channel 

slightly decreases with the increase in the 

roughness, the mean current is enhanced in horn-

shaped channels. 

Fig. 3 shows the distribution of carrier velocity 

of longitudinal component along channel. For 

horn-shaped channels, the distribution shifts to 

higher velocities compared to the straight channel. 

Thus, the increase in the mean current in horn- 

shaped channels can be attributed to the 

enhancement in the carrier velocity. 
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It is noted that a hump appears at high velocity 

side in the distribution, as indicated by the arrow 

in Fig. 3. This suggests the existence of carriers 

with quasi-ballistic transport [5], since the 

distribution does not obey a Gaussian. The 

enhancement in the hump intensity for horn-

shaped channels means that carrier energy is not 

well relaxed due to suppression of scattering. 

The hump intensity is weakened with the 

increase in roughness (the inset in Fig. 3), 

indicating the decrease in the number of carriers 

with ballistic transport. This is due to the increase 

in the probability of the back scattering towards 

the source side. 

From above results, it is found the roughness at 

the sidewalls does not have a significant impact on 

the conductivity of horn-shaped channels. Even if 

the scattering becomes diffusive at the interface, 

the momentum of carriers in average kept 

collimated  to the drain side by the tilted walls  

CONCLUSION 

The advantage of the horn-shaped channels in 

the conductivity is preserved even with the 

increase in the roughness at the sidewalls. The 

direction of current flow is important for device 

performance in the introduction of asymmetric 

channel geometries. 
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Fig. 1.  Device models simulated in this study: (a) symmetric 

straight channel, (b) asymmetric horn-shaped channel, (c) 

asymmetric reserved-horn-shaped channel, and (d) cylindrical 

objects as building blocks of sidewalls. Carriers are injected   

from a reservoir connected to the channel. 

 

Fig. 2. Relation between mean current and flare angle for 

different roughness values. 

 
Fig. 3. Distribution of carrier velocity of longitudinal 

component along channel. 
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INTRODUCTION

The purpose of this work is to incorporate full
electronic band structure computed by Empirical
Pseudopotential Methods (EPM) in Discontinuous
Galerkin (DG) transport schemes in order to solve
the Boltzman-Poisson transport along numerical en-
ergy surfaces generated by EPM.
The dynamics of electron transport in modern semi-
conductor devices can be described by the semiclas-
sical Boltzmann-Poisson (BP) model:

∂fi
∂t

+
1

h̄
∇k εi · ∇xfi −

qi
h̄
E · ∇kfi =

∑
j

Qi,j (1)

∇x · (ε∇xV ) =
∑
i

qiρi −N(x), E = −∇xV (2)

where fi(x, k, t) is the probability density function
over phase space (x, k) of a carrier in the i-th energy
band in position x, with crystal momentum h̄k at
time t. The collision operators Qi,j(fi, fj) model
i-th and j-th carrier recombinations, collisions with
phonons or generation effects. E(x, t) is the electric
field, εi(k) is the i-th energy band surface, the i-th
charge density ρi(t,x) is the k-average of fi, and
N(x) is the doping profile. Deterministic solvers us-
ing the Discontinuous Galerkin (DG) method have
been proposed in [1], [2] to model electron transport
along the conduction band for 1D diodes and 2D
double gate MOSFET devices with the energy band
ε(k) given by analytical models valid close to a
local minimum, such as the parabolic or the Kane
models. These solvers are shown to be competitive
with Direct Simulation Monte Carlo methods.
This preliminary work is focused on simulations for
electron transport along a single conduction band

for Si computed by EPM, which gives a full band
structure spectral approximation in k-space [3] for
a crystal lattice model as the sum of potentials due
to individual atoms and associated electrons, with
few parameters fitting empirical data such as optical
gaps, absorption rates, etc.

WORK & PRELIMINARY RESULTS

When the approximation ε(k) = ε(|k|) for the
conduction band is assumed (as in the parabolic or
Kane band approximations), computations for col-
lision terms using Fermi’s Golden Rule are signifi-
cantly reduced. However, this assumption simplifies
band structure details and hinders the application
to transport of electrons in relative strong Electric
fields which induce a flow in phase space that
requires values of the band structure that not only
are far from the conduction band minimum, but
where also the band structure becomes anisotropic
(Fig. 1). In this preliminary work, we calculated
the EPM-Boltzmann-Poisson transport with a spher-
ically averaged EPM calculated energy surface and
compared the output to the classical analytical band
models. We observed a significant correction in
moments, exhibiting a computational strategy as a
midpoint in between an analytical radial and full
conduction band model.
To this end, the calculated EPM band structure
was averaged by means of Gaussian quadrature
on angular space over k-spheres around the local
energy minimum k0 = (0.8562, 0, 0)2π/a. In this
way we obtain a band model that not only represents
the variation of the conduction band in the k-space,
but also has radial dependence ε(|k|), retaining then
desired advantages. These EPM spherical averages



171

P14

Fig. 1. Conduction Band (CB) for Si (E) Color Plot in k-
space by Local EPM. First Quadrant Si Brillioun Zone. CB
Min: ko = (0.8562, 0, 0)(2π/a)

of the first conduction band are shown in Fig. 2 vs
r = |k−k0|2 for Si (in red), along with the parabolic
(blue) and Kane (green) conduction band models.
Following the computational strategy in [2], a spher-
ical coordinate transformation over k is applied to
(1). In this work we consider 1D n+−n−n+ 1µm
Si diodes with either a 400nm or a 50nm channel
in the middle, with doping of 5×1023/m3 in the n+
region and 2×1021/m3 in the n region. Since for the
approximated ε(k) = ε(|k|), then, when the initial
condition also depends on |k|, the problem retains
azimuthal symmetry in k-space, which is suitable
for dimensionality reduction for one dimensional x-
space transport.
We compare the transport calculated on three dif-
ferent conduction band models: the EPM spherical
average, parabolic, and Kane (Fig. 2). The derivative
for the EPM average is interpolated by splines. Plots
of average kinetic energy (Fig. 3) and momentum
(current, Fig. 4) (moments of f ) are shown for
a 400nm channel with a 0.3 V potential bias at
t = 5.0ps. There is a clear quantitative difference
particularly for these moments, calculated as ε(k)-
weighted averages in k-space between the different
used band models.
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Fig. 2. Energy (E) vs. r = |k− ko|2 for the Parabolic, Kane,
and EPM Radial Average Band Models. dE

dr
at the center-point

of each k-cell calculated by cubic splines

Fig. 3. Comparison of Average Energy (ε) vs. Position (x)
for different Conduction Band Models: Parabolic, Kane, EPM
Average. Bias: 0.3 Volt. t = 5.0ps.

Fig. 4. Comparison of Current (Momentum) vs. (x, t) plots
for different Conduction Band Models: Parabolic, Kane, EPM
Average. Bias: 0.3 Volt. t = 5.0ps.
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ABSTRACT 
To study the self-heating effects, we have 

developed a new efficient tool that solves self-
consistently the Boltzmann transport equation 
(BTE) for both electrons and phonons. A Monte 
Carlo solver for electrons is coupled with a direct 
solver for the phonon transport (pBTE). In this 
work, this simulator is used to investigate the self-
heating in a 20 nm-long double gate MOSFET. 

For electrons, the Monte Carlo model used is a 
semi-classical ensemble simulator self-consistently 
coupled with a 2-D Poisson solver. All details of 
the analytic band structure and the scattering 
parameters may be found in [1,2]. This approach 
evaluates very accurately the phonon emission and 
absorption spectra in both real and energy space. 

In the relaxation time approximation, for each 
phonon polarization s (i.e. LA, TA, LO, TO), the 
BTE for phonons can be expressed as 

( )
( ) ( )

( )( )
( )

,
,

, ,
,

,

,

Fouriers s T
g s r s

s Fourier

N r q N r q
v N r q
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G r q

τ

−
⋅∇ = −

+
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where vg,s is the group velocity, Ns( r , q ) is the 
particle number, r  is the position and G( r , q ) is 
the phonon generation term provided by the 
electron transport solution. Ns,TFourier is the 
equilibrium phonon number at temperature TFourier, 
where TFourier is the temperature obtained by 
solving the heat equation. τs is the total relaxation 
time computed via the Mathiessen’s rule including 
three-phonon, phonon-impurity [3] and phonon-
boundary scattering [4] mechanisms. The optical 
decay into acoustic phonon modes is considered too 
[5]. An analytical parabolic dispersion was used 
for phonons [6]. An out-of-equilibrium effective 
temperature Teff is derived from the local phonon 
energy density, and is reinjected in the electron 

MC simulator via the update of electron-phonon 
scattering rates. The loop is repeated until a 
convergence is reached. 

Fig. 1 shows the simulated Silicon-based DG-
MOSFET with film thickness of 20 nm. In Fig. 2 
the potential profiles along the device reveal the 
presence of high electric field at the drain-end of 
the channel, where, under high drain bias, hot 
electrons can emit many high-energy phonons, as 
shown in Fig. 3. In Fig. 4 the profile of effective 
temperature is plotted for different numbers of 
loops. We observe that the temperature evolves 
significantly between the 1st loop and the 2nd loop. 
However, after the 3rd loop the convergence is 
reached. Finally, the temperature in the channel 
reaches 430 K, which has an impact on the 
electron transport in the channel. For instance, 
Fig. 6 shows that the fraction Bint of electrons that 
cross the channel ballistically [1] is reduced when 
taking the self-heating effect into account. This 
leads to a significant reduction of current, as 
shown in Fig. 7. In this device, the reduction 
reaches 16% for VDS = 1.5 V. 

Our new self-consistent electron-phonon 
Finally, BTE solver provides very detailed insight 
into electro-thermal effect at the nano-scale. 
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Fig. 1.  Simulated Double-Gate MOSFET. 

 

 
Fig. 2. Potential profile (bottom of conduction band) for 
various VDS at VG = 0.5 V (isotherrmal simulations). 

 

Fig. 3. Energy spectrum of generated phonons along the 
device at VG = 0.5 V and VDS = 1.5 V. 

 

 
Fig. 4.  Profile of effective temperature Teff along the device 
obtained at a given bias point after different loop numbers. 

 

Fig. 5.  Intrinsic ballisticity as a function of VDS for VG=0.5V. 
Isothermal–open loop (dashed line) and self-consistent 
simulation (continuous line). 

 

 
Fig. 6.  ID-VDS characteristics for VG = 0.5 V for different 
numbers of loops of electron and phonon transport 
simulation. 
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INTRODUCTION 
Device simulation has been recognized as a 

powerful tool to develop and design semiconductor 
devices. However, few simulation algorithms have 
been published to calculate carrier transport subject 
to Lorentz force due to magnetic field. On the other 
hand, Hall effect arising from the Lorentz force 
have been utilized to evaluate material properties 
and diagnose fabrication processes. Recently, it was 
found that the evaluation technique using the Hall 
effect can be utilized also for poly-Si films [1]. 
Moreover, it was proposed that the micro poly-Si 
Hall cells can be applied to high-resolutional real-
time magnetic sensors [2]. However, complicated 
Hall effect may occur because of uneven structures 
in poly-Si films, and no detailed discussion has 
been executed for carrier transport subject to the 
Lorentz force. 

In our research, we have developed a simulation 
algorithm of carrier transport subject to Lorentz 
force in semiconductor films [3]. The Lorentz 
current is discretized with the drift and diffusion 
currents, and the simulation algorithm is 
implemented in finite difference methods. Hall 
effect around grain boundaries in poly-Si films is 
evaluated as a simulation example, and it is found 
that high Hall voltages are generated at the grain 
boundaries. Particularly in this presentation, we 
compare the Hall effect around the grain boundaries 
with different values of trap density. 

DEVICE STRUCTURE 

The device structure for the device simulation of 
the Hall effect around the grain boundaries in the 
poly-Si films is shown in Fig. 1. Here, the dopant 
species is n-type, the dopant density is 11018 cm-3, 
the carrier mobility is 100 cm2V-1s-1, a grain 
boundary exists at the center of the poly-Si film, the 
trap density at the grain boundary is 0.51013 or 
11013 cm-2, the film width is 100 nm, the film 
length is 400 nm, the applied voltage is 1 mV, and 
the magnetic field is 0.1 T. 

SIMULATION RESULTS 

The spatial distributions of the electric potentials 
are shown in Fig. 2. It is found that high potential 
barriers are generated at the grain boundaries and 
spread to a few tens nm. Although this phenomenon 
has been reported in the previous article, it is 
confirmed that the simulation algorithm of carrier 
transport subject to Lorentz force does not spoil the 
conventional algorithm for the Poisson equation and 
drift and diffusion currents. Moreover, it is also 
found that as the trap density increases, the potential 
barrier becomes higher.  

The spatial distributions of the Hall voltages are 
shown in Fig. 3. Here, the Hall voltages are defined 
as the difference of the electric potentials with and 
without the magnetic field. It is found that higher 
Hall voltages are generated at the grain boundaries 
than those in the grains. This is because the hall 
voltages are proportional to the carrier velocity, i.e. 
VH=vBW. The carrier densities are lower owing to 
the potential barriers at the grain boundaries, and 
the carrier velocities are higher to maintain the 
conservation law of the electric current, i.e., 
Kirchhoff Law. Although the carrier mobility is the 
same, the electric fields at the grain boundaries are 
higher than those in the grains. As a result, the Hall 
voltages are higher at the grain boundaries. 
Moreover, it is also found that as the trap density 
increases, the potential barrier becomes higher, the 
carrier velocity becomes slower, and the Hall 
voltage becomes smaller. This phenomenon should 
be noted when the Hall effect is utilized to evaluate 
material properties in poly-Si films. The carrier 
mobility may be overestimated, and the carrier 
density may be underestimated. 
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Fig. 1.  Device Structure for the Device Simulation of the Hall Effect around the Grain Boundaries in the Poly-Si Films 
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Fig. 2.  Simulation Results of the Spatial Distributions of the Electric Potentials around the Grain Boundaries  
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Fig. 3.  Simulation Results of the Spatial Distributions of the Hall Voltages around the Grain Boundaries  
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INTRODUCTION 
Poly-Si thin-film transistors (TFTs) have been 

widely utilized for flat-panel displays (FPDs), such 
as liquid-crystal displays (LCDs), organic light-
emitting diode displays (OLEDs), and electronic 
papers (EPs). Although the reduction of the off-
leakage currents is also important, the mechanism 
of the off-leakage currents has not yet sufficiently 
discussed. In this presentation, we will compare 
transistor characteristics between low-temperature 
processed poly-Si (LTPS) TFTs [1] and high-
temperature processed poly-Si (HTPS) TFTs [2], 
which are two typical kinds of TFTs, using 
activation energies and device simulation and 
clarify the mechanism of the off-leakage currents. 

TRANSISTOR CHARACTERISTIC 
LTPS TFTs are fabricated using the usual 

fabrication processes including excimer laser 
crystallization (ELC) [1]. HTPS TFTs are fabricated 
using the usual fabrication processes including 
solid-phase crystallization (SPC) [2]. Both the TFTs 
have the lightly-doped drain (LDD) structure. 
Although the device dimensions are slightly 
different between them, we think that we can 
compare them in the following sections.  

The temperature dependences of the transistor 
characteristics are shown in Fig. 1. The field effect 
mobility (FE) of the LTPS and HTPS TFTs are 67 
and 38 cm2V-1s-1, respectively. It is found that the 
temperature dependences of the off-leakage currents 
are larger than those of the on currents for both the 
TFTs. 

The activation energies (Ea) of the transistor 
characteristics are shown in Fig. 2. In the off states, 
Ea for Vds=0.1V is higher than that for Vds=5V for 
both the LTPS and HTPS TFTs. Ea for Vds=5V 
decreases as |Vgs| increases only for the LTPS TFT. 

MECHANISM ANALYSIS 

The simulation results of the hole density and 
electric field around the junctions between the 
channel, LDD, and drain regions are shown in Fig. 
3. It is found that a hole channel is lightly formed at 

the front-insulator interface in the LDD region, 
which originates from the carrier diffusion from the 
channel region. A pseudo p/n junction and a 
depletion layer appear at the junction between the 
LDD and drain regions, which make the electric 
field strong. The off-leakage current will be caused 
by the carrier generation there.  

We will assume that the carrier generation is 
caused by the phonon-assisted tunneling with 
Poole-Frenkel effect (PAT) [3]. The simulation 
results of the energy band around the junction 
between the LDD and drain regions and PAT 
mechanism are shown in Fig. 4. A, B, and C in Fig. 
2 roughly correspond to A, B, and C in Fig. 4. First, 
in the A state, the electric field exists due to the 
built-in potential. Because both |Vgs| and Vds are 
small, the electric field is gentle. An electron (e-) is 
activated from a trap state in the bandgap to a 
certain energy level by the thermal activation and 
transported to the conduction band (Ec) by the 
tunneling. A hole (h+) is activated from the trap 
state to a certain energy level and likewise 
transported to the valence band (Ev), and vice versa. 
Roughly speaking, the generation rate is 
approximated to be proportional to exp(-Ea/kT). 
Next, in the B state, because Vds increases, the 
electric field becomes steeper, and Ea decreases. 
Finally, in the C state, because |Vgs| increase, the 
electric field becomes further steep, and Ea further 
decreases for the LTPS TFT. For the HTPS TFT, Ea 
does not decrease so much. We think that this is due 
to the short tunneling length, which should be 
discussed in the future.  
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Fig. 1.  Temperature Dependences of the Transistor Characteristics  
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Fig. 2.  Activation Energies of the Transistor Characteristics  
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INTRODUCTION 

The reconfigurable Si nanowire Schottky barrier 

transistors (RFETs) are presented recently which 

show the variable electric characteristics and high 

on/off current ratio [1-3]. In contrast to conventional 

Schottky barrier Si nanowire transistors (SB-Si-

NWTs) with metal/silicide as source/drain, the sepa-

rate two gates in RFETs are located at the two 

Schottky junctions. Here we focus on the perfor-

mance of RFETs base circuit. Some important pa-

rameters such as gate capacitance and cut-off fre-

quency, which determine the behavior of RFETs in 

the analog/digital circuits are studied and compared 

with conventional SB-Si-NWTs. 

The mixed-mode circuit simulation has been done 

for RFETs Inverter. Results of these simulations can 

give insights into the in-circuit behavior of these fu-

ture generation devices. 

SIMULATION METHOD AND DEVICE STRUCTURE 

In our work, the performance of SB-Si-NWTs and 

RFETs is simulated with 3D device simulator Synop-

sys Sentaurus TCAD tool. The small-signal AC simu-

lation and mixed-mode circuit simulation are carried 

out with it. We have considered drift diffusion trans-

port within the Si region, thermionic emission and 

quantum mechanical tunneling at the Schottky junc-

tions [4]. 

The schematic structures of the SB-Si-NWTs and 

RFETs for the simulations are plotted in Figure 1(a, 

b), with parameters given in Table Ⅰ. The circuit of 

RFET Inverter for mixed-mode circuit simulation is 

shown in Figure 1(c). Compared with conventional 

SB-Si-NWTs with metal/silicide as source/drain, the 

separate two gates in RFETs are located at the two 

Schottky junctions: program gate (Vg2) is to select p-

/n-type configuration, control gate (Vg1) is to control 

the injection of the desired carriers into the channel. 

Intrinsic SB-Si-NWTs are used in our simulations. 

The silicide Schottky barrier height (SBH) is chosen 

to be 0.9 eV (such as PtSi) and 0.66eV (such as NiSi2, 

the Fermi level of which aligns near the intrinsic 

Fermi level of Si [1]). 

RESULTS AND DISCUSSION 

The transfer curves of SB-Si-NWT and RFETs 

when SBH=0.9 eV and 0.66 eV are simulated in Fig. 

2 (a), (b). Fig. 2 (a) shows that the Schottky Barrier 

transistors suffer from their ambipolar nature which 

leads to lower on/off current ratio about 1×10
5
 when 

Vds=－ 0.8V. The Drain Source voltage bias has 

much effect on the SB-Si-NWT, resulting in a shift of 

minimum drain-source current and lower on/off cur-

rent ratio. Fig. 2 (b) plotted the transfer curves of 

RFETs when SBH=0.66eV. Due to the separated two 

gates in RFETs located at the two Schottky junctions, 

the RFETs can achieve much lower off-state current 

and higher on/off current ratio about 1×10
15

. Besides, 

the Drain Source voltage bias has little influence on 

the RFETs compared with SB-Si-NWT. 

The gate capacitance Cg of pSB-Si-NWT and p-

type RFET as a function of gate voltage bias under 

different frequencies are shown in Fig. 3(a), (b). Cg 

of SB-Si-NWT and RFETs both decrease with the 

increasing frequency. For the ambipolar nature, Cg vs. 

gate voltage characteristic of pSB-Si-NWTs is almost 

symmetrical. However, when gate voltage changes 

from the negative to the positive, RFET is from on-

state to off-state, and RFET decreases more slowly 

when on-state because it is easier for the inversion 

layer to form in the surface. Fig. 4 shows the high-

frequency performances of SB-Si-NWT and RFETs. 

To give insights into the circuit behavior of 

RFETs, we have carried out the mixed-mode circuit 

simulation for RFETs inverter. Fig. 5 shows us the 

voltage transfer characteristic of RFETs inverter 

when Vdd=1, 1.2, 1.5V. Transient analysis of RFETs 

inverter with a load capacitance of 0.05 fF is plotted 

in Fig. 6. The results show the delay of about 75ps 

and the inverter overshoot of about 10% Vdd in 

RFETs inverter. 

CONCLUSION 

The device characteristics and mixed-mode circuit 

behavior of RFETs are investigated through simula-

tion. Gate capacitance and cut-off frequency of 

RFETs are studied and compared with SB-Si-NWTs. 

Our simulation results show the variable electric 

characteristics and higher on/off current ratio of the 

RFETs. Transient analysis shows the delay of about 

75ps and the inverter overshoot of 10% Vdd in 

RFETs inverter. 
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TABLE I  DEVICE PARAMETERS 

 

PARAMETERS VALUE 

Gate Length 

(Lg/Lg1/Lg2) 
30 nm 

Length Between Two 

Gates (L) 
30 nm 

EOT(Tox) 1 nm 

NWT Radius (R) 8 nm 

Silicide Schottky 

barrier height (SBH) 

0.9 eV, 

0.66eV 
 Fig. 1 The schematic structures of (a) SB-Si-NWTs and (b) RFETs for the simula-

tions; (c) Circuit of RFET Inverter for mixed-mode circuit simulation. 

 
 

Fig. 2 The transfer curves of (a) SB-Si-NWTs and (b) RFETs. Fig. 3 Gate Capacitance vs. gate voltage characteristics of (a) pSB-
Si-NWT and (b) p-type RFET when SBH=0.66eV under different 
frequencies. 
 

 
  

Fig. 4 The Cut-off frequency  fT  vs. gate 
voltage characteristics of pSB-Si-NWT and 
(b) p-type RFET. 

Fig. 5 Voltage transfer characteristic of 
RFETs inverter 
 

Fig. 6 Transient analysis of RFETs inverter 
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With an increase in demand for high speed and/or 

low power operation of CMOS devices, high 
mobility channel MOSFETs, such as Ge- and InxGa1-

xAs MOSFETs, for instance, are being intensively 
investigated. Comparing these MOSFETs with Si 
ones under a condition of the same operation speed, 
the cutoff characteristics are expected to be improved 
because |VTH| can be set higher than the Si ones. 
Therefore, SNM of SRAMs with the high-mobility 
MOSFETs is also expected to be improved. In this 
paper, 6T-SRAM cells composed of MOSFETs 
having a Si-, Ge-, and In0.53Ga0.47As channel are 
comparatively studied from a viewpoint of SNM and 
power consumption using device and circuit 
simulations. 

Current-voltage characteristics for planar 
MOSFETs with a semiconductor-on-insulator 
structure were calculated using a device simulator 
HyENEXSSTM [1]. Device parameters are 
summarized in Table I. Figure 1 shows calculated 
relationships between the off-state current, IOFF, and 
the effective drive current, Ieff [2], at a given 
operation voltage, VDD. Here, Ieff was introduced as 
an index of the operation speed. The result shows 
that IOFF for the Ge- and the In0.53Ga0.47As FETs are 
lower than the corresponding values for the Si FETs 
at a fixed Ieff. This is because |VTH| was set higher for 
the high-mobility FETs. In the following calculation, 
parameters for the Ge- and the In0.53Ga0.47As FETs 
were adjusted so that their Ieff matched to the value 
for the Si FETs with IOFF = 100 nA/µm. Voltage 
transfer characteristics were calculated for Si-, Ge-, 
and Hybrid (In0.53Ga0.47As nFET/Ge pFET) inverters 
using a circuit simulator SmartSpice [3] (Fig. 2). The 
reason for the steep switching of the Ge- and the 
Hybrid inverters is the lower IOFF of FETs in these 
inverters than that of FETs in the Si inverter (Fig. 1). 
Butterfly curves of Si-, Ge-, and Hybrid SRAMs 
were calculated (Fig. 3). SNM of the Si/Ge/Hybrid 
SRAMs was calculated to 0.14/0.18/0.19 V. The 
reason for the large SNM of the Ge- and the Hybrid 
SRAMs is the steeper switching of the Ge- and the 
Hybrid inverters than that of the Si inverter. 

In order to study influences of VTH variation on 
SNM, VTH of 6 FETs in the SRAM were shifted 
independently by an amount of ∆VTH. SNM with VTH 
variation was defined by a minimum SNM of the 26 
= 64 cases (Fig. 4). Qualitatively equivalent results 
were obtained for VDD of 1.0, 0.8, 0.6, and 0.4 V. 
Even in the case that VTH variation is taken into 
consideration, SNM of the Ge- and the Hybrid 
SRAMs is larger than that of the Si SRAM. 
Extrapolating the relationships between ∆VTH and 
SNM in Fig. 4, ∆VTH at which SNM = 0 V was 
calculated, which is considered to be a maximum 
permissible VTH variation in the SRAM (Fig. 5). 
Using a reported value of 25 mV as a standard 
deviation of VTH (σVTH) [4] and assuming that ∆VTH 
= 3 x σVTH = 75 mV, lowest VDD values of the 
Si/Ge/Hybrid SRAMs were calculated to be 
0.93/0.72/0.63 V. Standby power (∝ IOFF x VDD) of 
the Ge/Hybrid SRAMs was estimated to be 
1.1/0.39% of the Si SRAM due to the lower IOFF. 

In conclusion, high mobility channel MOSFETs 
are effective for SRAMs in SNM improvement, 
resulting in standby power reduction. 
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Table I. Device parameters. 

 
 

 
Fig. 1.  Relationships between IOFF and Ieff (= {ID(|VG| =VDD, 

|VD| = VDD/2)+ ID(|VG| =VDD/2, |VD| = VDD)}/2) [2] for (a) 

nFETs and (b) pFETs. Insets show ID-VG characteristics; Ieff 

are set equal to that of the Si FETs with IOFF = 100 nA/µm. 

 
Fig. 2.  Voltage transfer characteristics of Si-, Ge-, and Hybrid 

inverters. 

 
Fig. 3.  Butterfly curves of Si-, Ge-, and Hybrid SRAMs. 

 
Fig. 4.  Dependences of SNM on amount of VTH variation 

(∆VTH) for the Si-, the Ge-, and the Hybrid SRAMs. 

 

 
Fig. 5.  Dependences of amount of VTH variation (∆VTH) at 

which SNM = 0 V on VDD for the Si-, the Ge-, and the Hybrid 

SRAMs. 
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INTRODUCTION 

For the past 40 years scaling has enabled a 

sustained improvement in the transistor performance 

while increasing transistor density. The historically 

planar MOSFET has evolved into a 3D FinFET at the 

22nm node to mitigate short channel effects [1, 

2].The TEM images reveal that the ‘fin’ deviates 

from a popularly assumed rectangular shape to a 

tapered sidewall structure attributed to the process 

conditions used for fabrication [1, 2]. Such loss of 

control on the final shape of the FinFET may lead to 

unwanted variations in MOSFET performance. The 

present paper investigates the impact of fin tapering, 

in nanoscale FinFETs, on its DC performance using 

atomistic simulations in the ballistic limit. 

DEVICE SIMULATION APPROACH 

The effect of tapering is studied in unstrained, Si 

FinFETs with <110> channel orientation fabricated 

on a (100) wafer (Fig.1). The fin height is fixed at 10 

nm while the base width is set to 6 nm. The effect of 

sidewall slanting is taken into account by introducing 

a taper angle, θ (Fig. 1). An effective oxide thickness 

of 1.2 nm as assumed (Fig. 1). Id-Vg characteristics 

are simulated using the ‘Top-of-the-Barrier’ transport 

model solved in a self consistent fashion (Fig. 2) [3, 

4]. To capture the quantum effects accurately 10 band 

sp
3
d

5
s* (including SO-coupling for valence bands) 

tight binding (TB) model is employed for solving the 

Schrodinger equation [5]. A zero electric field 

(Neumann) boundary condition is used at the base of 

the Fin for the Poisson solution. The ON state is 

defined as the drain current (IDS) atVGS=VDS=0.7V, 

with the fixed OFF state at IDS=100nA/µm. Current 

values are normalized by the base width (=6nm). 

RESULTS 

Fig. 3 shows the Id-Vgplots for n/p- FinFETs 

with different WTOP. Interestingly, p-FinFETs exhibit 

negligible variation in current, unlike n-FinFETs.This 

phenomenon is well explained by the interplay 

between the ON state charge (Ninv) and carrier 

injection velocity (vinj). Holes show a preferential 

movement towards the (110) sidewalls (Fig. 4b) 

whereas electrons prefer reside near the (100) top-

gate (Fig. 4a) [6]. Since the (110) side gates are much 

longer than the (100) top-gate, it leads to higher 

inversion charge in p-FinFETs compared to n-

FinFETs at the ON state (Fig. 5a). Tapering of the fin 

reduces the perimeter where the gate acts leading to a 

reduction in the effective gate to channel capacitance 

thus, reducing the Ninv for both n and p-type FinFETs. 

With fin tapering the electron vinj is not modulated 

much however, for holes,vinj increases with fin 

tapering (Fig. 5). This nearly cancels the degradation 

in charge leading to negligible effect on the p-FinFET 

ON-current. vinj is almost unaffected with tapering in 

n-FinFET which ultimately causes the final ON state 

current to degrade by nearly 30% as taper angle 

reduces from 90 to 77.3 degrees. 

CONCLUSION 

FinFET tapering severely degrades the ballistic 

ON current in n-FinFETs (coefficient of 

variation =15%) with negligible change in p-FinFETs 

(coefficient of variation =2%).  
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Fig. 1  Si FinFET structure considered in this study. 

 

 

 

Fig. 3.  .  Ballistic Id-Vg plots for n-type and p-type Si FinFETs. 

Current values are normalized by the base width (=6nm) 

 

 

Fig. 5.  ON state carrier density (left) and injection velocity 

(right) for n-type and p-type Si FinFETs. 

 

Fig. 2. Schematic description of the semi-classical top of the 

barrier transport model. 

 

 

Fig. 4. Normalized charge distribution in (a) n-type (top row) 

and, (b) p-type (bottom row) Si FinFETs at the ON state 

(Vgs=Vds=0.7V). 

 

 

Fig. 6.   Variation in ballistic ON current with taper angle (or 

WTOP).  
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I. INTRODUCTION 
Bulk FinFET is one of the candidates for 

device in sub-22 nm technology node, because of 
its good cut-off characteristics, short channel 
effect control and better scalability by miltiple gate 
mode operation [1-3]. Recent studies on FinFET 
devices were reported (see, for examples, [4-7], 
and references therein), but the influence of fin 
profile on device’s capacitance has not yet clearly 
been investigated. 

In this work, we experimentally fabricate and 
characterize HKMG bulk FinFET devices and 
simulated the fin profile with different tapers and 
rounding. The influence of the fin taper and 
rounding profile on C-V characterization is 
assessed, where the fabrication parameters are 
extracted accordingly.  

II. EXPERIMENT AND SIMULATION 
The devices we studied are the HKMG bulk 

FinFETs on (100) p-substrate, where the C-V 
curves are measured as shown in Fig. 1. To 
fabricate the devices, the advanced 193 nm 
immersion lithography and optimized etching 
processes are then utilized for silicon fin and STI 
formation. Then, a 1.5-nm-thick chemical oxide 
and a 3-nm-thick HfO3 film are deposited by 
chemical vapor deposition. Finally, we use sputter 
to form 12-nm-thick TiN film, as shown in Fig. 2. 
Fig. 2 further indicates the profile of fin with taper 
and rounding due to the fabricated etching process.  

Fig. 3 shows that 3D computational device 
model, where a set of quantum-mechanically 
transport equations is solved to calculate the 
device’s characteristic. Notably, the right plots are 
the model cross section views of the fin profiles 
which are with respect to different taper and 
rounding. The taper varies from 0, 1, 3, and 5 
degrees and the radius is from 1, 3, 6, 7, and 8 nm.  

III. RESULTS AND DISCUSSION 
As shown in Fig. 4, the simulated device’s 

capacitance with different taper profiles, where the 
Radius = 0 and the Taper = 0, 1, 3 and 5. The 

capacitances are 8.20, 8.10, 7.78 and 7.55 fF, 
respectively at accumulation region. Their Cmin are 
2.31, 1.60, 1.32 and 1.25 fF, respectively. When 
the fin profile is more taper, the device is with 
smaller capacitance. As shown in Fig. 5, the 
simulated capacitance with different rounding 
profile devices (Taper = 0, Radius = 1, 3, 5, 7 and 
8 nm) are 8.20, 8.03, 7.73, 7.48 and 7.37 fF, 
respectively, at accumulation region. Also, their 
Cmin are 2.31, 2.18, 2.38, 1.63 and 1.61 fF, 
respectively. When the fin profile is with a larger 
taper, the device will be with a relatively smaller 
capacitance.  

From the C-V curves simulated, we can extract 
the parameter of fin profile by fitting the measured 
C-V curves. As shown Fig. 6, the matching 
between the simulation and characterization is well. 
The extracted taper of the fabricated HKMG bulk 
FinFET sample is 5 deg. and the rounding radius is 
8 nm. The extracted taper angle and the rounding 
radius owing to process variation effect can be 
modeled into device model for variability 
simulation of FinFET circuits. 

IV. CONCLUSIONS 
The 3D device simulation of FinFET varator 

devices with different taper and rounding profile 
has been demonstrated. The findings of this study 
have been calibrated with the silicon data by 
matching the measured capacitance, where the 
fabrication parameters haven been extracted.  
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Fig. 1. Cross-section view of the fin MOSCAP and the 
measurement configuration of C-V curves, we measure the 
device’s C-V curves by the 4082A Parametric Test System.  
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Fig. 2. The TEM of the fabricated Fin-type varator with a 20-
nm fin width. Notably, the taper and rounding fin profiles are 
obviously.  
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Fig. 3.  The 3D simulation structure; the left plot is a 3D fin, 
and the right lots are the cross sections of the model with 
different angles of taper (θ = 0, 1, 3, and 5 deg.) and the 
rounding radius = 1, 3, 5, 7, and 8 nm.  
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Fig. 4. The simulated C-V with different taper profile devices. 
When the fin profile is with a larger taper, the device is with a 
smaller Cmin at the accumulation region.  
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Fig. 5. The simulated C-V with different rounding profile 
devices. When the fin profile is with a larger rounding, the 
device is with a smaller Cmin at the accumulation region.  
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Fig. 6. The simulated and the measurement capacitances. The 
matching of the C-V curves is validated for the sample with 
the extracted taper and rounding.  
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INTRODUCTION 

Stress-induced effect on the depletion layer 
capacitance of siliicon becomes important as the 
semiconductor devices scale down and the 
switching speed of logic gate becomes higher [1]. 
Gauge factor of this effect has been reported  to be 
almost comparable with the piezoresistance effect 
[2].  In the present study,  a model which 
reproduces the stress-induced effects on the 
depletion layer capscitance of MOS will be 
discussed.  

MODEL 

 In the present model, the maximum depletion 
layer (w) of MOS capacitor  is expressed as 
follows  (Fig.1): 

A

SSi

qN
w

ϕε2
=                                                  (1)                                                                   

where ( ) qEE FiS −= 2ϕ  is  he surface potential, 
NA is the impurity concentration. The depletion 
layer capacitance is expressed with the maximum 
layer width: Sidep wC ε= . The intrinsic Fermi 
energy (Ei) comprises two terms, i.e. the midgap 
effect and the density-of-state (DOS) change : 

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
+= *

*

2/ ln
4
3

e

h
gi

m

m
kTEE                               (2) 

According to the deformation potential theory, 
strain splits the fourfold valence bandedge into a 
pair of degenerate Kramars doublets; heavy and 
light hole bands. While six folded band minima in 
the conduction band splits into four and two folded 
band minima  (Fig.2) [3]. As a result, the middle 
level of the bandgap, that is,  the midgap effect  
changes proportionally to the magnitude of strain 
as follows, 

⎩
⎨
⎧

⋅
⋅−

=Δ
ncompressiofor (eV)  32     

n         for tensio(eV)  5.2
2/

l

l
g e .

e
E        (3) 

where el is the strain when uniaxial stress is 
applied. 

The DOS effective masses of electrons and holes 
in silicon are expressed as me*=62/3(mlmt

2)1/3 and 
3/22/32/3* )( hhlhh mmm += , respectively. Hence, the 

ratio (mh*/me*) without strain is estimated as 0.52. 
When tensile <110> stress is applied, the DOS 
effective mass of holes becomes the heavy-holes 
mass, and that of electrons becomes the DOS 
effective mass of twofold valley. So the ratio rises to 
( ) 98.0*

2
* =Δmmhh . Similarly, when compressive 

<110> stress is applied, the ratio reduce to 
( ) 19.0*

4
* =Δmmlh . As a result change of  the 

second term is, 
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DISCUSSION 

As shown in Fig.3 and Fig.4, the stress effects 
on the DOS of each valence band depend on stress 
in different manner for weak stress region and 
have anisotropy. However, they become nearly 
equal for large stress region. Table 1 shows the 
gauge factors of the stress effects on capacitance in 
weak stress region for three independent 
crystallographic directions. The characters of the 
gage factors are discussed by the stress effects on 
the DOS of valence band. 
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Fig. 1.  Band diagram of p-type MOS capacitor with a 

positive voltage applied to the gate when a stress is applied. 
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Fig. 2.  Schematic drawing of the band splitting of silicon by 

the application of uniaxial <110>  stress. Here Eg denotes the 

band gap between the band edge of the conduction band and 

the valence band. 
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effective masses when <110> uniaxial stress is applied. 
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Table 1: Gage factors of the stress-induced effects on 
depletion layer capacitance for three independent 
crystallographic directions. 

Stress Direction
Gauge Factor 

DOS Change Midgap Effect 
n-type p-type n-type p-type

<100>
Tension 5.5 8.0 -1.3 - 
Compress. -17 -26 -0.6 - 

<110>
Tension 19 32 -1.9 3.0 
Compress. -30 -48 1.7 2.7 

<111>
Tension -3.1 -5.3 -0.92 - 
Compress. -39 -61 -0.92 - 
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INTRODUCTION 

Gate dielectric capacitance per unit area (Cox) 
and equivalent oxide thickness (EOT) are one of 
the key design parameters of MOSFET to reduce 
gate leakage with high driving current in 
continuing scaling of the replacing gate dielectric 
material thermal silicon dioxide to high 
permittivity dielectrics. The Vertical MOSFET 
(VMOS) [1] has been intensively studied due to 
the strong gate controllability caused by its 
cylindrical silicon pillar and gate stack. This letter 
addresses the importance of the cylindrical 
structure of the VMOS and shows the significant 
gate leakage reduction by 99.2% with 1.67 times 
larger driving current in the case of the same Cox 
of the Double Gate MOSFET (DG) at EOT=0.3nm. 

GATE DIELECTRIC CAPACITANCE OF VERTICAL 

MOSFET WITH HIGH-K DIELECTRIC FILM 

The Cox of the VMOS (Cox,VMOS) [1] as eq. (1),  

   

1

1ln
















 

R

t
RkC ox

ox               (1) 

where R is the silicon pillar radius, tox is  the gate 
dielectric thickness, and k is the dielectric constant 
of the gate dielectric materials. The ratio () of the 
Cox,VMOS to the Cox of the DG (Cox,DG=k/tox) is 
plotted versus k at the same EOT=0.3nm in Fig. 
1(a). The EOT is defined by EOT=tox/(k/3.9). In 
the case of the same EOT, Cox,VMOS is the  times 
larger than Cox,DG. Therefore, the tox of the VMOS 
is  times thicker than that of the DG at the same 
Cox,VMOS as the Cox,DG in Fig. 1(b). 

INVESTIGATION OF THE GATE DIELECTRIC 

CAPACITANCE ORIENTED DESIGN 

The gate leakage and driving current 
performances of the VMOS is investigated through 

Sentaurus device simulator [2]. Figure 2 shows the 
simulated device structures and Table I shows the 
device parameter settings. In the case that the 
Cox,VMOS is the same as the Cox,DG, the gate leakage 
current density of the VMOS is reduced by 99.2% 
applied at the high gate voltage (Vgate–Vth=0.340V) 
in the comparison with the DG due to the  times 
thicker (0.56nm) tox than that of the DG in Fig. 3. 
The driving current normalized by channel width 
of the VMOS is increased by 1.67 times than that 
of the DG in Fig. 4. The increase of the driving 
current in the VMOS is caused by high electron 
density in the channel region in Fig. 5. The VMOS 
obtains higher electron density by 3.1 times than 
that of the DG at the silicon pillar center in Fig. 6. 
Therefore, the Cox oriented design in the VMOS 
with high-k gate dielectric can obtain the reduction 
of the gate leakage with high driving current. 

CONCLUSION 

The gate leakage and driving current 
performances of the VMOS with high-k dielectric 
film is investigated in the comparison with the DG 
at the EOT=0.3nm. The VMOS reduces the gate 
leakage by 99.2% due to its cylindrical nature. The 
results are fruitful for the future high performance 
and low gate leakage device design with ultra-thin 
higher-k gate dielectrics. 
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Fig. 1. (a) The ratio () of the Cox of the VMOS to that of the 

DG versus k at the same EOT=0.3nm. (b) The  times thicker 
tox of the VMOS than that of the DG at the same Cox in the 
EOT=0.3nm. 
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Fig. 2. Simulated device structures. (a) Vertical MOSFET, (b) 
Double Gate MOSFET. The VMOS and the DG was 
numerically solved in cylindrical coordinates and in two-
dimensional simulation, respectively. 

Table I. Device parameter settings. 
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Fig. 3. Reduction of the gate leakage current density of the 

VMOS in the comparison with the DG in the case of the same 
Cox. The Vth in Fig. 3 is extracted by constant-current method 

at Id/(channel width)=100nA/m in the linear region 
(Vd=0.05V). 
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Fig. 4.  Driving current normalized by channel width 
characteristic of the VMOS and the DG in the case of the 
same Cox. The Vth in Fig. 4 is extracted by constant-current 

method at Id/(channel width)=100nA/m in the saturation 
region (Vd=0.5V). 

(a) (b)

Drain

Source Source

Drain

A

Electron 
Density [cm-3]

Body 
region Gate

 
Fig. 5.  Electron density distribution in the channel (a) VMOS 
and (b) DG at the Vgate-Vth =0.380V in the saturation region 

(Vd =0.5V). Even if the thicker tox than  times that of the DG, 
the electron density in the body region is larger than that of 
the DG, which leads to high driving current of the VMOS. 
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at the dashed line A in Fig. 5. 
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INTRODUCTION 

CMOS technology has been scaling down in 

size following the Moore’s law for over 40 years. 

As the size of the MOSFET is reduced rapidly into 

the nano scale region, they begin to suffer from a 

few critical issues. One of them is the increase of 

the subthreshold swing (S-Factor). Under ideal 

conditions, in which the gate oxide capacitance is 

infinite, S-Factor of the MOSFET becomes about 

60 mV/dec at room temperature. As a result, short 

channel effect (SCE) brings the increase of S-

Factor, the leakage current of the MOSFET 

increases substantially. At the same time, the 

threshold voltage (Vth) and supply voltage cannot 

be shrunken while keeping a sufficiently low off 

state current. 

In order to solve the above problems, the I-

MOS [1] is widely investigated as one of the 

promising approaches. In this paper, we 

investigated Vertical Double Gate IMOS 

(DGIMOS) as one of Multi-Gate type structures. 

The parameter dependences of Vertical DGIMOS 

are investigated. The variance of parameter 

characteristics of S-Factor, Vth and Ioff is 

analyzed with the decreasing of intrinsic region 

length (Li) of Vertical DGIMOS for the first time. 

DEVICE STRUCTURE 

Figure 1 and Table I show structure of vertical 

DGIMOS and the device parameters. Vertical 

DGIMOS structure is a kind of a gated p-i-n diode. 

Source/Drain doping concentration and p-type 

body concentration set to be 10
20 

cm
-3

 and 10
17  

  

cm
-3

 respectively. In the simulation, band-to-band 

tunnelling and impact ionization are considered. 

RESULTS AND DISCUSSIONS 

Figure 2 shows simulated IDRAIN versus VGATE 

characteristics of the Vertical DGIMOS under the 

condition that some of Li are 40, 34, 18 and 10 nm. 

Source voltage and Drain voltage are fixed -3V 

and 0V. In this paper, the definition of Vth is the 

gate voltage at which S-Factor is minimum, 

because S-Factor of vertical DGIMOS which is 

different from S-Factor of the MOSFET, isn’t 

linear. Ioff is defined by the drain current when the 

gate voltage is zero. The S-Factor dependence of 

Li, the Vth dependence of Li, and the Ioff 

dependence of Li are given in Fig.3, Fig.4 and 

Fig.5 respectively. In the range that Li is set from 

40 nm to 34 nm, S-Factor is improved with the 

reduction of Li and Vth becomes lower, Ioff 

becomes higher at the same time. In the range that 

Li is set from 34 nm to 18 nm, S-Factor is 

degenerated with the reduction of Li and Vth 

becomes lower, Ioff becomes higher at the same 

time. In the range that Li is set from 18 nm to 10 

nm, S-Factor is degenerated with the reduction of 

Li and Vth becomes higher, Ioff becomes higher at 

the same time. As a result, the device simulation 

results clarify that parameter dependences of Li 

can be divided into 3 regions depend on impact 

ionization in intrinsic region and variance of 

channel potential. 

CONCLUSION 

The parameter dependences of Vertical 

DGIMOS are analyzed in detail in this paper. As 

important design guideline of DGIMOS, we found 

that parameter characteristics of S-Factor, Vth and 

Ioff show different behaviour in the three regions 

with the decreasing of Li.  
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Fig. 1.  Structure of the vertical double gate IMOS (DGIMOS).  

 

Table I.  Device parameters and values in Vertical DGIMOS 

 

 

 

Fig. 2.  Simulated IDRAIN versus VGATE characteristics of the 

vertical DGIMOS with VD=0V and VS=－3V. 

 

Fig. 3.  The S-Factor dependence of Li in vertical DGIMOS. 

 

 

Fig. 4.  The threshold voltage (Vth) dependence of Li in 

vertical DGIMOS. 

 

 

Fig. 5.  The Ioff dependence of Li in vertical DGIMOS. 
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Abstract 
Junction leakage current variability due to random 

discrete dopants (RDD) has been simulated. Quantum 
corrected coulomb potential has been considered for 
discrete dopants. The effect of the RDD profiles on the 
electric field and the trap assisted tunneling (TAT) 
current due to single discrete trap has been discussed. 

 

Introduction 
For low stand-by power ULSIs, junction leakage 

current and its variability is an important issue to be 
addressed [1]. Junction leakage current due to trap 
assisted tunneling (TAT) process is one of the main 
sources of such off-state leakage in high temperature. 
Thus, it is important to evaluate the variability of the 
TAT current for improving the reliability and yields of 
ULSIs. 

TAT current fluctuation caused by the randomness of 
discrete trap number and location (Fig. 1) has been 
already simulated [2],[3]. On the other hand, it is well 
known that the randomness of discrete dopants (RDD) is 
a major cause of threshold voltage variation [4]. 
Therefore, RDD can also strongly affect TAT current 
variability. In this paper, we have numerically evaluated 
the TAT current variability considering the effects of  
RDD. 

 

Simulation Method 
In order to evaluate the TAT current variability due to 

RDD fluctuations, potential and carrier density profiles 
with RDD are calculated by a drift-diffusion simulation. 
Using the obtained device profiles, TAT junction leakage 
current is calculated based on the Shockley-Reed-Hall 
(SRH) model [5] (Fig. 2). About 4500 nMOSFETs with 
different RDD distributions were generated. Then, TAT 
current caused by a single discrete trap was calculated, 
while changing the position of the discrete trap within 
each FET. The energy level of the discrete trap was fixed 
at the mid-gap for evaluating the variability of the 
maximum TAT current caused by the electric field 
fluctuation due to RDD.  

In order to represent the discrete dopant potential, an 
analytical effective potential model [6] is used as a 
quantum corrected coulomb potential. The cut-off radius, 
rc, of the analytical effective potential model is calibrated 
to reproduce a quantum corrected coulomb potential (Fig. 
4). In order to include the effects into the drift-diffusion 
simulation, the discrete dopant potential is converted into 

a doping density distribution based on Poisson’s equation 
in an isolated system. 

 

Results and Discussions 
Fig. 4(a) shows surface electric field profiles along 

the source-drain direction for devices with different RDD 
profile. The off-state electric field tends to be the highest 
around the surface of the channel/drain interface region, 
and the highest electric field varies about 2 times within 
the simulated devices. The highest electric field is 
obtained in device A, which has more discrete donors 
around the channel/drain interface (Fig. 4(b)). Because of 
the concentration of discrete donors around the 
channel/drain interface, the depletion region from the 
drain region reaches the channel region, and the large 
potential difference between the depletion region and the 
gate electrode causes the high electric field. Compared 
with device A, devices B (medium electric field) and C 
(low electric field) has fewer discrete donors around the 
channel/drain interface (Fig. 4(c),(d)). 

Such electric field fluctuation by the difference of 
RDD profiles causes large difference in TAT junction 
leakage current calculated by the SRH model. Fig. 5 
shows the distribution of Jleak, which is the maximum 
calculated TAT leakage current caused by a single trap 
for each device. JLeak can vary about 2 orders of 
magnitude around the median value (JLeak

median) by the 
electric field fluctuation due to RDD. These results show 
that RDD can accidentally cause extremely large junction 
leakage, and must be taken into account for leakage 
variability simulation, though the probability of such 
occurrence is low.  
 

Conclusions 
Variability of TAT junction leakage current due to 

RDD has been numerically evaluated. The TAT junction 
leakage current can be enhanced about 2 orders of 
magnitude from the median value because of the electric 
field enhancement caused by the discrete donor 
concentration in the channel region. Device structures 
should be designed considering such off-state leakage 
variability especially for low power ULSI applications. 
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Fig. 3: Analytical effective potential model[6], Veff(r), is used 
as the discrete dopant potential. (a) The cut-off radius rc of 
Veff(r) is calibrated to reproduce a quantum corrected coulomb 
potential. (b) The quantum corrected potential is defined as 
the potential with which the quantum electron density 
(calculated by solving Schoredinger equation) is obtained 
based on classical density of states. The discrete dopant 
potential is converted to the doping density profile to include 
into drift-diffusion simulation. 
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Fig. 5: The maximum junction leakage current within each 
device profile, JLeak. JLeak is normalized by median JLeak 
(JLeak

median) and plotted in ascending order. JLeak is strongly 
affected by electric field fluctuation and enhanced to about 2 
orders larger magnitude than the median device. 
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Fig. 4: (a) Electric field profiles along source-drain direction 
at the substrate surface for devices with different RDD 
profiles. (b) Doping density profile of dev.A, which shows 
strong surface electric field. Compared with doping profiles of 
other devices ((b) dev.B with medium electric field, (c) dev.C 
with low electric field), dev.A has more discrete donors in the 
channel region which causes large potential difference 
between channel and gate electrode. Large TAT current 
fluctuation can be caused by such electric field difference if 
discrete traps are located around the regions. 
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Fig. 2: Variability of TAT current due to electric field 
fluctuation caused by RDD is evaluated. In order to eliminate 
the randomness of discrete traps, TAT current due to a single 
discrete trap is considered. The single discrete trap is located 
at all mesh points of the potential profiles with RDD 
calculated by drift-diffusion simulation. The TAT current is 
calculated based on SRH model. The trap energy level is fixed 
to be mid-gap in order to evaluate the fluctuation of maximum 
TAT current due to RDD. 
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Fig. 1: Off-state junction leakage current fluctuation is 
investigated. Trap assisted tunneling (TAT) current is 
calculated as the junction leakage current in high temperature. 
The fluctuation of the TAT current can be enhanced by 
electric field fluctuation due to random discrete dopants 
(RDD) in addition to the randomness of discrete traps (trap 
position, density, energy level).  
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Three-dimensional device architectures are strong
candidates for the scaling of MOSFETs into the next
technology nodes [1]. Two of the most important
sources of fluctuations in ultrascaled devices are
random discrete doping and surface roughness. Pre-
vious studies of variability have been concentrated
in generic nanowire structures or used semiclassical
models. In this work we study the impact of scaling
on the effect of both sources of variability in two Si
multigate MOSFETs scaled according to the ITRS.

We carried out non-equilibrium Green’s functions
(NEGF) transport simulations including all relevant
phonon scatterings [2]. We study two different de-
vices with channel lengths of 11.8 and 6.6 nm and
body thicknesses of 5.8 and 4.2 nm, respectively.
In both cases the ratio between the body height and
thickness is 2:1. Random discrete doping (RDD)
and surface roughness (SR) are introduced using the
same methodology and the same parameters as in
[3]. We have simulated five different configurations
for each device, which should provide an estimation
for the range of variability expected in a larger
ensemble. Figs. 1 and 2 show the ID − VG charac-
teristics at a high drain bias VD=700 mV for both
simulated transistors under the combined influence
of RDD and SR. The characteristics with a smooth
geometry and doping are shown as a reference.
For both geometries we see a shift towards higher
threshold voltages due to a change in the width
and height of the barrier induced by the different
variability sources. This shift is smaller for the
larger device, where it ranges from 6 to 22 mV,
than for the shorter one, where it ranges from 20 to
77 mV. The main effect of the RDD in the low gate
bias region is a change in the subthreshold slope.
The variability is much larger in the case of the
shorter device, where the slopes vary between 84
and 101 mV/dec, whereas in the longer device they
vary between 76 and 81 mV/dec. Fig. 3 presents

the local density of states and the subbands for the
smooth device and the highest current configura-
tion in the shorter device at VG=0.6 V. The small
amplitude ripples of the subbands close to source
and drain reflect the SR while the large amplitude
ones correspond to the RDD which are close to the
source/channel and drain/channel interfaces. We can
also see how the potential fluctuations induced by
RDD and SR break the interference fringes in the
LDOS seen in the smooth device. Fig. 4 shows the
electron density and electrostatic potential energy
for the highest current configuration of the 6.6 nm
device at VG=0.5 V. At the source cross-section,
the electron density has two maximums due to the
large electron electrostatic energy at the middle of
the cross section. These two maximums merge in
the middle of the source/channel interface cross-
section due to the RDD concentration there. Finally,
Figs. 5 and 6 show the spectral current density
for the two geometries in the lowest and highest
current configurations (VG=0.3 V). For the longer
device, there is a small difference in the barrier
width and therefore in the tunnelling current. The
main difference in the ID − VG characteristics is
a shift of about 16 mV, which comes mainly from
the difference in barrier height (around 20 mV). For
the shorter devices we can see a clear difference
in the barrier width coming from RDD close to
the channel, which reduce the effective gate length.
This notably increases the tunnelling current and
therefore the subthreshold slope. This increase is
also strengthened by the lower height of the barrier
induced by the SR (around 25 mV).
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Fig. 1. ID − VG characteristics of the 11.8 nm gate length
MOSFET under the influence of discrete dopants and surface
roughness. The smooth device (continuous black line) is also
shown as a reference.
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Fig. 2. ID − VG characteristics of the 6.6 nm gate length
MOSFET under the influence of discrete dopants and surface
roughness. The smooth device (continuous black line) is also
shown as a reference.

Fig. 3. Local density of states in the 6.6 nm gate length
MOSFET for the smooth device (top) and under the influence of
discrete dopants and surface roughness (bottom) at VG=0.6 V.

Fig. 4. Electron density (top) and electrostatic potential energy
(bottom) for one random configuration of the 6.6 nm gate length
MOSFET.
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Semiconductor nanowires (NW) has been re-
cently considered as promising building blocks for
future nanoelectronic devices and integrated cir-
cuits. One of the key issues for their practical
applications is sample-to-sample variability caused
by structural disorder at the wire interface. Appli-
cation of the first-principle calculations to statistical
modeling in realistic NW devices is prohibitively
time-consuming. In this work we analyze statistics
of electron transport in Si wires with surface disor-
der and propose a numerically cheap approximate
model for statistical transport studies.

The model under consideration has been ex-
tracted from a realistic oxidized SiNW with in-
terface atomic disorder obtained by the MD sim-
ulations [1]. Si atoms in the core part of the
wire with moderate local strain < 3% have been
used to construct NW samples for our statistical
analysis (Fig. 1). We use the sp3d5s∗ tight-binding
(TB) Hamiltonian of a strain Si crystal [2] with H
termination model for the dangling bonds and em-
ploy the NEGF formalism for transport calculations.
The obtained transport data are compared with the
results calculated by using the equivalent model
(EM) representation [3] which is an analog of the
basis expansion approach for discrete systems with
arbitrary band structure. The EM method enables a
small atomistic basis of most relevant modes to be
extracted from the original set of atomic orbitals.
In the present case, the 24D EM representation
has been constructed based on a periodic reference
Si wire with the averaged local strain distribution
(Fig.2). The EM was found to give similar fluc-
tuations in the band structure and well reproduce
the behavior of the transmission coefficient T (ε, L)
along the SiNW samples (Fig. 3).

Qualitative statistical analysis has been performed
by fitting the computed averaged transmission ⟨T ⟩
and its variance var(T ) by the ”universal” L-
dependent statistics calculated from the DMPK
equation (β=1) [4] or its multidimensional gen-
eralization [5] (Fig. 4). We have confirmed the
quasi-one-dimensional universal statistical behavior
(Fig.5) which can be characterized by a single
length parameter (Fig.6). The larger fluctuations in
short samples cannot be explained by the dimen-
sionality effects and are likely to be caused by the
enhanced reflection at the contacts with leads.

Our results show that the localization of the
electronic states due to the surface roughness scat-
tering is an important factor effecting the NW
device performance. The universal one-parameter
transport statistics also suggests that one can predict
their statistical properties without time consuming
transport simulations at atomistic level and the EM
may provide an effective tool for statistical device
modeling. This study is currently in progress.
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Fig. 1. Realistic nanostructure obtained in the MD simulations.
The right panels show the core part of the wire used in the
present simulations and the corresponding periodic NW with
averaged strain.
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INTRODUCTION

Surface-enhanced Raman spectroscopy (SERS) has
been intensively researched in the past two decades
due to its capability and usefulness as one of the most
sensitive detecting tools of high levels of molecular
specicity [1], [2], [3]. However, localized surface plas-
mon resonance (LSPR), which is a major contributor
to the electromagnetic (EM) enhancement of SERS,
depends on the composition, shape, size, the separation
of nanodots, etc [4], their assembly has been studied in
detail both experimentally [5] and theoretically. In the
latter case, computational electromagnetic methods such
as the finite-difference time-domain (FDTD) method and
the finite element method (FEM) are often used [6].
Herein, we use the FEM, using an modified version
of open-source FEM code, JFEM2D [7], to calculate
the electromagnetic enhancement of various assemblies
of Au nanodots with SiO2 coating to predict optimal
assemblies for a given incident wavelength. Furthermore,
a selected number of |E|4 at the incident wavelength that
give the maximum enhancement for a given geometry
will be analyzed to predict ”hot spots”[10], which are
locations where the maximum EM enhancement occurs.

METHODS

The details on FEM code is described in a code
author’s article [6]. However, the permittivity values
of Au and SiO2 is modified in accordance with the
Mie scattering the correction to nano-scaled metals with
coating[8] and with a model dielectric function appro-
priate to SiO2 [9], respectively. Figure 1 shows the
assembly of interest. Herein, various separations (-5 nm
to 10 nm) and radii (60 nm to 120 nm) are used.

DISCUSSION

A sample result is shown in Figure 2. With the
separation fixed at 1 nm, assemblies with diameters of

90 nm and 100 nm have maximum EM enhancement
when the wavelength of incident field is 813.8 nm. The
result also shows that the two Au nanospheres with
diameters of 100 nm give higher enhancement than one
with diameters of 90 nm at 813 nm. On the other hand,
the assembly with diameters of 80 nm give the maximum
enhancement at 793 nm, which is a little bit lower
than that from assemblies with larger diameters. For the
assembly, the contour plot of |E|4 at 793 nm is plotted
in log scale in Figure 3. It shows that the ”hot spots”
(geometrical locations with the highest enhancement) for
the assembly are located between two Au nanospheres.

CONCLUSION

The effect of size and placement of Au nanospheres on
the EM enhancement of SERS was studied. The applica-
tion of these results to quantify the SERS enhancements
effects observed for cylindrical dielectrics coated with
Au nanodots will be illustrated.
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Fig. 1. Assembly of interest. Two gold nano spheres with SiO2

coating are given

Fig. 2. Maximum electromagnetic enhancements (|E|4) for
nanospheres of 80, 90, 100nm with separations of 1 nm Fig. 3. Contour plot of |E|4 at the incident wavelength of 793 nm

for the assembly with diameter of 80 nm and separation of 1 nm
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One period of the calculated THz-QCL 
sequence is 5.1/9.6/2.3/7.3/4.0/15.8 nm as shown 
in Fig. 2. The bold and regular numbers represent 
quantum barrier and well layers, respectively. The 
15.8-nm-thick quantum well is n-doped with n = 
1.9 × 1016 cm-3. Only the Γ-valley electron states 
are taken into consideration for simplicity. The 
conduction band discontinuity, the LO phonon 
energies of GaAs-like and AlAs-like modes are set 
to be constant as 120, 36, and 46 meV, 
respectively. 

INTRODUCTION 
Remarkable progress on terahertz quantum 

cascade lasers (THz-QCLs) has been made using 
GaAs/AlxGa1-xAs multi-quantum-well structures. 
However, the maximum operation temperature 
was limited to 200 K. Realization of room-
temperature operation of THz-QCLs is remained 
as a challenging issue. The main degradation 
mechanism of population inversions at high 
temperatures is thought to be thermally activated 
longitudinal optical (LO) phonon scattering [1, 2], 
where electrons in the upper lasing level 3 acquire 
sufficient in-plane kinetic energy to emit LO 
phonons and relax to the lower lasing level 2 as 
depicted in Fig. 1. To reduce the thermally 
activated phonon scattering, use of AlGaAs 
instead of GaAs as the well material might be 
promising because the LO phonon energy of 
AlAs-like modes is higher than that of GaAs-like 
modes [3]. In this study, we calculated the 
performance of an AlxGa1-xAs/AlyGa1-yAs THz-
QCL using the non-equilibrium Green’s function 
(NEGF) method to find an appropriate Al 
composition of well layers for higher-temperature 
operations. 

Figure 3 shows the optical gain averaged over 
one period of the THz-QCL at 200 K. The gain for 
the Al0.85Ga0.15As/AlAs QCL increased as much as 
17 cm-1 at 12 meV (2.9 THz). Figure 4 shows the 
electron distributions in the active region as a 
function of energy. The distribution curve has a 
dip around 160 meV, which is caused by the 
thermally activated phonon scattering due to the 
GaAs-like LO phonon mode. For the 
Al0.85Ga0.15As/AlAs THz-QCL, the dip becomes 
small and the other dip appears around 170 meV, 
which corresponds to the thermally activated 
phonon scattering by the AlAs-like LO phonon 
mode. Further calculations and designs should be 
made including X-valley electron states. 

RESUTLTS AND DISCUSSIONS CONCLUSION 
Details of our NEGF calculation method were 

explained elsewhere [4, 5]. The Fröhlich 
interaction Hamiltonian was used for the self-
energy of the LO phonon-electron coupling. The 
self-energy for the LO phonon scattering in 
AlxGa1-xAs layers was introduced as linear 
combinations of those in GaAs layers and AlAs 
layers as expressed in equation 1. 

We investigated the performance of an AlxGa1-

xAs/AlyGa1-yAs THz-QCL by using the NEGF 
method to realize higher-temperature operations. 
We found that the optical gain improved by using 
Al0.85Ga0.15As wells due to the reduction of the 
thermally activated phonon scattering by GaAs-
like LO phonons. 
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Fig. 1.  Schematic of thermally activated LO phonon 

scattering. 

 

 
Fig. 2.  Conduction band diagram and spectral functions A(z, 

E) of the calculated THz-QCL at 12 kV/cm. 

 

 
Fig. 3.  Calculated gain averaged over one period of the THz-

QCL structure at 200 K. The Al composition of wells was 

changed from 0 to 0.85. 

 

 
Fig. 4.  Calculated electron distributions and spectral 

functions in the active region at 200 K. 
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INTRODUCTION

Recently, the closely stacked periodic quantum
dots (QDs), which is often called quantum dot
superlattices (QDSLs), have been attracting much
interest due to their unique properties[1]. For the
optical device application, understanding the ab-
sorption spectrum as well as the optical polarization
is very important. In this study, we theoretically in-
vestigate the polarization dependence of the optical
absorption properties of InAs/GaAs QDSLs.

CALCULATION METHOD

We considerz- ([001]-) stacked InAs/GaAs QDs
with a truncated pyramidal shape having(101),
(1̄01), (011) and (01̄1) as side facets. The dot
height is 3 nm, the base length is 15 nm and
the wetting layer width is 0.5 nm. The plane-
wave expanded 8-band k·p Hamiltonian [2], [3] with
periodic boundary condition is solved to obtain the
electronic structures. Strain and piezoelectric effect
are also included. The optical absorption spectrum
α(ω) is calculated by

α =
e2

2nrc0ϵ0m2
0ωLxLy

∫
dKz

∑
a,b

|M |2(fa − fb)G

(1)
, where|M | is the optical matrix element,a and b
are the miniband index,nr is the refractive index,
c0 is the light speed,ϵ0 is the dielectric constant of
vacuum,m0 is the free electron mass,Lx(Ly) is
the unit cell length inx-(y-) dimension,Kz is the
superlattice vector,fi(i = a, b) is the distribution
function, G is the Gaussian broadening (5 meV)
due to the size or compositional fluctuation.

RESULT AND DISCUSSION

Figures 1 (a) – (d) show the absorption spectra
of electron-hole transition in InAs/GaAs QDSLs.

We assume the valence subbands are completely
filled by electron and the conduction subbands are
empty. The optical polarization of the main peak
near the absorption edge strongly depends on the
inter-dot spacing (Lz). For Lz = 1 nm, transverse
magnetic- (TM-:E001) polarization is dominant and
the spectrum is similar to the quantum wires. For
Lz = 3 nm, TM- and transverse electric- (TE-
:E100) polarization are almost the same. ForLz ≥
5 nm, TE-polarization is dominant. The spectrum
is similar to the single QD forLz = 10 nm. We
find this polarization properties are attributed to
the strain-modified valence band structures. AsLz

decreases, the biaxial tensile strain in the barrier
increases. The biaxial tensile strain pulls up LH and
then the mixing rate of LH in the lower state of
valence subband increases. This results in the strong
TM-polarized absorption for smallLz.

CONCLUSION

We have theoretically investigated optical proper-
ties of InAs/GaAs QDSLs. We find that the optical
absorption spectrum strongly depends onLz and the
optical polarization switches atLz = 3 nm. These
findings provide an additional degree of freedom for
the design of optical devices.
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(d) Lz = 10 nm(c) Lz = 5 nm

(b) Lz = 3 nm
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(a) Lz = 1 nm

Fig. 1. TE (solid line) and TM (dashed line) polarized absorption spectra of InAs/GaAs QDSLs with inter-dot spacing of (a)Lz

= 1 nm, (b)Lz = 3 nm, (c)Lz = 5 nm and (d)Lz = 10 nm.
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INTRODUCTION 
Recently, semiconductor quantum dot (QD) 

array-based intermediate band solar cells (IBSCs) 
have received much attention as ultrahigh 
efficiency solar cells[1]. The concept of IBSCs is 
to increase the photocurrent by the additional two-
step photon-absorption via the intermediate band 
(IB or QD minibands) states as illustrated in Fig. 1. 
Although InAs/GaAs IBSCs are widely studied, 
the optical properties are not suitable for solar 
spectra, because the wavelength of absorbed light 
from IB (MB0: first miniband) to the conduction 
band is too long. Instead we propose solar cells 
based on InAs/In0.48Ga0.52P which provides higher 
efficiency of sunlight absorption. In0.48Ga0.52P is 
lattice-matched material to GaAs with wider 
bandgap than GaAs. We present theoretical 
calculations of   the absorption spectra of 
InAs/In0.48Ga0.52P IBSCs.  

CALCULATION METHOD 

We consider z-stacked InAs/In0.48Ga0.52P QD 
superlattices (QDSLs) with a pyramidal shape. 
The dot height is 3 nm, and the base length is 8 nm. 
The inter-dot spacing in z-direction is 3 nm. We 
calculated the electronic and optical properties by 
solving the plane-wave expanded 8-band k p 
Hamiltonian [2], [3] with periodic boundary 
condition. We also took into account of strain and 
piezoelectric effects. The electronic and optical 
properties of InAs/In0.48Ga0.52P QDSLs are also 
compared with those of conventional InAs/GaAs 
QDSLs. For the valence band (VB) to IB (MB0) or 
CB transitions (VB →  IB  or VB →  CB), we 
assume the VB subbands are completely filled 
with electrons and the IB  and CB subbands are 
empty. For the IB →  CB transitions, we assume 

the IB is completely filled and the CB subbands 
are empty. 

RESULT AND DISCUSSION 

Figs. 2 (a)–(d) show the TE (x- and y- direction) 
and TM (z-direction) polarized absorption spectra 
of InAs/GaAs QDSLs and InAs/In0.48Ga0.52P 
QDSLs, where we find the absorption spectra of 
InAs/In0.48Ga0.52P QDSLs are blue-shifted 
compared to InAs/GaAs QDSLs. In addition, the 
absorption band of InAs/In0.48Ga0.52P QDSLs is 
narrowed compared to InAs/GaAs QDSLs. These 
results indicate InAs/In0.48Ga0.52P QDSLs have the 
strong quantum confinement effect due to the large 
conduction band offset, and thus the IB width 
become narrower. In the IB →  CB transitions for 
the TE polarization, the peaks due to the transition 
between IB (MB0) and MB1, MB2 become 
narrower. This result is not only due to the 
narrower IB width but also due to the change of 
MB1 and MB2 from the continuum states to the 
localized states below the effective potential 
barrier. 

CONCLUSION  

We find that the IB →  CB transition energy 
gap can be widened by changing a barrier material 
from GaAs to lattice-matched In0.48Ga0.52P. This 
suggests that In0.48Ga0.52P is a good candidate for a 
barrier material of ultrahigh efficiency IBSCs. 
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Fig. 1. Schematic view of the VB →  IB (MB0), VB →  CB, and IB (MB0) →  CB transitions. 

 
 

   
 
 

   
 
Fig. 2. The absorption spectra of InAs/GaAs QDSLs (dashed line) and InAs/In0.48Ga0.52P QDSLs (solid line) (a) TE polarized in 
the VB →  IB (MB0) and VB →  CB transitions, (b) TM polarized in the VB →  IB (MB0) and VB →  CB transitions, (c) TE 
polarized in the IB (MB0)→  CB transitions, and (d) TM polarized in the IB (MB0)→  CB transitions.  
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INTRODUCTION 
 

We study optical coupling between whispering-

gallery mode (WGM) and waveguide mode in 

photonic crystal. Figure 1 shows photonic crystal 

structure we studied. WGM formed in cavity as 

shown in Fig. 1. It shows high quality factor and is 

nondegenerate. By controlling radius R of cavity, 

it is possible to shift resonance frequency for 

wavelength division multiplexing (WDM) 

communications. However, difference in light 

extraction efficiency between different size 

cavities is unfavorable for practical operation. We 

theoretically address the issue by tuning 

waveguide parameter. 
 

STRUCTURE 
 

The cavity resonator consists of 19 missing air 

holes aligned hexagonally. We modified positions 

of the air holes on the periphery of the cavity so 

that these air holes align on a circle (modified H3 

defect). Waveguide (line defect) is set aside the 

cavity. We can change waveguide modes by 

letting both sides of the air holes line lessen by ΔW. 

We evaluated coupling efficiency defined 
 

loss] [overall

] waveguidefrom loss[Light 
             (1) 

by carrying out two-dimensional finite-difference 

time-domain (FDTD) calculations, so as to exami- 

ne correlation between η and structural parameters 

such as R and ΔW. 
 

RESULTS AND DISCUSSION 
 

First, we investigate relation between the 

coupling efficiency and shrinkage width of wave-

guide ΔW. Fig. 2 shows the coupling efficiency 

plotted as a function of ΔW for the cavity R=2.85a. 

The coupling efficiency shows a remarkable peak 

at ΔW ⋍ 0.08a. We found that the peak appears 

when inclination of the waveguide mode is 

approximately zero at resonance frequency in 

photonic band diagram. This result shows that 

coupling strength depends on the density of state 

of waveguide modes. 

Next, we investigate the coupling efficiency for 

different radius cavities. For cavity of R=2.76a, 

2.80a, 2.85a, and 2.90a, we shrink waveguide 

width by ΔW=0.20a, 0.14a, 0.10a, and 0.05a, 

respectively to couple waveguide mode 11 on each 

WGMs strongly. In Fig.3, filled circles denote η 

when the WGM strongly couples to waveguide 

mode labelled 11, shown in the inset. 

Furthermore, we investigated coupling to the 

mode 12 by ΔW= -0.005a, -0.035a, -0.069a, and     

-0.105a, for each size of cavity resonators. Open 

circles denote η relating to the mode 12. Fig. 3 

shows that η with mode 11 is larger than that with 

mode 12 in all resonators. This difference between 

mode 11 and 12 can be explained by symmetry of 

waveguide mode profile. Fig. 4 shows waveguide 

magnetic field amplitude of mode 11 and 12. They 

are totally symmetric and antisymmetric with 

respect to the center of the WGM, respectively. 

WGM can more easily excite mode 11 than mode 

12. From this, optical coupling to the mode 11 is 

stronger than that to the mode 12. 

In summary, we found that strength of optical 

coupling between WGM and waveguide modes 

depends on symmetry of the modes as well as on 

the density of states of the waveguide mode. 

The present results are useful to suppress the 

difference of the light extraction efficiency to 

realize WDM devices.  
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Fig. 1.  Photonic crystal structure we studied. Magnetic field 

amplitude of the WGM and the waveguide mode are also 

shown. 

 

 

Fig. 2.  Coupling efficiency between the cavity mode and the 

waveguide mode as a function of shrinkage width of 

waveguide ΔW at R=2.85a. 

 

 

Fig. 3.  Coupling efficiency of cavity radius R=2.76a, 2.80a 

2.85a, and 2.90a. Filled circles and open circles denote the 

coupling efficiency related to the mode 11 and 12. Inset: 

Photonic band diagram. The curves labeled as 11 and 12 are 

waveguide modes. 

 

Fig. 4.  Calculated magnetic field amplitude of mode 11 (left) 

and 12 (right) for wave vector X. Mode 11 and 12 have even 

and odd symmetry, respectively with respect to the center of 

the WGM (red dash line). 

 



208 16th International Workshop on Computational Electronics, June 4-7, 2013, Nara, Japan

978-3-901578-26-7 c⃝ 2013 Society for Micro- and Nanoelectronics

Coupled Monte Carlo–drift-diffusion simulation

of transport in III-N LEDs

Pyry Kivisaari, Toufik Sadi, Jani Oksanen, and Jukka Tulkki

Department of Biomedical Engineering and Computational Science

Aalto University, P.O. Box 12200, 00076 Aalto, Finland

email: pyry.kivisaari@aalto.fi

INTRODUCTION

III-N LEDs have started a revolutionary change

in the lighting industry, but many problems stand in

the way of further improvements. One of the most

serious problems is the efficiency droop, which has

been studied and discussed for several years without

a clear conclusion on its cause [1], [2]. The two

most widely accepted possible explanations are a

form of electron leakage [3] and direct or indirect

Auger recombination [4]. One of the solution meth-

ods proposed to avoid droop is to use multi-quantum

well (MQW) devices. However, in a typical device

this does not help, since only one of the quantum

wells (QWs) emits all the light [5], [6]. In spite of

numerous theoretical and experimental attempts to

explain the origins of the droop, discussion has not

advanced for some time. The discussion is further

complicated due to difficulties in fitting various the-

oretical and experimental results together. Therefore

advanced physical models are needed for further

investigations.

We introduce a coupled Monte Carlo–drift-

diffusion (MCDD) device simulation method to

study the efficiency droop in III-Nitride MQW

LEDs. We apply the method to answer two relevant

questions: (i) the importance of electron leakage in

the efficiency droop of MQW LEDs and (ii) the

causes of uneven carrier distribution between the

QWs. The novelty of our work lies in applying the

Monte Carlo (MC) method [7]: by employing a self-

consistent MC simulation for the electron gas we

gain accurate information of the droop mechanisms

based on the device physics. This cannot be fully

done by using the conventional DD model which

relies on the assumption of carrier thermalisation. In

this work, we also report the discrepancies between

the DD model and the more sophisticated MC

method in these specific devices.

METHOD, RESULTS AND DISCUSSION

In the MCDD method we model the electron

gas by direct simulation of the Boltzmann equation

with the MC method, which accurately describes

nonequilibrium transport in nanodevices. We model

the hole gas with the DD equations. The MC

and DD are connected through Poisson’s equation

and the conventional ABC model for electron-hole

recombination. The hole distribution is calculated

with Fermi distribution, and the coupled simulation

is run until convergence is reached, resulting in

steady-state solutions.

Fig. 1 shows the MQW LED device including

three QWs. Figs. 2, 3, and 4 show the band diagram,

carrier densities, and recombination rate density in

the structure, calculated with the DD model. Micro-

scopic analyses using the MCDD method confirm

the existence of the hot electron population. As

demonstrated experimentally in the literature, our

simulations confirm that only one QW emits almost

all light.

Efficiency droop is still a very important open

question in research of III-Nitride LEDs, and our

numerical results help in understanding its origins in

more detail. The MCDD method introduced in this

work can be extended for more accurate studies of

current transport in lasers and novel optoelectronic

device concepts such as freestanding nanowires,

plasmonic optoelectronic structures, and organic

LEDs.
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Fig. 2. Band diagram of a MQW LED with 3 QWs at 2.7 V,

calculated with the DD model.

Fig. 3. Carrier densities of a MQW LED with 3 QWs at 2.7

V, calculated with the DD model.
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Fig. 4. Scaled recombination rate density in a MQW LED

with 3 QWs at 2.7 V, calculated with the DD model. Only one

of the QWs emits almost all the light, and one of the QWs is

so dim that its recombination rate cannot even be seen on this

scale.
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ABSTRACT 

In this paper, we report our numerical study on 
the electrical and optical properties in multilayer 
organic light emitting diode (OLED) device 
structure. Our finite element method (FEM) model 
includes the transport behavior of electrons and 
holes, the generation and decay of excitons, and 
emission and extinction properties of excitons. We 
made a focus on the charge balance in host 
material comprising a phosphorescent OLED 
(PHOLED).   Finally, we investigated the variation 
of charge density and recombination density, 
which affect exciton density. 

NUMERICAL MODEL 

The electrical and optical characteristics of 
multilayer OLEDs critically depend on the device 
structure, which includes the species of LUMO 
and HOMO, the thicknesses of each layer, and 
sequence of layers.[1],[2] In order to analyze each 
element, we need to employ a numerical model 
which allows us to optimize the OLED structure. 

0

( ) ( ( ) ( ) )t t Doping Doping
E x e p x n x p n A D

x ee
¶

= - + - + -
¶

 (1) 

Equation (1) is the Poisson equation that yields 
the electric field distribution. n(x) is the density of 
electrons, p(x) is density of holes, and E(x) is the 
electric field.  

     ( )( ) 1 ( ) ( ) ( )eJ xn x r x p x n x
t e x

¶¶
= - × ×

¶ ¶
      (2) 

Equation (2) is continuity equation for 
electrons determines the time evolution of the 
system. r(x) means Langevin recombination rate 
coefficient. 

SIMULATION RESULTS 

We use the multilayer structure that consists of 
1,1-bis[(di-4-tolylamino) phenyl] cyclohexane 
(TAPC); 4,4 ′ -bis[N-(1-naphthyl)-N-phenyl-

amino] biphenyl (α-NPD); 4,4´-bis[N-(p-tolyl)-
N-phenylamino] biphenyl (TPD) as a hole 
transport layer, 3,5´-N,N´-dicarbazole-benzene 
(mCP) as an emissive layer, 2,9-dimethyl-4,7-
diphenyl-1,10-phenanthroline (BCP); 4,7-
diphenyl-1,10-phenanthroline (BPhen) as an 
electron transport layer. Fig. 1 is a schematic 
diagram illustrating the multilayer structure for 
organic light emitting diodes under this work. 
Referring to Figs. 2 (a) and (b), we can see how 
the density of carriers change as time continues. 
Fig. 3 (a), (b) are plots in case when the energy 
level of HTL and ETL has been changed. Keeping 
the energy level of the other layers unaltered, we 
varied the HOMO energy level of TAPC from 
5.3eV to 5.7eV and LUMO energy level of Bphen 
from 3.0eV to 3.4eV. While the injection barrier 
height is raised by the increment of the HOMO 
energy level of TAPC, the internal barrier height is 
reduced. Fig. 4 shows a plot illustrating the 
recombination density for the wide range of 
devices. 

CONCLUSION 

Our simulation exhibits that the recombination 
density varies with the energy level. Furthermore, 
we could demonstrate that the charge balance has a 
strong effect on the recombination density profile. 
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Fig. 1. Schematic diagram illustrating the multilayer structure 

under this study. 

 

 

 
Fig. 2. (a) Calculated electron density profile in OLED after 

turn-on [10μs]  

(b) Calculated hole density profile in OLED after turn-on 

[10μs]. 

 

 

 
Fig. 3. (a) Recombination density profile for different HOMO 

energy level of TAPC [eV]. 

(b) Recombination density profile for different LUMO energy 

level of BPhen [eV]. 

 

 

Fig. 4. Calculated recombination density profile for the 

variation of material. 
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ABSTRACT 

We report our numerical study on the carrier 
injection and exciton transport for organic light 
emitting diodes (OLEDs) structure with material 
basis on tris (8-hydroxyquinolinato) aluminum 
(Alq3). Since the charge accumulation at the 
interfaces between emission layer (EML) and 
transport layer is considered to raise the 
recombination rate, which also increases the 
exciton density, we numerically investigated the 
effect of inserting the EML in the bilayer structure. 

DEVICE STRUCTURE 

In Fig.1 is shown the multilayer OLED structure 
in this work. The device comprises ITO (Anode) / 
NPB (HTL) / EML / Alq3 (ETL) / Al (Cathode). 
The thickness of ITO and Al is 100nm, 
respectively. Emission layer (EML) is BAlq 
(aluminum (III) bis (2-methyl-8-quninolinato)-4-
phenylphenolate) which is emitting cool blue color 
[15]. We investigated the effect of inserting the 
EML in bilayer structure. In this article, we 
investigated 9types of device presented in Table1. 

 
SIMULATION RESULTS AND DISCUSSION 

Referring to Fig. 2(a), in basic bilayer device A, 
the electric field peaks at the interface between 
electron transport layer and hole transport layer. In 
case of device B and C, a trilayer with emission 
layer, a change of electric field occurs between 
interfaces of each layer. Device B contains a high 
band gap in the EML, which causes the charges to 
accumulate on either interface and hence enhance 
the electric field across the EML. On the other 
hand,  Device C represents an ideal structure in 
terms of both current balance and recombination 
since electrons and holes can enter the EML 
without overcoming the energy, this is shown Fig. 

2(b). We also simulate transient response of 
Device A, B, and C to know which device 
structure is more efficient, this is shown Fig. 3. For 
a quantum efficiency of device, we define the 
current balance factor. Numerically, the factor can 
be evaluated using the electron, hole, 
recombination current. The current balance factor 
b is defined as follows: 

, ,0
( )

L

e cathode e anode
eR x dx J J

b
J J

-
= =ò       (1) 

It is important for recombination kinetics to figure 
out how many excitons are generated for each 
device structure. In Fig. 4 is shown the exciton 
density as a function of carrer injection barrier 
height in Device C 

CONCLUSION 

We investigated the design parameters which 
influence the efficiency or optical properties such 
as alignment of LUMO and HOMO of EML, 
thickness of each layer, injection barrier height, 
and doping concentration for optimization of 
OLEDs. As trade-off relationship of design 
parameters considered, engineer can choose 
electrical and optical properties. 
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Device 
Structure 

Layer HOMO 
(eV) 

LUMO 
(eV) 

Device 
A 

HTL 2.8 5.3 
ETL 3.0 5.6 

Device 
B 

HTL 2.8 5.3 
EML1 3.0 5.3 
ETL 3.0 5.6 

Device 
C 

HTL 2.8 5.3 
EML2 2.8 5.6 
ETL 3.0 5.6 

 
Table. 1.  Energy level parameters for the materials of trilayer 
devices in our simulations. 
 

 
 
Fig. 1. A schematic diagram of a 3-layer OLED structure 
which comprises ITO (Anode) / NPB (HTL) / EML / Alq3 
(ETL) / Al(Cathode). 
 

 
Fig. 3. A plot of the transient current balance which uses 
measure of recombination efficiency of device A, B, and C. 

 

 
Fig. 2. Polts of calculated distribution of (a) electric field and 
(b) recombination rate density in basic bilayer device A, 
trilayer charge-blocking device B, and trilayer charge-
confining device C. 
 
 

 
Fig. 4. A plot of exciton density distribution as a function of 

carrer injection barrier height in Device C.  
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1. INTRODUCTION 
Semiconductor solar cell is one of promising 

renewable energy technologies to relieve the impact of 
the climate change. In semiconductor based solar cells, 
electron-hole pairs are generated via absorption of 
impinging photons. Due to high refraction index of 
semiconductor materials, especially silicon, the incident 
sunlight power is largely reflected back, resulting in the 
reduction of light absorption and poor energy conversion 
efficiency. Bases on the theory of impedance matching, 
single layer and multilayer of antireflection coating are 
proposed for reduced reflectance property; however, the 
resulting reflectance spectra meet the demand only within 
a narrow spectral domain. Subwavelength structure’s 
dimensions are much smaller than the wavelengths of 
light; therefore, using SWS on the surface of silicon solar 
cells (Fig. 1) can substantially reduce the reflectivity and 
improve the capability of light trapping [1-4].  

In this study, 3D FE simulation for the reflectance of 
Si3N4 SWS with three types of structural shapes: the 
cylinder, the right circular cone, and the square pyramid 
shapes is conducted with respect to different geometry 
parameters and lighting angles for quantitative 
understanding of reflectance property. 

 

2. SWS AND OPTICAL MODEL 
Fig. 2(a) illustrates a periodical structure of Si3N4 

SWS which is used in our 3D FE simulation without loss 
of generality, based upon our recent experimental 
characterization [4]. We study Si3N4 SWS with the 
cylinder, the right circular cone, and the square pyramid 
shapes, as shown in Figs. 1(b)-(d), respectively. 
Throughout the paper, we consider time-harmonic fields 
assuming a time-dependence in e-j�t. The diffraction 
problem is governed by the well-known Maxwell 
equations. A repeated pattern is applicable to use periodic 
boundary conditions, thus the Floquet theorem is adopted 
to simulate the boundary condition of periodic structure:   

� � � � � � �jerELrErE ���� 112 ,                             (1) 
 

where r is position vector, L is the distance between the 
periodic boundaries, and �	 is a phase factor.  

3. RESULTS AND DISCUSSION 
To verify the effect of Floquet boundary condition in 

3D FE analysis, as shown in Fig. 3, we compare the 
difference between the simulated unit cells of 1x1 and 

2x2 array of Si3N4 SWS. We find at the wavelengths 
above 600 nm, the reflectance of 1x1 array of Si3N4 SWS 
as unit cell is almost consistent with unit cell of 2x2 array, 
meanwhile insignificant discrepancy occurs at 
wavelengths shorter than 600 nm. 

Fig. 4 shows the reflectance spectra with incident 
angles of 0°, 30° and 60° for the cylinder-, right circular 
cone-, and square pyramid-shaped Si3N4 SWS, 
respectively. For the normal incidence case, the lowest 
average reflectance among three structural shapes is 
3.47% of square pyramid-shaped structure. Fig. 5 shows 
the reflectance dependence on the structural height and 
wavelength. The pyramid-shaped Si3N4 SWS has lower 
reflectance and less sensitivity on structure height in 
comparison with the cylinder-shaped Si3N4 SWS. Hence, 
the impact of process variation of structure height on 
solar cell performance is relatively smaller for the 
pyramid-shaped Si3N4 SWS. 

Based on solar spectrum at the sea level revealed in 
ASTM Standard Tables for Reference Solar Spectral 
Irradiances [5], we further estimate the reflected power 
density defined by reflectance times incident power 
density, as shown in Fig. 6(a). The higher reflected power 
density of cylinder-shaped Si3N4 SWS (red line) indicates 
the less efficiency in the solar cell application. Fig. 6(b) 
shows the normalized reflectance for three structure 
shapes of Si3N4 SWS. The square pyramid-shaped Si3N4 
SWS again shows the lowest normalized reflectance 
3.13% while the cylinder- and the right circular cone-
shaped Si3N4 SWSs have 6.66% and 4.12%, respectively.  

4. CONCLUSIONS 
The reflective property of unit cell with a validated 

Floquet boundary condition has been calculated using a 
full 3D FE simulation. Considering various incidence 
angles and height effect on three experimentally observed 
structural shapes of Si3N4 SWS, we have concluded that 
the pyramid-shaped Si3N4 SWS has best reflective 
property in the analysis of morphological effect for 
silicon solar cell applications.  
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Fig. 1. Schematic illustration of the fabricated silicon solar cells 
with  Si3N4 SWS. [4]. 
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Fig. 2. (a) Illustration of periodic structure of Si3N4 SWS with 1x1 
and 2x2 array as unit cell. Schematic of (b) cylinder-, (c) right 
circular cone-, (d) square pyramid-shaped structure. 
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Fig. 3. Plot of the reflectance spectrum of Si3N4 SWS with three 
structural shapes as well as two different periodical configurations: 
1x1 and 2x2 arrays in the 3D FEM simulation 
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Fig. 4. Plot of reflectance spectrum of three structural shapes of 
Si3N4 SWS with incident angles of 0°, 30°, and 60°. 

 
(a) 

 
(b) 

Fig. 5. 3D view for the height effect on the reflectance with respect 
to different wavelength. (a) The pyramid-shaped Si3N4 SWS has 
lower reflectance and less sensitivity on structure height in 
comparison with (b) the cylinder-shaped Si3N4 SWS. 

 
(a) 

 
(b) 

Fig. 6. (a) Plot of the reflected power density among three different 
shapes. (b) Plot of reflectance with and without considering incident 
solar spectrum at sea level. 
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INTRODUCTION 

As we all know, silicon dioxide is a popular 

material for gate dielectrics. However, the thickness 

of silicon dioxide cannot be decreased below the 

1.5-1.0 nm range as required by device scaling 

because leakage current increases. This leads us to 

search for new materials to replace silicon oxide.  

Indeed, high-k dielectrics are introduced into use 

since they have even larger dielectric constants, k, 

than silicon oxide, leading to an increase in the 

overall capacitance. However, a high-k dielectric is 

a material with a high dielectric constant κ. The 

dielectric constant of a solid results from both the 

ionic and the electronic polarization. A higher 

dielectric constant can come from a large ionic 

polarization for high-k material. The large ionic 

response dominates at low frequency which causes 

a large scattering strength and as a result leads to a 

reduction of the effective electron mobility in the 

inversion layer of a MOS system. [1] The 

mechanism of this effect is the starting point of the 

idea to use dual-gate MOSFET system to avoid the 

scattering yielded by the phonon modes in the 

system.  

 

THEORY 

As shown in Fig 1, the dielectric function of the 

semiconductor in the structure under study is ε and 

the thickness is 2t (from -t to t). The metal in this 

treatment is not an ideal metal with zero Thomas-

Fermi screening length. Herein, we consider the 

Thomas-Fermi screening length, δ, of the non-ideal 

metal. Let the phonon potentials, Φ, for the given 

structure be defined as follow [2]: 
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From this equations we can get the following 

results:  
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 At the heterointerface of region 1 and region 2, the 

following two conditions have to be satisfied [3]: 
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Substituting equation (3) into equation (1) one finds: 
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Substituting equation (4) into equation (2) leads to: 

when z>d 

when t≤ z<d 

when -t≤ z<t       (1) 

when -d≤ z<-t 

when -z<-d 

 

when z>d 

when t≤ z<d 

when -t≤ z<t        

when -d≤ z<-t 

when -z<-d 

 

at  z=d 

at  z=t 

at  z=-t     

at  z=-d 
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where m is the dielectric function of metal, ox
 is 

the dielectric function of the insulator, and  is the 

dielectric function of semiconductor.  

    Solving these equation sets one obtains the 

following secular equation for the system: 
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In the secular equation:  
2 2

,

2 2
1
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where
,p m and are the plasma frequency and the 

dielectric relaxation time for the metal. [3]  

Moreover, 
2

,

2
(1 )

1

p s
 



 


                                        (9) 

where ,p s is the plasma frequency of the 2DEG, 

and  
is the optical permittivity of the 

semiconductor.  In addition, 
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where ox 
is the optical permittivity of the insulator; 

1LO and 2LO are the longitudinal-optical phonon 

modes while 1TO and 2TO are the angular 

frequencies of the phonon modes in the insulator [1].   

 

RESULTS AND DISCUSSION 

Herein, the secular equation is solved by 

substituting the dielectric functions to obtain the 

interface phonon modes for dual-gate MOSFET 

system. Herein, the metal is considered to be a non-

ideal metal with a non-zero screening length, δ. In 

the interesting limit of an ideal metal, we can set the 

screening length is the secular equation to zero. In 

this case, it is demonstrated that in the symmetrical 

dual-gate MOSFET structure, that no interface 

optical phonon modes survive as a result of the 

boundary conditions. Similar symmetry-related 

phonon mode suppression of phonon modes and the 

related suppression of carrier-phonon scattering 

processes have been discussed previously. [4]  Thus, 

through the introduction of a symmetrical dual-gate 

MOSFET structure, unwanted interface-phonon-

related scattering effects associated with high-k 

dielectrics may be eliminated.  
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INTRODUCTION

The continuous reduction of device dimensions
imposed by the Moore’s Law has focused the
attention on non-planar devices such as Trigate
MOSFETs or Gate-All-Around Silicon Nanowires
(NWs). Therefore, the study of the transport prop-
erties in 2D-confined nanowires with sizes ranging
in a few nanometers is a research field of high
interest [1], [2]. As the size of the devices decreases,
the modification in the acoustic phonon spectrum
becomes more pronounced, making mandatory the
inclusion of acoustic phonon confinement in the mo-
bility calculation [3], [4]. In this work we assess the
influence of the phonon confinement on the mobility
of Si NWs with different sizes and geometries.

RESULTS

To study the confined phonon-limited mobility in
arbitrarily shaped NWs we have simulated devices
like those in Fig. 1, with SiO2/HfO2 as gate insula-
tor (TSiO2

=0.5nm, THfO2
=2nm), midgap metal gate,

undoped body and different sizes with the standard
orientation ([100]). For NWs with WSi larger than
5nm, the effective mass approach provides accurate
enough results [5]. The Kubo-Greenwood formula
and the momentum relaxation time approach [2]
have been used to estimate the phonon-limited low-
field mobility which is evaluated utilizing the con-
fined acoustic phonons under freestanding (FSBC)
and clamped surface (CSBC) boundary conditions
(applied at the Si/SiO2 interface) as well as bulk
acoustic phonons (NC). In order to calculate the
confined phonon spectrum we solve the elastic wave
equation [6], [7]

ρω2ui +
∑
l

∂σli
∂xl

= 0 (1)

where ρ is the material density, ω is the angular
frequency, ui is the i-th component of the displace-
ment vector, σli is the stress tensor and xl can be the
x, y or z coordinate. For the FSBC we have used
the xyz algorithm proposed in [7] whereas for the
CSBCs, we have selected a set of basis functions
that vanish at the Si/SiO2 interface to satisfy the
boundary conditions (ui|S=0). Both methods can be
employed regardless the geometry of the device.

Figure 2 shows the phonon dispersion for a
WSi=5nm square NW using the FSBC and the
CSBC. Only the lowest phononic subbands are
depicted. As can be seen, the use of CSBC makes
the nearly linear phonon mode disappear provoking
an increase in the carrier mobility as can be noticed
in Fig. 3 where the phonon-limited mobility has
been depicted for the same device when FSBC,
CSBC and NC phonons are taken into account.

Figure 4 depicts the phonon-limited mobility of
square devices with different sizes at Ni = 5 ×
106cm−1. As can be seen, the smaller the device,
the bigger the effect of the different boundary
conditions. As expected, in the limit of a large size,
the FSBC and the CSBC curves approach the NC
one.

Finally we have assessed the effect of the ge-
ometry on the mobility through the simulation of
NWs with different percentage of curvature in their
corners. Figure 5 depicts the mobility calculated
when FSBC, CSBC and NC phonons are taken into
account for a WSi=5nm device with a percentage
of curvature of 50% (left) and 100% (right). When
compared to Fig. 3 (square NW), we have observed
a decrease in the phonon-limited mobility as the
rounding of the corners increases regardless of the
phonon description employed.
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Fig. 1. Geometry of the devices under study. WSi and HSi

are the device width and height, Tox is the insulator thickness
and R determines the percentage of curvature of the device as
100 · 2R/WSi.

Fig. 2. Phonon dispersion relation for a WSi=5nm square
(R=0) NW when FSBC (dashed lines) and CSBC (solid lines)
are considered.
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Fig. 3. Phonon-limited mobility vs. Ni for a WSi=5nm square
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Fig. 4. Phonon-limited mobility vs. size for square (R=0)
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(squares) and CSBC (triangles) are considered.
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considered.
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Matthiessen’s rule is a useful tool to estimate mo-
bilities, however at nanoscales it should be used with
care. Previous work on the validity of the Matthiessen’s
rule [1], [2] using only the imaginary part of the phonon
self–energies was carried out. Ref. [2] estimated a 13%
breakdown of the rule. Refs. [3], [4] showed that when
the real part of the self-energy is not taken into account
the Density of States (DOS) is underestimated, and as a
consequence, the drain current is lower when only the
imaginary part of the self–energy is considered. In this
work the impact of the full self–energy (real+imaginary)
in the current voltage characteristics of a gate–all–around
Si nanowire transistor has been studied at low drain
bias. In addition, the deviation of the Matthiessen’s rule
considering the full self–energy has been calculated and
the results have been compared with our previous work
[2]. The simulated device has a 20 nm channel length and
a 2.2×2.2 nm2 cross–section with an oxide thickness
of 0.8 nm. The source and drain regions are 15 nm
long with doping concentration of 1020 cm−3. The ID–
VG characteristics at VD=1 mV with different phonon
mechanisms are shown in Fig. 1. The low drain bias has
been chosen in order to evaluate the Matthiessen’s rule
under low field conditions. At low gate bias, the current
for the case of full self–energy is larger than the case
with only imaginary self–energies. At high gate bias the
situation is reversed. The contribution of each scattering
mechanism to the total phonon scattering process has
also been calculated and compared with the ballistic
case. Fig. 1 shows that the largest contribution to the
scattering process corresponds to the acoustic phonons
and the lowest one to the f phonons. Fig. 2 shows the
first sub–band along the channel at low and high gate
bias (VG = 0.3 V and VG = 0.7 V) for the case of
full self–energy and for the case of the imaginary part
only. The gate barrier height relative to the source is
similar for both cases and gate bias. Fig. 3 shows that
the spectral current density for the full self–energy and

imaginary cases in the middle of the channel. The curve
for the full self–energy case is shifted to the left relative
to the imaginary case curve and it has a large area at
low gate bias. This implies a larger current for the full
self–energy case. Fig. 4 shows an smaller shift but the
area of the curve for the full self–energy case is larger
than the corresponding area of the other case. Finally, we
have calculated the resistances as a function of the gate
bias for the full and the imaginary self–energies cases
in order to evaluate the deviation of Matthiessen’s rule.
Fig. 5 shows the extracted resistances as a function of
gate bias, we observe the exponential dependence of the
inversion charge. The resistance values of the full self–
energy case is lower than the other case at low gate bias.
The Matthiessen’s rule deviation has been calculated
using 100×(1-RMat/RNEGF ), where RMat is the total
resistance, which is obtained by adding the resistances
from the simulations with each individual scattering
mechanism and RNEGF is the resistance obtained from
simulation considering all the scattering mechanisms.
The Matthiessen’s rule deviation has been calculated for
the full self–energy and with only the imaginary part.
Fig. 6 shows the Matthiessen’s deviation as a function
of the inversion charge. The deviation is larger for
the case of only imaginary self–energy at very large
inversion charges. At low inversion charge Matthiessen’s
rule over–estimates the resistance. In conclusion, the off-
current for the full self–energy case is two times larger
than the corresponding current of the imaginary case but
at high bias the difference is only 7%.
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Fig. 1: ID–VG characteristics at VD = 1 mV for the 20
nm gate length silicon nanowire transistor with different
phonon mechanisms in operation for the full self–energy
and its comparison with only the imaginary part of the
self–energy when all the phonon mechanisms are active.
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Fig. 5: Resistances of the silicon nanowire and compar-
ison with Matthiessen’s rule for both cases.

Fig. 6: Matthiessen’s rule deviation as a function of the
inversion charge for the cases of Fig. 5.
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In recent years there have been growing interests
in Si and Ge nanowires as promising structures
for future electronics. Among these, the application
to thermoelectric devices has attracted particular
attention because it is found experimentally that
the thermal conductivity of Si nanowires becomes
largely suppressed as the cross-section decreases.[1]
Low thermal conductivity is beneficial for main-
taining temperature difference of thermoelectric de-
vices and thus enhances the thermoelectric effi-
ciency when associated with high electrical conduc-
tivity and large Seebeck coefficients. The underly-
ing principle to reduce thermal conductivity is the
introduction of phonon scattering centers because
major heat transport in semiconductors is carried
by phonon. The schemes include surface roughness,
void defects, nanoparticles, alternate stacking of two
different layers, and coated nanowires into devices.

In this work, we examine another structural de-
fect that may be easily realized in experiments;
several elastically-dissimilar layers are inserted into
Si nanowires as shown in Fig. 1-(a). Silicides such
as PtSi and W2Ni3Si are good candidates because
they have different acoustic impedance from Si as
well as give good electrical conductivity. The theo-
retical formalism is based on a continuum elastic
wave equation, which provides relatively smaller
computational burdens than atomistic calculations.
From the isotropic elasticity theory the Lagrangian
is given by,

L=

∫
dV

[
ρω2u(i)u(i)−(∂ju

(i)
)Cijkl(∂ku

(l)
)

]
(1)

where ρ is the mass density,Cijkl is the elastic-
ity tensor, andu(i) is the ith coordinate of the
displacement. Since our system contains structural

defects, the elasticity tensor and the mass density
are position-dependent. In order to study the phonon
propagation, we calculate phonon transmission us-
ing a Green’s function method derived from the
Lagrangian of Eq. (1).[2]

The calculated transmission for a single layer is
shown in Fig. 2. Due to the different elasticity of a
host material Si and the dissimilar layer, the overall
transmission becomes smaller. For the case of a PtSi
silicide layer, the phonon transmission is suppressed
by approximately 20% atE = 10 meV. It is found
that the suppression depends on detailed crystal
parameters rather than a simple acoustic impedance
ratio between host and dissimilar layers; a SiC layer
with a acoustic impedance ratioαSiC/αSi = 1.77
results in more suppressed behavior than for a PtSi
layer αPtSi/αSi = 2.66. As the number of layers
increases, the transmission function is more reduced
as plotted in Fig. 3. We find that the transmission
exhibits Ohm’s behavior with the number of the
dissimilar layer even though elastic scattering at the
interfaces is assumed. In this case the inverse of
the transmission function increases linearly with the
number of layers as shown in Fig. 4.
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Fig. 1. (a) Schematic representation of a Si nanowire with
three elastically dissimilar layers. The nanowire is assumed to
have a rectangular cross-section and extends infinitely. Energy
dispersions of dilatational(b), flexural(c), and shear/torsional(d)
modes are shown for infinitely long Si (left) and PtSi (right)
nanowires with a 8 nm× 8 nm cross-section.
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and Si (dotted, corresponds to the no-layer case). We assume
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Fig. 3. Calculated transmissions of elastic waves are plotted
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(dotted, corresponds to the no-layer case). A 8 nm× 8 nm
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INTRODUCTION 

Recent downsizing of Si MOSFETs face 

problems of short channel effects. To suppress these 

effects, ultrathin Silicon-on-Insulator (UTSOI) 

MOSFETs have attracted much attention. For bulk 

Si and bulk Si MOSFETs, deformation potentials 

(DPs) Ξd=1.1 eV and Ξu=10.5 eV or simplified 

effective DP Dac=12.0 eV have been used to 

calculate the relaxation time of intravalley acoustic 

phonon scattering [1,2]. However, increase of Dac in 

UTSOI MOSFETs was experimentally reported 

recently [3]. There are still uncertainties of effective 

DP approximated from anisotropic DPs and elastic 

approximation of intravalley acoustic phonon 

scattering in UTSOI MOSFETs. Thus, it is 

important to validate the DPs Ξd=1.1 eV and 

Ξu=10.5 eV to apply nanoscale devices.  In this 

paper, we report the calculation of effective DPs 

from the anisotropic values (Ξd=1.1 eV and Ξu=10.5 

eV) in UTSOI MOSFETs.  

CALCULATION 

Before the calculation of effective DPs, mobility 

in the bulk Si MOSFET was calculated to check our 

simulation. Parabolic subband structures were 

calculated by self-consistent solver of one-

dimensional Poisson and Schrödinger equations. 

Then, transition probabilities and transport 

relaxation times were obtained from Fermi’s 

Golden rule. For four-fold degenerated valleys, 

transport relaxation times in the same constant 

energy surface were approximated by same value. 

Acoustic phonons, surface optical phonons and 

surface roughness were considered as intravalley 

scatterings [4]. Three f-type and three g-type 

phonon scatterings were included as intervalley 

scatterings [4].  Mobility was calculated from the 

energetically averaged transport relaxation time. 

Figure 1 shows the comparison between our 

simulation and experimental mobility [5]. 

Roughness parameters were Δ=0.51 nm and Λ=1.0 

nm, and doping concentration was NA =3.9×10
15

 

cm
-3

. Then, effective DPs in UTSOI MOSFETs 

were determined by comparing between two 

mobility calculated from anisotropic DPs and the 

effective DP. In addition to elastic scatterings, 

inelastic scatterings of intravalley acoustic phonons 

were also calculated by  
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where W(Ei) is the transition probability at initial 

electron energy Ei, q is the magnitude of phonon 

wavevector, ρ is the mass density, V is the crystal 

volume, ωq=sjq+cjq
2
 is the isotopically 

approximated phonon frequency, sj (j=LA or TA) is 

the sound velocity, cj is the constant in Ref. [6], 

Dj(q) is the anisotropic DP, Nq is the phonon 

occupation factor, and i (f)  represents the initial 

(final) state index. Figure 2 shows the calculated 

transport relaxation time of the first subband in the 

6.0 nm UTSOI MOSFET. The surface inversion 

carrier concentration was NS =4.0×10
12

 cm
-2

. Using 

these result, mobility was calculated. Calculated 

mobility from anisotropic DP and empirical DP in 

Ref. [3], and experimental mobility in Ref. [7] were 

shown in Fig. 3. Finally, Fig. 4 shows obtained 

effective DPs.  

SUMMARY 

We calculated effective DPs in UTSOI 

MOSFETs from the anisotropic DPs with 

considering inelastic scatterings of intravalley 

acoustic phonon scatterings. Lower effective DP 

than empirical DP in Fig. 4 suggests the change of 

DPs in UTSOI MOSFETs. However, 

nonparabolicity of conduction band have not been 

included in calculations yet. Until the conference, 

we include this effect and improve our calculation. 
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Fig. 1.  Comparison between experimental (solid line Ref. [5]) 

and simulated mobility in bulk Si MOSFET. 

 

 

Fig. 2. Calculated transport relaxation times of the first 

subband.E-E0 is the energy from the bottom of  the subband. 

 

Fig. 3.  Comparison between experimental (blank square Ref. 

[7]) and simulated mobility in UTSOI MOSFETs. 

  

Fig. 4.   Comparison between empirical DP in Ref. [3] and 

effective DPs calculated from elastical and inelastical 

intravalley acoustic phonon scattering. 
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ABSTRACT 
The thermoelectric properties of Single Electron 

Transistors (SETs) in sequential transport regime 
are investigated. By including the effect of energy 
level broadening, we assess the potentiality of 
semiconducting SETs in view of application in 
nanoscale thermoelectric metrology. 

INTRODUCTION 
Specific properties of nanostructures have 

generated a recent revival of interest in 
thermoelectric devices [1,2]. Thanks to their delta-
like density of states, devices based on quantum 
dots are expected to exhibit high Seebeck 
coefficient, nearly zero electronic thermal 
conductance and ultra-low phononic thermal 
conductance if embedded in an oxide matrix, but 
to the price of low electronic conductance. The 
single-electron tunneling across discrete levels in 
the QD occurring in such devices behaves as a 
quasi-ideal energy filter providing these 
incomparable thermoelectric properties [3,4]. 
Moreover, the Seebeck coefficient in a single 
electron transistor (SET) thanks to its material-
independent characteristics has been proposed as a 
reference in nanoscale metrology [5]. 

MODEL 
In this work, we perform self-consistent 3D 

Poisson/Schrödinger simulation within the Hartree 
approximation, which captures the details of 
charging and tunneling effects in semiconductor 
quantum dots [6]. From the computation of 
tunneling rates within the Bardeen’s formalism, 
we use a Monte-Carlo algorithm to solve a master 
equation and to extract the current-voltage 
characteristics for different temperature gradients 
applied between the source/drain electrodes of the 
device schematized in Fig. 1. Fig. 2 shows typical 
diamond stability diagram that are commonly 
obtained in SETs due to the effect of Coulomb 
blockade. The effect of collisional broadening of 

energy levels is accounted by introducing a 
Lorentzian function for the spectral function of the 
level instead of the Dirac function commonly used 
to describe unperturbed states. The width of the 
Lorentzian function can be obtained from the 
calculation of the self energy of the electron-
phonon interaction [7].  

RESULTS 
The influence of a temperature gradient applied 

to the SET on its current-voltage characteristics 
(Fig. 3) allows us to check that the linear 
approximation may be used to study the SET as a 
thermoelectric generator. 

We plot in Fig. 4 the evolution of the Seebeck 
coefficient, the electronic conductance and the 
thermoelectric power factor resulting from a 
temperature gradient for SETs with both spherical 
and cubic quantum dot. It is shown that the power 
factor of such SET can reach the value of about 
1 kW/m2 at T = 77 K with small ΔT = 10°K.When 
including realistic energy level broadening H at 
77 K ( )i.e. 0.1 ,H kT≤  the evolution of the 
Seebeck coefficient remains very close to its ideal 
material-independent value. This demonstrates the 
good potential of semiconducting SETs for 
nanoscale thermoelectric metrology. 
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Fig. 1.  Schematic cross-section of simulated Single Electron 
Transistors. 
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Fig. 4. Electronic conductance, Seebeck coefficient and power 
factor as a function of gate voltage, for the spherical-dot and 
cubic-dot SETs. 
 

Fig. 2. Drain current stability diagram of the cubic SET at 
T = 77 K. 
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Fig. 3. Drain current-bias voltage characteristics for different 
temperature gradients around T = 77 K at VG = 3.4 V. 

Fig. 5.  Evolution of the Seebeck coefficient for different energy 
level broadenings H and comparison with the ideal linear function 
αideal = (µN – EFL)/eT (dashed line) 
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INTRODUCTION

Some of us have recently found and investi-
gated an interesting effect, consisting in a strong
symmetry-dependence of the conductance of two
quantum dots in series separated by a tunnel bar-
rier and connected to the external leads through
input and output constrictions [1]. The conductance
reaches a maximum value, which can counterintu-
itively be much larger that that in the absence of
the constrictions, when the system is completely
symmetric, i.e. the two constrictions are in positions
symmetric with respect to the barrier, and no mag-
netic field is present. Any symmetry-breaking action
makes the conductance decrease significantly. This
effect derives from the constructive interference of
many transport paths that in a symmetric structure
share the same length and thus the same phase. The
effect was studied in a semiconductor heterostruc-
ture and an application for sensors of position or
magnetic field was suggested.
The fabrication of analogous sensors in graphene

would be very attractive, because it would make
possible to exploit specific properties of graphene,
such as the high mobility at room temperature.
However, transport in graphene has peculiar charac-
teristics leading to a different behavior. For exam-
ple, transport through a barrier in graphene exhibits
Klein tunneling, which makes the barrier perfectly
transparent in the case of normal incidence and de-
rives from the relativistic-like behavior of electrons,
or, equivalently, from the matching of the electron
states outside the barrier with the hole states inside
it.
Here we show the results of a study, in the

ideal case without disorder, of double-dot structures
defined in monolayer graphene, and we show that
the mentioned symmetry-related effect does appear.

METHOD AND RESULTS

We consider an idealized structure with the geom-
etry and the potential landscape sketched in Fig. 1.
We numerically study this structure solving, in the
Fourier space, the Dirac envelope equation in each
region with longitudinally constant potential, and
then applying a recursive scattering matrix method.
We have studied several device configurations.

For example, in Figs. 2 and 3 we show the results
obtained considering a structure with two 2 μm ×

2 μm dots, with 400 nm wide constrictions and a
55 nm thick and 50 meV high tunnel barrier. In
Figs. 4 and 5 we have instead considered 1 μm ×

1 μm dots, with 200 nm wide constrictions and
a 30 nm thick and 50 meV high tunnel barrier.
In Figs. 2 and 4 we report the conductance, as
a function of the electron Fermi energy, of the
barrier and of the cavity alone, and of the cavity
with the barrier in the central and 10 nm shifted
positions. In all of the considered cases we see that
the presence of the cavity reduces the transmission
of the structure with respect to the barrier alone,
but the conductance remains clearly dependent, in a
large range of energies, on the position of the tunnel
barrier and thus on the symmetry in the structure.
This is even clearer in Figs. 3 and 5, where we show,
for a Fermi energy of 30 meV, the dependence of
the conductance on the shift of the tunnel barrier
with respect to the central position.
These results show that, at least in the absence

of significant disorder, the dependence of the con-
ductance on symmetry survives in graphene coupled
dots.
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Fig. 1. Sketch of the considered graphene-based double-dot
structure, and dependence of the potential energy U on the
longitudinal position x.
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Fig. 2. Conductance (normalized with respect to the conduc-
tance quantum) as a function of the electron Fermi energy, for
the barrier alone (thin solid curve), for the cavity alone (thin
dashed curve), and for the cavity with the barrier in the center
(thick solid curve) and in a 10 nm shifted position (thick dashed
curve). These results have been obtained for a structure with
(see Fig. 1) L = 2 μm, Wc = 400 nm, Lb = 55 nm and
U0 = 50 meV, with a transversal number of dimer lines in the
two dots corresponding to a semiconductor armchair ribbon.
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Fig. 3. Normalized conductance of the structure considered
in Fig. 2 as a function of the shift of the tunnel barrier from
the central position, for a Fermi energy of 30 meV.
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Fig. 4. Normalized conductance as a function of the electron
Fermi energy, for the barrier alone (thin solid curve), for the
cavity alone (thin dashed curve), and for the cavity with the
barrier in the center (thick solid curve) and in a 10 nm shifted
position (thick dashed curve). These results have been obtained
for a structure with (see Fig. 1) L = 1 μm, Wc = 200 nm,
Lb = 30 nm and U0 = 50 meV, with a transversal number of
dimer lines in the two dots corresponding to a metallic armchair
ribbon.
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Fig. 5. Normalized conductance of the structure considered
in Fig. 4 as a function of the shift of the tunnel barrier from
the central position, for a Fermi energy of 30 meV.
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INTRODUCTION 

Since carbon nanotubes (CNTs) have superior 
properties both mechanically and electronically, 
there have been many efforts to develop electronic 
devices or various kinds of sensors based on 
carbon nanotubes [1-2]. We have revealed the 
possibility of the high sensitive strain sensor using 
popular resin in which multi-walled CNTs 
(MWNTs) are dispersed uniformly [2]. It is a 
critical issue to understand how the electronic state 
of CNTs is effected by a deformation [3-4]. In this 
study, we focused on orbital hybridization, one of 
the main factor causing the change of the 
electronic state of CNTs. In order to understand 
how orbital hybridization occur around strained 
areas, we analyzed the electronic state of CNTs 
and graphene nanoribbons (GNRs), unzipped 
CNTs by using the density functional theory. 

CHANGE IN ELECTRONIC STATE OF CNTs AND 
GNRs CAUSED BY DEFORMATION 

We analyzed the electronic structure of 
armchair GNRs (N = 10, 16, 18, 20) folded on the 
center line and (n, 0) zigzag CNTs (n = 9, 11, 12, 
13) under axial and radial strain. Models of a GNR 
and a CNT are shown in Fig. 1(a), (b), respectively. 
The radial strain of the CNTs was considered to 
the deformation of the circular cross-sectional 
shape to the deformed elliptical CNT. The semi-
major axis of the ellipse can be written R = (1 + 

R) R0, where R is defined by the radial strain and 
R0 is the radius of the CNT without strain. The 
amplitudes of the axial and the radial strains were 
varied 0% to 10% and 0% to 30%, respectively. In 
order to summarize the results, we used the 

dihedral angle which is an angle between  orbitals 
of adjacent atoms as shown in Fig. 1(c). 

The analyses were performed by 
density functional theory (DFT)-code DMol3. The 
generalized gradient approximation (GGA) of 
PW91 was applied in this analysis. The total 
energy was converged to within 0.5 meV with a 
Monkhorst-Pack k-point mesh of 1 1 50. The 
longitudinal direction of the GNRs and CNTs was 
taken that along c axis and vacuum separations 
along both a and b axes were more than 50 Å, 
which was large enough to neglect the interaction 
of next cells. The length along c axis was equal to 
the transverse vector of CNTs, 4.26 Å in the case 
of GNRs and CNTs without strain. 

The band gap changes of GNRs and CNTs with 
the increase in the maximum dihedral angle are 
shown in Fig. 2(a), (b), respectively. As shown in 
these figures, the band gap remained a small value 
when a GNR or CNT has initially a small band gap. 
On the other hand, when a GNR or CNT has a 
large band gap, the band gap changed drastically. 
Although band gaps were almost constant when 
the applied strain was small, band gaps decreased 
almost linearly as the increase in the maximum 
dihedral angle when the maximum dihedral angle 
exceeded the critical value. The decreasing rate of 
the band gap of CNTs was larger than that of 
GNRs. This should be because the area of large 
dihedral angle was larger than that of GNRs, and 
thus, the orbital hybridization occur at larger areas 
in the CNTs.  

In order to discuss how orbital hybridization 
occur around the areas of large dihedral angles, the 
change of the band structure of GNR (N = 10) is 

Change of the Electronic Properties of
Carbon Nanotubes Cause by Three-

Dimensional Strain Field
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shown in Fig. 3. As shown in this figure, the 
highest occupied molecular orbital (HOMO) 
energy did not change significantly as the increase 
in the maximum dihedral angle. On the other hand, 
the lowest unoccupied molecular orbital (LUMO) 
energies changed significantly. When the 
maximum dihedral angle was small, the second 
LUMO energy decreased as the increase in the 
maximum dihedral angle while the LUMO energy 
did not changed significantly. After the second 
LUMO energy merged into the LUMO energy at 
the maximum dihedral angle of 14 degrees, the 
LUMO energy started to decrease which resulted 
in the decrease in the band gap. Because the 
LUMO and the second LUMO indicate π and σ 
orbitals, this result indicate that the band gap 
started to decrease after π orbitals hybridized with 
σ orbitals and that the decrease in the σ orbital 
energy caused the orbital hybridization. Therefore, 
by analyzing the second LUMO energy around 
strained areas, the estimation of the local band gap 
of CNTs under complicated strain should be 
possible.  

CONCLUSION 

The electronic state of GNRs and CNTs under 
three-dimensional strain field was analyzed by 
using the DFT calculation in order to understand 
how orbital hybridization is induced around 
strained areas. We found that the decrease in the 
second LUMO energy resulted in the orbital 
hybridization which caused the decrease in the 
band gap. The structural dominant factor which 
caused the bad gap change was the distribution of 
dihedral angle. 
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Fig. 2  Change in the band gap of GNRs and CNTs caused by 
orbital hybridization 
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Fig. 3  Change in electronic band structure of AGNR (N=10) 
with the increase in the maximum dihedral angle 
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INTRODUCTION 
Graphene, which is composed of a two-

dimensional honeycomb lattice of carbon atoms, 
has a characteristic electronic structure near the 
Fermi level: its conduction and valence bands 
meet at only two states called Dirac points in the 
Brillouin zone and its energy momentum 
dispersion is linear near the Dirac points, that is, 
graphene is a gapless semiconductor in which 
electrons behave as massless electrons. The 
characteristics of electronic transport of such 
massless electrons have been intensively studied in 
graphene of infinite size as well as in finite-size 
nano-ribbons. The graphene has a zigzag edge and 
an arm-chair edge. The magnetization appears at 
the zigzag edge in the spin polarized graphene. 
The σ-band is neglected in the several theoretical 
studies for graphene because the σ-band is formed 
far the Fermi level. We show that the σ-band 
influence on the conduction in the graphene 
junctions. 

MODEL and METHOD 

Figure 1 shows the calculated structure of 
metal/graphene/metal lateral junctions with arm-
chair edge contacts are shown in Figure 1. The 
zigzag edge of GNR is hydrogenated. The edge 
state of graphene disappears by hydrogenating. 
The width of GNR is 8 chains. The arm-chair edge 
of GNR is contacted the metal edge. We have used 
a sp3 tight-binding model. The nearest-neighbor 
sp3 model: s, px, py, and pz orbital, or a pz model: pz 
orbital is used for the GNR. The metal lead is 2D 
semi-infinite square lattice with s-orbital. For the 
band parameters of the tight-binding model, we 
use are taken from Harrison’s textbook. The 
conductance is calculated by using a recursive 
Green’s function method and the Kubo formula [1].  

RESULTS 

The dispersions of 8 chains GNR with the sp3 
model are shown in figure 2. Fig. 2(a) and (b) 
show the non-spin-polarized GNR and the spin-
polarized GNR, respectively. Fermi level is 0 eV. 
The almost sub-bands are consisted of the π-band 
of pz orbital. We find the σ-band of s, px, py 
orbitals around 4.5 eV and −4.5 eV. In the spin-
polarized GNR, a band gap of 0.84 eV opens (Fig. 
1(b)). The band gap decrease with increasing the 
width of GNR. We use the spin-polarized GNR for 
the conduction calculation. Figure 3 and 4 show 
the calculated results of the conductance per spin 
around the conduction band bottom in the junction 
with the 50 and 500 lengths GNR, respectively. 
The light gray bold curve shows the conductance 
with sp3 orbitals and a black thin curve shows the 
conductance with only pz orbital for the graphene. 
When the graphene length is 50 chains, the 
conductance with sp3 model is smaller than pz 
model and the effective band gap is large. When 
the graphene length is 500 chains, the magnitude 
of effective band gap is nearly equal. However, the 
peak and dip of the magnitude of quantized 
conductance are different. In the sp3 model, the s, 
px and py orbital of the graphene hybridize the pz 
orbital of graphene via the metal lead. As a result, 
the calculated results of the conductance in the 
metal and graphene junctions differ between the 
sp3 model and the pz model.  
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Fig. 1.  (a) Top view and (b) side view of structure of metal/ 

graphene/ metal junction. The graphene hydrogenate. The 

black and gray and small gray spheres are carbon atoms and s-

orb metals and hydrogen atoms, respectively. In this figure, 

the width and length of graphene are 4 chains and 3.5 chains, 

respectively. 
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(b) spin polarized graphene nanoribbon. The width of 
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INTRODUCTION

The integration density of integrated circuits has
been increasing with amazing speed, and the critical
issue of high off-state power dissipation comes
along together. In fact, while the conventional MOS-
FETs operate with power supply voltages as low
as two volts, now high performance transistors
operating at practically lower voltages are desired.
One of the important options to fulfill such demand
is to use carbon nanotube tunneling field effect
transistors (CNT-TFETs), since they not only are
expected to operate with the sub-threshold swing
below 60mV/decade at room temperature due to
band-to-band tunneling [1], but also enables us to
modify their electrical properties simply by chang-
ing their geometrical shapes. For instance, it is
known that the on-current can be enhanced while
reducing off-current in CNT-TFETs by applying the
strain along the axial direction [2]. Motivated by
such background, we study the influence of axial
strain on the electronic transport for a model CNT-
TFETs connected to electrodes.

METHOD

We assume that the source and the drain elec-
trodes are p-type and n-type CNTs, where the band
structures are assumed to be shiftd upper and lower
in energy by means of the gate voltage (Fig. 1).
In order to perform efficient simulation of such
electromechanical phenomena in CNT, we employ
the tight-binding model for electronic structure cal-
culations [3]. We first analyze the band structures
of semiconducting CNT under various strength of
the axial strain (Fig. 2), and then calculate the
transmission probabilities (Fig. 3) and the electrical

transport properties by using the non-equilibrium
Green’s function method.

RESULTS AND DISCUSSIONS

Figure 2 shows the changing trend of bandgap
energy by the axial strain for various semicon-
ducting CNTs. This result means that the strain
applied along the axial direction of CNT is effective
for opening the bandgap. In Fig. 3 we plotted the
transmission probability in (7,0) CNT-TFET, where
we can clearly observe the band-to-band tunneling
current. In Fig. 5-7, the gate voltage dependences of
the drain current are plotted for two different dopin
levels and three different axial strain ratios. These
results demonstrate that the axial strain applied in
the channel region of CNT is to be of benefit for
reducing the subthreshold swing (SS) without re-
ducing the on-current significantly when the heavy
dopin level condition is achieved in the electrode.

CONCLUSION

We have investigated the effect of axial strain
on the performance of CNT-TFET. Our simulations
have demonstrated that the axial strain applied in the
channel region of CNT-TFET is to be of benefit for
reducing the subthreshold swing (SS) without re-
ducing the on-current significantly when the heavy
dopin level condition is achieved in the electrode.
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Fig. 1. Sketch of band profile in the p-i-n CNT-TFET structure,
where the central channel region is composed of 30 unit cells.

Fig. 2. Strain dependence of the bandgap energy in zigzag
CNT with various diameters.

Fig. 3. Band structures in the source (left panel) and drain
(right panel) (7,0) CNT electrodes, where the Fermi levels
are 0.2 eV below EV and 0.2 eV above EC, respectively.
The central panel is the transmission probability between two
electrodes.
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Fig. 6. Gate voltage dependence of the drain current in the
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INTRODUCTION

The long-continued advance of the performance
of information processing technologies has been
based on miniaturization of electronic components.
Fundamental limits imposed by the laws of physics,
however, threaten to halt the continued miniatur-
ization, clouding the future of silicon-based semi-
conductors. A possible scenario for this “post-
miniaturization” is superseded by new material of
”graphene”, an ultimately monoatomically layered
graphite sheet. Although many researchers focus
on the ultra-high electron mobility of graphene,
absence of the band gap in graphene sets limita-
tion on using for current switching devices. But
it have been gradually found out that band gap
of graphene can be created by effect of external
field or structural change. In this study, we focus
on the way of applying a time dependent external
field (e.g., laser light irradiation) as a method of
modulating electrical characteristic of graphene [1].
With such motivation, we study numerically the
effect of laser irradiation on the electronic transport
through single layer graphene, where we employ the
wave packet dynamics to take into account the effect
of laser field with various polarizations irradiated
only through the finite channel region of graphene
device.

MODEL AND METHOD

In Fig. 1 we show the schematic illustration of
the device assumed in this work. The laser field
with the electric field intensity E

0
and the frequency

ω is irradiated only through a central finite region
of graphene, while the left and the right electrode
regions are doped by electrons so that the band
structure is shifted lower in energy by 1 eV. In
prior to the simulation of electronic transport, the

electronic property of the laser irradiated graphene
is explored by analyzing the dynamical band struc-
ture, which is obtained by Fourier transforming the
real time evolution of the wave function for a given
set of the k = (kx, ky) (electronic wavenumber),
E

0
, and ω. The transmission of an electron through

the central laser irradiated region is analyzed by the
real-time evolution of the incident Gaussian wave
packet through the device shown in Fig. 1.

RESULTS AND DISCUSSIONS

As shown in Fig. 2-4, the calculated dynami-
cal band structures are strongly dependent on the
polarization of the irradiated light. In particular,
the finite bandgap can be induced at the Fermi
level E = 0 when the circularly polarized light is
irradiated as shown in Fig. 4. When such circularly
polarized light is irradiated through a finite region
of graphene, the incident wavepacket is strongly
reflected at the laser irradiated region, in a way
dependent on the field intensity E

0
.

CONCLUSION

Our simulations have shown that the transmission
through graphene can be significantly modulated by
irradiating the laser field with the circular polar-
ization, in a way consistent with the generation of
the dynamical band gap by the circularly polarized
light plotted. The detailed discussion on the channel
length dependence of the transmission will be given
in the presentation.
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frequency ω is irradiated only through a central finite region
of graphene, while the left and the right electrode regions are
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Fig. 2. Dynamical band structure of graphene near the
Fermi level E = 0 calculated for the vanishing laser field.
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Fig. 4. Dynamical band structure of graphene irradiated by the
circularly polarized light with E0 = 6.0 V/nm and ω = 6.28
rad/fs.
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Fig. 5. Time propagation of the Gaussian wave packet through
the graphene in the vanishing laser field.

Fig. 6. Time propagation of the Gaussian wave packet through
the graphene irradiated by the circularly polarized light through
the central shaded region.
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INTRODUCTION
The continuously growing demand for bigger

bulk memory at decreasing prices pushes scaling
efforts and leads to the introduction of new device
types and materials. Spin based technologies are
auspicious due to their fast switching, high en-
durance, and non-volatility. They additionally per-
mit the use of spin as a degree of freedom to join
information storage and processing in a single de-
vice, thus enabling a fully non-volatile information
processing system. Recently, a fully electrical read-
write device out of a ferromagnetic semiconductor
has been shown [1]. It was also contemplated to
extend this device to a logic XOR gate, which offers
the combination of memory storage and logical
operations within a single unit. We proposed a way
to extend the functional capabilities of the logic
gate to further logic functions and carried out a
simulation study showing that the switching of the
gate is feasible for horizontal as well as diagonal
current flow [2] (see Fig. 1). We also found that
it is much harder to reset the structure with a
diagonal current flow as reliably and fast as for a
horizontal current flow, due to the impediment at the
constriction connecting the two disks (see Fig. 4).
Therefore, we propose an alternative switching path
which avoids the passage of the constriction (cf.
Fig. 1, Fig. 2, and Fig. 3).

METHODS
Analogously to [2] we assume disk radii of 30,

40, and 80 nm, a fixed constriction length and
width of 15 nm, a saturation magnetization MS of
32 kA/m, a cubic anisotropy with the easy axis
oriented parallel to the leads and a cubic anisotropy
constant KC of 2 kJ/m3 for the (Ga,Mn)As film
(cf. [3], [4]). Furthermore, to improve the accuracy
of the results, all data points shown are an average
over several simulations (in the range of ±5% of the

corresponding current density) and the error bars
depicted in Fig. 5 and Fig. 6 state the respective
standard deviation ±σ.

RESULTS/DISCUSSION
Comparison between Fig. 5 and Fig. 6 reveals

that for an alternative current flow path the switch-
ing occurs for a broader range of current densities.
At the same time the switching speed has also
increased, provided the current densities for the
diagonal and alternative flow paths are the same.
In general, for higher currents the switching occurs
faster. Deviations from this rule are due to the
formation of nontrivial spin texture excitations or
vortices which delay relaxation of the total magne-
tization towards its equilibrium orientation. The al-
ternative current flow path also leads to an increase
of the switching probability to 65% as compared to
43% for the case of diagonal current flow.

CONCLUSION
The proposed alternative current flow path en-

ables higher switching speed as well as higher
switching probabilities.
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Fig. 1. The magnetization in the leads is fixed and oriented
along 180◦ for the horizontal leads and along 90◦ for the
vertical leads. The disks d1 and d2 can be set back to their
initial magnetization state either by applying a current diag-
onally passing the constriction or by applying the alternative
current path avoiding the constriction. Horizontal current paths
were used in [2] to switch d1 and d2 independently.

Fig. 2. Current density profile for two 40 nm disks and
diagonal flow path.

Fig. 3. Current density profile for two 40 nm disks and
alternative flow path.

Fig. 4. The different initial and ending states and the
corresponding current paths needed for transition between these
states are depicted. The cycle begins with both disks exhibiting
a magnetization along 90◦ and applying a horizontal current
flow through disk d1 to reach the state, where the magnetization
in d1 is flipped to 180◦, while in disk d2 the magnetization
is still oriented along 90◦. From there a horizontal current
flow is applied through d2 to orient the disk in the same
direction as d1). In order to reset the two disks to their initial
state a diagonal (alternative) flow path through (avoiding) the
constriction is applied.
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INTRODUCTION 

The emergence of portable and light-weight 
mobile devices has led to the need for alternative 
power sources instead of conventional batteries. 
In many applications such as biomedical drug-
delivery implants, implantable medical 
electronic devices and wireless micro-sensors in 
remote locations, batteries are not feasible. So 
harvesting energy from the environment is 
becoming essential for self-powered devices. 
One of the promising methods of energy 
harvesting is the use of piezoelectric materials to 
capitalize on the ambient vibrations [1-4]. The 
conversion of mechanical energy to electrical 
energy has been well demonstrated using 
piezoelectric cantilever-based MEMS devices 
[5]. However, the large unit size, large triggering 
force and specific high resonance frequency of 
the traditional cantilever-based energy 
harvesters limit their applicability and 
adaptability in nanoscale devices and systems. 
From this point of view, nanostructure materials 
such as nanowires and nanofibers have been the 
focus of much research as promising 
nanogenerators [6]. However, due to the 
presence of free carrier in semiconductor 
piezoelectric materials, the physics underlying 
such semiconductor nanogenerators such as ZnO 
NWs has not been completely or universally 
applied [7]. Hence, the application of 
piezoelectric semiconductor nanowires (NWs) 
requires a good understanding of their electrical 
and piezoelectric properties. Herein, one of the 
main concepts for design of ZnO NWs-based 
nanogenerators (NGs) is addressed.  

 
RESULTS AND DISCUSSIONS 

 
 By determining the piezoelectric induced 
charge density, in terms of an equivalent density 
of charges, the effect of piezoelectric charges on 
the distributed electric potential in the nanowire 
have been investigated. The surface potential is 
derived by considering a non-depleted region 
and a surface depleted region and solving the 
Poisson equation [8]. Figure 1 shows the surface 
potential of ZnO NWs with different radii. As 
shown in case of the ZnO NWs with smaller 
radius, a higher surface potential is seen. Figure 
2 presents the effect of piezoelectric charges on 
the surface potential of ZnO NWs. The 
numerical results demonstrate that induced 
piezoelectric charges result in a stronger surface 
potential perturbation in  ZnO NWs with smaller 
radius.  

 
CONCLUSION 

The effect of ZnO NWs size on surface potential 
modulation caused by piezoelectric charges was 
investigated. It was shown that ZnO NWs with a 
radii around the critical radius are the best 
candidates for use as nano-generators.  
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Fig.1. The surface potential of ZnO NWs with different radii. 
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Fig.2. The surface potential of ZnO NWs with two different radius (60 nm and 100 nm) at presence of different piezoelectric 

charge densities. 
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Since the tunnel current is very sensitive to
the tunneling distance, the barrier thickness vari-
ability is one of the concerns for integrating the
large number of tunnel junctions, e.g., in MRAM
[1]. In this study, we numerically investigate the
current distribution through metal-insulator-metal
diode structures considering the effect of tunnel bar-
rier roughness [2,3], and also discuss the analytical
formalism for describing its statistical properties [4]
depending on the various parameters.

Figure 1 shows the numerically generated rough-
ness pattern assuming the Gaussian spectral density.
We then cut out the samples as shown in Fig. 2, and
evaluated the average roughness height ⟨δ⟩ and the
average current density ⟨j⟩ over each sample area.
Figure 3 shows the probability distributions of ⟨δ⟩
plotted as a function of the sample area A. The
distributions follow a normal distribution, and the
variance σ2⟨δ⟩ decreases with A due to the statistical
averaging effect. Since the spacial correlation is
taken into account in the present roughness model,
σ2⟨δ⟩ becomes constant when A ≪ πΛ2 (where Λ
is the correlation length), while is inversely propor-
tional to A in the large area limit. As shown in
Fig. 4, we have approximated this behavior to the
analytical form:

σ2⟨δ⟩ = ∆2[1 +A/(πΛ)2]−1. (1)

Figure 5 shows the probability distributions of
⟨j⟩, exhibiting quite distorted form particularly in
the small area samples. Since the tunneling current
exponentially depends on the barrier thickness, it
is lognormally distributed if the thickness is nor-
mally distributed. However, with increasing A, the

distribution becomes narrower and symmetric in
accordance with the central limit theorem.

To analytically describe such behavior, Fenton-
Wilkinson approximation [5] was employed. This
assumes that when Xi (i = 1 . . . N) are dis-
tributed according to a lognormal distribution:
Xi ∼ LN(µ, σ2), then the sum distribution is well
approximated by another lognormal distribution:∑

iXi/N ∼ LN(µ̃, σ̃2), where

σ̃2 = ln

(
eσ

2

N
+ 1

)
, (2)

µ̃ = µ+
σ2 − σ̃2

2
, (3)

and µ and σ are the mean and the standard deviation
of Xi, respectively. Figure 6 shows the numeri-
cally simulated distributions of ⟨j⟩ together with
the results calculated with Eqs. (1)–(3). Note that
the analytical approach well describes not only the
area dependent peak positions, but also the tail
distributions, which are important information for
considering, e.g., the scaling limit of the magnetic
tunnel junctions used in MRAM.
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INTRODUCTION

By offering zero standby power, non-volatile
logic is a promising solution to overcome the
leakage losses which have become an important
obstacle to scaling of CMOS technology [1]. Mag-
netic tunnel junctions (MTJs) offer a great poten-
tial, because of their unlimited endurance, CMOS
compatibility, and fast switching speed. Recently,
several realizations of MTJ-based logic gates have
been demonstrated using spin-transfer torque (STT)
MTJs for which the MTJ devices are used simul-
taneously as memory and logic gates [2], [3]. This
intrinsically enables logic-in-memory architectures
with no need for extra hardware [4]. The error
probabilities in these gates depend significantly on
device and circuit parameters. Here, we present a
method to optimize the device and circuit parame-
ters by minimizing the errors.

ERROR PROBABILITY CALCULATION

Fig. 1a and Fig. 1b show the STT-MTJ-based
reprogrammable [2] and implication (IMP) [3] logic
gates, respectively. Depending on the resistance
(logic) states of the input (source) MTJ devices,
these gates provide a conditional switching behavior
on the output (target) MTJs. The error probabil-
ity of the realized conditional switching behavior,
which is corresponding to a specific Boolean logic
operation, depends on the desired switching/non-
switching event probabilities as

Perr =
1

N

N∑
i=1


nu∑
j=1

Ps(j) +
nd∑
k=1

[1− Ps(k)]

 , (1)

where N is the total number of possible input
states, nu (nd) is the number of undesired (desired)
switching events, and Ps is the switching probability
of the MTJ defined as [5]

Ps = 1− exp

{
− t

τ0
exp

[
−∆I

(
1− I

IC0

)]}
. (2)

∆I is the thermal stability factor associated with
the STT switching [6], t is the pulse width, and I
is the current flowing through the MTJ. In order to
calculate the current (I) passing through each MTJ
the bias voltage dependence of the TMR ratio [5]
must be taken into account [3].

RESULTS AND DISCUSSION

Fig. 2 shows Perr for different logic operations
based on the reprogrammable gate as a function
of VA. It illustrates that for each operation there
is an optimal VA and the AND (NAND) operation
demonstrates a lower error probability as compared
to the OR (NOR) operation. Similar circuit parame-
ter optimizations can be performed for IMP gate [3].

The minimum in total error probability is because
of a trade-off between the probabilities of the de-
sired and undesired switching events as shown in
Fig. 3. As the state dependent modulation (SDM)
increases with the tunnel magnetoresistance (TMR)
ratio, the error probability decreases with the in-
crease of the TMR (Fig. 4). Another important
device parameter is ∆I according to (2), higher ∆I

provides sharper switching dynamics, smaller SWs,
and thus lower error probabilities (Fig. 5).

Note that a larger ∆I is also needed for reliable
operation of large STT-MRAM memory arrays [6].
From Fig.4 and Fig.5 we conclude that the impli-
cation logic architecture provides smaller error for
probabilities logic operation and is thus preferred
for logic-in-memory implementation.
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Fig. 1. (a) MTJ-based reprogrammable logic gate [2]. De-
pending on the preset state of the output MTJ and the polarity
and amplitude of the applied voltage (VA), the result of a logic
operation (AND, OR, NAND, or NOR as shown in Fig. 2)
between the inputs will be written in the output MTJ. (b)
Current-controlled implication [3] logic gate. The resistance
states of the target and source MTJs are the logical inputs and
the final state of the target MTJ holds the output.

Fig. 2. Average error probabilities for different logic opera-
tions using the reprogrammable gate as a function of VA based
on physical MTJ devices characterized in [5]. The value of the
circuit parameters (VA in the reprogrammable gate and Iimp

and RG in the IMP gate) can be optimized to minimize the
error probability (Perr).
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INTRODUCTION 

In order to introduce spintronics devices into 

general CMOS LSI design, a high-speed and 

accurate circuit simulator is highly required. There 

has been reported an MTJ macro model for SPICE 

simulator [1]. On the other hand, we have 

proposed a high-speed SPICE simulator 

incorporating the model parameters, which 

describe MTJ's behavior [2]. In this paper, the 

simulation times are compared for both the 

developed SPICE simulator, which is a "built-in 

MTJ model" type, and conventional MTJ 

simulator, which uses an "MTJ macro model".    

SIMULATORS UNDER EVALUATION 

We take a 2-terminal MTJ, shown in Fig.1, for 

consideration. Our SPICE simulator with built-in 

MTJ model can describe DC R-V and switching 

characteristics of MTJ. An example of MTJ 

characteristics is shown in Fig. 2. Its model 

parameters are categorized into 3 levels. Each 

level supports the following characteristics.     

Level 1: only DC R-V. 

Level 2: Level 1  

    + Switching in Thermal Activation Region. 

Level 3: Level 2  

    + Switching in Precession Region. 

The MTJ characteristics in Fig. 2 are described 

using level 3 model parameters.    

Meanwhile, a simple MTJ macro model was 

created for evaluation. Figure 3 shows the macro 

model circuit. It can describe only 2-state 

resistance switching between Rp (parallel) and 

Rap (anti-parallel) without the bias dependency of 

the MTJ resistances, as shown in Fig. 4. In order to 

support the detailed characteristics like the above-

mentioned level 1 to 3, a complicated macro 

circuit including several tens of components is 

needed, resulting in obviously requiring much 

more simulation time than that of the macro circuit 

composed of only 4 components in Fig. 3.  

SIMULATION AND DISCUSSION 

Simulations were carried out to compare the 

simulation time between the SPICE simulator with 

built-in MTJ model [2] and that with the simple 

MTJ macro model in Fig. 3. The circuit used in the 

simulation is shown in Fig. 5. It can perform 

switching operations of 100 ~ 50000 MTJs using 

an ideal driver. Simulation time was measured for 

both two simulators.  

Figure 6 shows the simulation result. It can be 

seen that the simulation time for our built-in MTJ 

model simulator is below the time for the 

conventional simulator with the simplest circuit in 

all cases, even for the highest modelling level 3. 

This is mainly because the increased internal 

nodes by the macro model circuit increase the 

matrix calculation time in the SPICE simulation. 

Thus the result means that the SPICE simulator 

with built-in MTJ model has an essential 

advantage in simulation speed and accuracy, 

compared to that with the MTJ macro model.   

CONCLUSION 

The SPICE simulator with built-in MTJ model 

is advantageous in simulation time and accuracy 

compared to the simulator with MTJ macro model. 

ACKNOWLEDGEMENT 

This research was supported by the JSPS 

through the FIRST Program.  

REFERENCES 

[1]  J. D. Harms et al, IEEE Transactions on Electron Devices, 

vol.57, no. 6, pp. 1425-1430, Jun. 2010.  

[2]  N. Sakimura et al, 2012 IEEE International Symposium 

on Circuits and Systems (ISCAS), pp. 1971-1974.  

[3]  K. Yagami et al, IEEE Transactions on Magnetics, vol.41, 

no. 10, pp. 2615-2617, Oct. 2005.  



247

P52

 

 Fig. 1. 2-terminal MTJ device. An MTJ is composed of 

Free/Insulator/Pin layers. If the magnetization directions 

for Free and Pin layers are parallel, the resistance is Rp. If 

they are anti-parallel, then the resistance is Rap (Rap>Rp). 

Fig. 2. MTJ characteristics supported by the developed 

SPICE simulator with "built-in MTJ model" [2]. The 

switching model equations for both thermal activation and 

precession region are reported in reference [3]. 

Fig. 3. Simple MTJ macro model circuit. It uses 2 linear resistors 

and 2 ideal switches supported by SPICE3. Simple 2-state switching 

can be described by this circuit. 

Fig. 4. DC R-V characteristics simulated using 

the SPICE with built-in model (black line) and 

the SPICE with macro model (red line).  

Fig. 5. Simulation circuit and its typical simulated waveforms, 

which show Rap to Rp switching followed by Rp to Rap 

switching.  

Fig. 6. Simulation result. In case of 30000 MTJs, for 

example, about 38% simulation time reduction is 

achieved by our built-in model simulator, although 

our built-in MTJ model simulator uses level 3 model 

and macro model simulator uses the simplest model 

as shown in Fig.3.  

0

Voltage [V]

0-0.4 0.4

2

4

6

-0.8 0.8

R
e
s
is
ta
n
c
e
 [
k
Ω
]

Rp

Rap

0

Voltage [V]

0-0.4 0.4

2

4

6

-0.8 0.8

R
e
s
is
ta
n
c
e
 [
k
Ω
]

DC R-V Switching

1

Switching Time [nsec]

10 100 1000 10000100000
0

50

S
w
it
c
h
in
g
 C
u
rr
e
n
t 
[µ
A
]

100

150

200

250

Thermal Activation Region

Precession Region

IW
PR = IC {1+(τrelax/τP) ln(π/(2 Sqrt(kBT/ES))}  

IS
TA = IC { 1 - (kBT/ET) ln (τP/τ0) } 

Thermal Activation

Precession

Bias Depandency

RMTJ (V) 

= R ( 1 + BC1 |V| + BC2 |V|
2 ) 

Rp

Rap

-0.8

Simulation Circuit

Tpin

Tfree

Ideal 

Driver

VDD

GND

Simulated Waveform

of MTJ Operation

Time [nsec]
0 4 8 12 16 20

3

4

5

6

V
o
lt
a
g
e
 [
V

]

-0.4

0

0.4

0.8
Ideal Driver Output

Resistance 
of MTJ

Output

MTJs

#100 ~ #50000

Switching
Rap to Rp

Switching

Rp to Rap

R
e
s
is

ta
n
c
e
 [
k
ΩΩ ΩΩ

]

plus

minus

VSmodel1

plus

minus
VSmodel1

'Rap' 'Rp'

Tpin

Tfree

* Pin

* Free

plus minus

VSmodel1

t1 t2

* SPICE netlist description
S1 net_1 t1 t2 plus minus VSmodel1

( Ideal switch supported by SPICE3 )

Tpin

Tfree

Symbol
Circuit

.MODEL VSmodel1  
+ SW(VT = 0.0, VH = 0.4, 
+ RON = 0.1, ROFF = 1MEG )

0

200

400

600

800

0 10000 20000 30000 40000 50000

Number of MTJs

T
o
ta
l 
S
im
u
la
ti
o
n
 T
im
e
 [
s
e
c
]

Macro Model in Fig. 3

Built-in Model Level 3

Built-in Model Level 2

Built-in Model Level 1

Free Layer

MTJ
(Parallel)

Insulator Layer

Pin Layer

MTJ

(Anti-Parallel)

Tpin

Tfree

V

Circuit

Symbol

Tpin

Tfree

Tpin

Tfree

Resistance

(@ V=0)

= Rp

Resistance

(@ V=0)

= Rap



248 16th International Workshop on Computational Electronics, June 4-7, 2013, Nara, Japan

978-3-901578-26-7 c⃝ 2013 Society for Micro- and Nanoelectronics

A Model Reflecting Preheat Effect by Two-step 
Writing Technique for High Speed and Stable 

STT-MRAM  
Y. Yoshida1, H. Koike3, M. Muraguchi1, S. Ikeda2, 3, T. Hanyu2, 3, H. Ohno2, 3, and T. Endoh1, 3, 4 

1Graduate School of Engineering, Tohoku University 
2Research Institute of Electrical Communication, Tohoku University 

3Center for Spintronics Integrated Systems, Tohoku University 
4Center for Innovative Integrated Electronic Systems, Tohoku University 

Aramaki Aza-Aoba 6-6, Aoba-ku, Sendai, Japan 980-8579, E-mail: endoh@riec.tohoku.ac.jp  
INTRODUCTION 

Spin-transfer-torque MTJ based STT-MRAMs 
gather attention as nonvolatile working memory 
candidate. Especially, low switching current, high 
TMR, high thermal stability are available even at 
40nm size by CoFeB/MgO based perpendicular 
MTJ (pMTJ) [1]. However, large current is needed 
to improve the switching probability as the write 
pulse width decreases. For this issue, a two-step 
writing method demonstrates that the switching 
characteristics are improved by a base pulse which 
preheats MTJ [2]. However, a model reflecting a 
preheat effect by two-step writing is necessary for 
optimization of a base pulse of two-step pulse. In 
this paper, a switching probability model reflecting 
an intrinsic critical current dependence on 
temperature is proposed to consider the preheat 
effect by base pulse. 

RESULT AND DISCUSSION 
Fig.1 shows R-H curve of measured CoFeB/MgO 

based pMTJ (100nmφ). Fig.2 (a) shows schematic 
pulse waveform applied to pMTJ. Pulse 
application trials were performed 50 times for each 
pulse condition in the switching probability 
measurement. Fig.2 (b) shows a schematic 
measurement setup. In this setup, current flowing 
through MTJ is observed as a voltage at an 
oscilloscope. Fig.3 shows an example of observed 
waveform which MTJ switched from parallel (P) 
state to anti-parallel (AP) state. We evaluated 
P→AP direction here. Fig.4 shows switching 
probabilities. In Fig.4, the plotted point is the 
measured result by two-step writing. The dashed 
line is the switching probability calculated from 
the switching probability in thermal activation 
region [3]  
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Here, T is temperature, J is critical current density, 
JC0 is intrinsic critical current density, Eb is energy 
barrier, kB is Boltzmann’s constant, tp is switching 
pulse width, and τ0 is attempt time. τ0 was 
assumed as 1ns. However, the calculated switching 
probability from eq. (1) is not matched to the 
measured probability. We assumed that this is 
because the preheat effect by base pulse is not 
conciderd. To evaluate the preheat effect due to 
base pulse, we took account for the temperature 
dependence of IC0 in eq. (1). We measured the IC0 
(Fig.5). By substituting this temperature 
dependence to eq. (1), the switching probability is 
expressed as,  
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To evaluate the preheat effect due to base pulse, 
the temperature T in eq. (2) was fitted to the 
measured result by changing T. We estimated the 
preheated effect was 14K (solid line in Fig.6).  

CONCLUSION 
The model which reflect the preheat effect by 

two-step writing was proposed. In this model, the 
IC0 dependence on temperature was took account. 
We considered that the calculated switching 
probability was well fitted to the measured result 
with this model. 
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Fig. 1.  R-H characteristic of measured MTJ.  

 

 
Fig. 2. (a) Schematic applied pulse. (b) Measurement setup. 

 

 
Fig. 3.  Example of observed switching waveform (P→AP). 

 
Fig. 4.  Switching probabilities by two-step writing (P→AP). 

 

 
Fig.5. Critical current (IC) vs. of ln(tp/τ0). Inset is the intrinsic 

critical current (IC0) dependence on temperature. 

 
Fig. 6. Switching probabilities by two-step writing and the 

switching probability calculated by eq.(1) and eq.(2). 
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86962 Futuroscope Chasseneuil Cedex, France
e-mail: matsubar@bu.edu

GaN is a promising material for applications to
power electronics devices with its favorable high
field and thermal transport properties [1]. How-
ever, the presence of high density of threading
dislocations (> 108 cm−2) in GaN is problematic.
They limit the performance of power devices by
reducing the photoluminescence intensity and the
electron mobilities, and may end up leading to
premature device breakdown. Therefore it is impor-
tant to evaluate their impact on device performance
and reliability. Here we focus on threading screw
dislocation, which is a non-radiative recombination
center with deep electronic states in the band gap,
with different types of core structures and evaluate
their energetics by the first-principles method using
hybrid Hartree-Fock density functionals.

The core structure of threading screw dislocations
in GaN is still under debate. Recently a new con-
figuration of screw dislocation core is introduced
by Belabbas et al. [2], where the dislocation line
is located at the middle of bonds connecting two
adjacent projected hexagons (“B” core), while it is
located at the center of projected hexagon in the
conventional screw core configuration (“A” core,
see Fig. 1). We have investigated this new “B” full
core structure as well as several types of “A” core
structures: full (6:6), open (0:0), Ga-filled (6:0) and
N-half-filled (6:3) structures, where the numbers in
parenthesis, (n

Ga
:n

N
), denote the numbers of Ga

and N atoms remaining in the core region.
Our calculations are performed using the pro-

jector augmented wave method with the Perdew-
Burke-Ernzerhof (PBE) functional and Heyd-
Scuseria-Ernzerhof (HSE) functional [3] imple-
mented in the VASP code [4]. Ga 3d electrons

are considered as valence electrons and energy
cutoff is set to 425 eV. Our fully periodic supercell
accommodates dislocation dipole and contains up to
288 atoms of Ga and N. The supercell for “A” open
core structure is shown in Fig. 2.

Relative formation energies are shown in Fig. 3,
which are calculated based on the Northrup for-
malism [5] and are expressed as a function of
the Ga chemical potential (μ

Ga
). In N-rich growth

condition (at −1.17 eV) the most stable structure
is the “B” full core. This result is consistent with
the one by Belabbas et al., who insist it is the most
stable under any growth conditions within their cal-
culations based on local density approximation [2].
However, in Ga-rich growth condition (at 0 eV),
contrary to the findings by Belabbas et al., the
most stable structure is the Ga-filled (6:0) “A” core,
which is originally proposed by Northrup [5]. We
will show the detailed structural properties of these
stable dislocation configurations and the electronic
properties including their band structures calculated
using the HSE hybrid functional (see Fig. 4).
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Fig. 1. Two different core configurations for threading screw
dislocation projected onto the (0001) plane. The positions of
dislocation lines are denoted by the cross marks. The “A” core
is located at the center of projected hexagon and “B” core is
at the middle of bonds connecting two adjacent hexagons.

Fig. 2. Three dimensional view of our periodic supercell
containing two open core screw dislocations.
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correspond to the valence band maximum and the conduction
band minimum of bulk (without dislocation) GaN, respectively.
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INTRODUCTION 

GaN-based high-electron-mobility transistors 

(HEMTs) are receiving a considerable attention for 

ultra-high frequency applications [1]. A current 

gain cutoff frequency of 343 GHz has been 

achieved for the AlN/GaN HEMT with a scaled 

gate length of 20 nm [1]. For high frequency 

performance, the importance of scaling in gate 

length and source-to-drain distance has been 

pointed out. However, there is no theoretical study 

with respect to the impact of access region length. 

In this paper, dependence of gate-to-drain 

distance on channel electron velocity has been 

investigated using a 2-D Monte Carlo simulator 

based on full-band model for AlN/GaN HEMTs. 

The results demonstrated enhanced velocity 

overshoot effects by the shrinkage gate-to-drain 

distance below 100 nm. 

CALCULATION MODEL AND DEVICE STRUCTURE 

In our full-band device model, Boltzmann 

transport equation was solved using an ensemble 

Monte Carlo algorithm coupled with 2-D Poisson 

equation. Band structures for wurtzite GaN, AlN, 

and AlGaN have been calculated based on an 

empirical pseudopotential method [2, 3]. The 

reciprocal wave vectors of 147 were employed for 

Fourier series expansions of the wave function. 

Figure 1 shows band structure in GaN (a) and 

AlN (b). The bottom of conduction band was 

assumed to be electron energy of 0 eV. The 

scattering mechanisms considered were acoustic 

phonon scattering, polar and non-polar optical 

phonon scattering, and piezoelectric scattering [4].  

Figure 2 shows the schematic cross section of an 

AlN/GaN/AlGaN HEMT simulated in this work. 

The structure consists of 3 nm undoped AlN top 

barrier, 20 nm undoped GaN channel, and 500 nm 

undoped Al0.08Ga0.92N back barrier. The gate-to-

drain distance (Lgd) was varied from 10 to 500 nm. 

For simplicity, source and drain ohmic contacts 

were placed directly on the channel layer. 

RESULTS AND DISCUSSION 

Figure 3 presents calculated I-V characteristics 

for the device with Lgd of 40 nm and Lg of 20 nm. 

The maximum drain current exceeded 4 A/mm at 

VGS=2 V and VDS=2 V. The peak transconductance 

was over 2 S/mm.  

Figure 4 shows calculated potential distribution 

(VGS=0.5 V and VDS=5 V). The crowding in 

electric field is clearly observed near the gate edge 

in the drain side. At high electric fields (more than 

3 MV/cm), band transition of hot electrons was 

observed from 1 to 2 (not shown here). 

Figure 5 plots the channel electron velocity as a 

function of distance from the gate edge for varying 

Lgd from 10 to 200 nm. It was found that velocity 

overshoot effects are enhanced for devices with Lgd 

of sub-100 nm. A peak velocity of 7x10
7 
cm/s was 

achieved for Lgd =10 nm. 

CONCLUSION 

Full-band Monte Carlo simulations have been 

performed for AlN/GaN/AlGaN DH-HEMTs. The 

results demonstrated that the reduction in gate-to-

drain distance is effective to enhance the velocity 

overshoot effect. 
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Fig. 2 Cross section of device structure simulated in this 

work. Neumann condition at all semiconductor surfaces 

was assumed to solve Poisson equation. The metal 

semiconductor interfaces was calculated based on 

Dirichlet condition. 

Fig. 1 Empirical pseudopotential band structure in 

wurtzite (a) GaN and (b) AlN. The insert in Fig. (a) 

shows the first Brillouin zone in wurtzite structure. 

Fig. 4 Calculated potential distribution at VGS=0.5 V and 

VDS=5 V for the device with Lgd of 40 nm. The solid lines 

indicate equipotential with step of 0.5 V 

Fig. 3 I-V characteristics for AlN/GaN DHEMT with Lgd 

of 40 nm. 

Fig. 5 Channel electron velocity as a function of distance 

from the gate edge for varying Lgd from 10 to 200 nm. 

Circle indicates the device with Lgd of 10 nm, square is 

Lgd= 20 nm, diamond is Lgd= 50 nm, and triangle is Lgd= 

200 nm. 
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GaN and its compounds have made inroads into
the application spaces normally dominated by both
conventional III-V semiconductors and silicon. The
availability of a rich family of ternary and quater-
nary alloys makes it possible to tailor these semi-
conductors to work as light emitters and detectors
from the near infrared to the deep UV. Furthermore,
the favorable high field transport properties make
GaN and its ternary alloys materials of choice
for a new generation of power devices that can
enable the practical implementation of smart grids
for energy distribution. In spite of these high expec-
tations, significant problems exist, not only from the
technological stand point but also due to the lack
of understanding of the properties of this material
system. In particular the knowledge of the high-field
carrier transport coefficients, is sketchy at best. Con-
sequently, understanding the carrier transport char-
acteristics of AlxGa1−xN, InxAl1−xN, InxGa1−xN
alloys is one of the critical step needed to be able to
design high voltage solid state switches, rectifiers,
detectors and light emitters. The goal of this work
is to present the results of a full band Monte Carlo
(FBMC) investigation of the carrier transport and
impact ionization processes in AlGaN, InGaN and
AlInN alloys. Furthermore, we will elucidate the
reasons that lead to a single carrier multiplication
processes in some of these alloys.

Using a full-band Monte Carlo model we have
computed[1] the carrier impact ionization coeffi-
cients in AlxGa1−xN for seven alloy compositions
between x= 0 (GaN) and x= 1.0 (AlN). We have
found that holes dominates the impact ionization
process for compositions below 50%, while elec-
trons dominate for larger aluminum contents. The
model also predicts that, due to the particular fea-
tures of the AlxGa1−xN valence band structure,

holes impact ionization processes are effectively
negligible for aluminum composition above 60%.
Furthermore, we find that the electron-alloy scat-
tering significantly reduces the electron ionization
coefficients leading to the dominant behavior of
holes in for an aluminum composition below 50%.

We have computed the electronic structure and
developed a transport model for In0.18Al0.82N that is
lattice-matched to GaN[2]. Using this approach we
have evaluated the electron and hole mobilities and
drift velocities. We have found that the mobilities
and drift velocity of both carriers are limited by the
alloy scattering phenomenon. We have found that
the hole impact ionization process is suppressed for
this alloy composition. This is due to the particular
features of the In0.18Al0.82N valence band structure.
Furthermore, we find that the electron-alloy scat-
tering significantly reduces the electron ionization
coefficients both for transport along the Γ-A and
Γ-M direction.
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Abstract - Two-dimensional electron gas (2DEG) 
formed at AlGaN/GaN interface is a critical part to tune 
the characteristic of AlGaN/GaN HEMT devices. AlN 
spacer layer is used between AlGaN and GaN layer to 
improve 2DEG density, mobility, and drain current. Our 
device simulation indicates the mobility and current 
will attain their maximum at the 0.5-nm- and 1.2-nm-
thick AlN layers, respectively. For the spacer of device 
which is thicker than 1.2 nm, the ohmic resistance is 
increased. Recess ohmic electrodes help to significantly 
reduce the ohmic resistance.  

I. INTRODUCTION 
AlGaN/GaN high electron mobility transistors 

(HEMTs) have been the subject of many recent 
investigations because of their potential to use in 
high-temperature, high-power devices. One of the 
most unusual features of these HEMT is that very 
high 2DEG densities (1013 cm-2) can be found in 
even nominally or undoped heterostructures [1-3]. 
However, the existence of scattering mechanism 
plays important role to limit the mobility of 2DEG of 
conventional AlGaN/GaN HEMT. An additional thin 
AlN spacer between AlGaN and GaN improves the  
mobility  at  low  temperatures, where  the  thickness  
of  AlN  is  an  important parameter for the mobility 
in AlN/GaN heterostructures [4-6]. In this study, the 
electron transport for different AlN spacer thickness 
is simulated. In addition, Ohmic electrode is recessed 
in order to reduce the ohmic resistance. 

II. SIMULATION AND RESULT DISCUSSION 
Fig. 1 shows the schematic of explored device; the 

device characteristic is simulated by solving a set of 
quantum mechanically corrected transport equations. 
Mobility and carrier concentrations are calculated for 
both the conventional HEMT and the explored new 
HEMT which is with the AlN spacer layer between 
the layers AlGaN and GaN. Fig. 2 shows that carrier 
improved electron concentration on inserting AlN 
spacer layer, which is mainly due to the increase in 
the quantum well depth, as shown in Fig. 3. Not 
shown here, the carrier mobility is also increased 
significantly. Due to the increase in quantum well 
depth, the scattering is lowered. Alloy scattering is 
lowered because binary compound such as AlN has 

less alloy scattering in comparison to ternary 
compound [7]. As a result, the mobility is also 
increased; and, the current is thus increased. We 
further explore the effect of AlN spacer layer 
thickness on the device characteristic. Figs. 4(a) 
and 4(b) show that both the quantum well depth 
and electron concentration are increased with 
respect to the thickness of AlN layer. However, the 
electron mobility increases first, where the 
maximum appears at the 0.5-nm-thick of AlN 
layer, it then reduces on further increasing AlN 
layer, as shown in Fig. 5. This is owing to the 
Coulomb scattering between 2DEG carriers when 
very thick spacer layer is used. Fig. 6 shows the 
simulated drain current at the zero gate voltage. 
This shows that drain current is maximum when 
AlN is 1.2 nm thick. Fig. 7 shows that contact 
resistance is increased for the thick AlN layer. To 
overcome this effect recess ohmic electrodes are 
used as shown in Fig. 8. 

III. CONCLUSIONS 
The findings of the different thickness of AlN 

spacer layer conclude that electron concentration 
increases with the increases of AlN thickness. The 
device’s mobility reaches the maximum at 0.5-nm-
thick AlN layer and the drain current’s maximum at 
1.2nm thick spacer. The recess ohmic electrodes has 
been adopted to reduce the resistance.  
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Fig. 1. The simulated structure of HEMTs, where the 
plots (a) and (b) are without and with the AlN spacer 
layer. 
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Fig. 2. The electron concentration for the device with 
and without AlN spacer layers. 
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Fig. 3. The calculated quantum well depth for the 
device with and without AlN spacer layers.  
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Fig. 4. (a) The quantum well depth and (b) the electron 
concentration with the AlN thickness.  
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Fig. 5. The mobility versus the AlN thickness. 
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different AlN thicknesses.  
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Fig. 7.  The drain current versus the drain voltage, 
where three different AlN thicknesses are simulated.  
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Fig. 8. The I-V for the device with the recess (black line) 
and without the recess ohmic (red line) electrodes, 
where the AlN spacer layer is at 1.2 nm.   
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INTRODUCTION

In power devices such as power MOSFETs and
insulated-gate bipolar transistors (IGBTs), the on-
resistance and breakdown voltage are important de-
vice characteristics. In order to improve these char-
acteristics, device structures with specific doping
profiles have been proposed [1] [2]. These doping
profiles lead to improvements of the on-resistance
and breakdown voltage due to carrier accumulation
and electric field reduction, respectively. Such dop-
ing profile design can be formulated as the opti-
mization problem of doping profile. Several studies
have been carried out on mathematical optimization
of doping profile for submicron devices [3] [4],
and a fast optimization approach using the adjoint
method was reported [5]. However, no mathematical
optimization for power devices has been reported
because of the large-scale analysis required. In this
paper, a fast doping profile optimization method for
power devices is proposed.

METHODOLOGY

It is known that for power devices, there is a
tradeoff between the on-resistance and the break-
down voltage [6]. In order to optimize this tradeoff,
the present study attempts to decrease the peak
value of the electric field while limiting the in-
crease in the on-resistance. This is formulated as
the following minimization problem, whose objec-
tive function is the peak electric field and whose
constraint is the on-resistance:

minimize
C

max |E|, subject to Ropt
on ≤ Rinit

on , (1)

where C is the doping concentration, E is the elec-
tric field, and Ropt

on and Rinit
on are the on-resistances

of the optimal and initial structures, respectively.

A flow chart for the optimization method is
shown in Fig. 1. The drift diffusion model is used as
the fundamental equation for power devices, the ad-
joint method is used as a sensitivity analysis method
to reduce the execution time, and the sequential
quadratic programming method [7] is used to update
the doping profile.

RESULTS

Fig. 2 shows the initial and optimal doping pro-
files for a p-n diode. It can be seen that in the
optimal profile, an intrinsic layer appears near the
p-n junction. As seen in the current-voltage curves
Fig. 3, although the on-resistance is the same for
both structures, the breakdown voltage is increased
using the optimized profile. Thus, a better tradeoff
between the on-resistance and breakdown voltage is
obtained.

Fig. 4 shows the initial and optimal doping
profiles for an edge termination. It can be clearly
seen that for the optimal doping profile, the p-type
region is expanded. Furthermore, the electric field
distributions shown in Fig. 5 indicate that the high
electric field concentration is eliminated as a result
of the optimization process, corresponding to an
improvement in the breakdown characteristics. The
above results indicate that the proposed method is
useful for developing novel device structures.

Table I shows the execution time for the adjoint
method used in the present study and a conventional
finite difference sensitivity analysis. It can be seen
that the adjoint method can drastically reduce the
execution time and enable fast optimization.
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Fig. 1. Flow chart of doping profile optimization procedure.
After the initial doping profile is determined, a device simula-
tion is carried out. This is followed by a sensitivity analysis.
If the sensitivity is too low, the calculation is stopped. If not,
the doping profile is updated by mathematical programming to
improve the objective function while satisfying the constraint.
The optimal profile is determined by repeating the device
simulation, sensitivity analysis and profile update steps.
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Fig. 2. (a) Initial and (b) optimal doping profiles for a diode.
Optimization leads to the appearance of an intrinsic layer near
the p-n junction.
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Fig. 3. Current-voltage curves for initial and optimal diode
structures under (a) forward bias, where the curves are identical
because of the on-resistance constraint, and (b) reverse bias,
where the breakdown voltage is increased from 100 V to 240
V by optimization.
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Fig. 4. (a) Initial and (b) optimal doping profile for edge termi-
nation. The p-type region is expanded following optimization.
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Fig. 5. Electric field distribution around an edge termination
for (a) the initial structure, in which a high electric field
concentration is present, and (b) the optimal structure, in which
this concentration is eliminated. The peak value of the electric
field is reduced from 4.2 × 105 V/cm to 1.5 × 105 V/cm,
leading to an improvement in the breakdown characteristics.

TABLE I
EXECUTION TIME PER UPDATE.

Type No. of Sensitivity Exec. time
Elements analysis method per update [s]

1-D 108 adjoint 0.21
finite difference 32

2-D 3140 adjoint 2.4
finite difference 6788
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INTRODUCTION 

The negative differential mobility caused by the 
transferred electron effect is one of the promising 
mechanisms in semiconductors capable, in 
principle, of generating microwave and possibly 
THz radiation. Development of Gunn microwave 
oscillators has hitherto been focused on the 
utilization of traditional III-V semiconductors like 
GaAs, achieving a maximum emission frequency 
around 100 GHz.  The recent success of the III-V 
nitrides technology (in particular GaN, InN, AlN) 
has led to the development of a range of novel 
microelectronic and optoelectronic devices based 
on these materials that due to non-monotonous 
velocity-field (v-F) characteristics, record-high 
peak velocities and very high breakdown fields are 
able to generate high-power, and high-frequency 
radiation. In this work, we investigate the electron 
transport in GaN-based Gunn diodes in the 
transient regime using hydrodynamic (HD) and 
drift-diffusion (DD) transport models. A 
comparative analysis is presented.  

    
METHODS 

Two types of GaN-based Gunn diodes were 
simulated using Sentaurus Device: (i) one sample 
consisted of n+-n--n-n+ regions in which the notch 
(n-) length (L) is varied; see Fig. 1a, and (ii) 
another sample with a similar doping profile in 
which the notch region is detached (a distance d) 
from the n+ region near the cathode; see Fig. 1d. 
HD and DD transport models were used for 
evaluating the electron transport in 2 µm thick 
samples under transient regime at room 
temperature. We have used the same material 
parameters and biasing method as the ones 
described in [1].  

RESULTS AND DISCUSSION 

Fig. 1b shows the electron density dynamics 
calculated with the HD (solid lines) and with the 
DD (dash-dotted lines), both models generate 
accumulation layers that propagate from the 
cathode (-) to the anode (+). This is, to the best of 
our knowledge, the first report of this situation 
using a HD approach in the context of GaN; other 
authors have also observed this situation with 
Monte Carlo simulations [2, 3]. Moreover, when 
the notch region is increased, dipole domains are 
created instead of accumulation layers and travel 
along the sample as depicted in Fig. 1c. 
Furthermore, we conducted simulations with a 
fixed notch length, that when attached to the n+ 
region yields accumulation layers, and 
systematically detached it. When the separation is 
short, the HD yields weak domains during the first 
moments of time (Fig. 2e) whereas the DD 
produces dipole domains. In turn, when the 
separation is long enough, both the HD and DD 
generate dipole domains as seen in Fig. 2f.  

 
CONCLUSION 

For the nucleation and propagation of dipole 
domains in GaN-based Gunn diodes it is important 
to have a doping notch wide enough. As well, 
detaching the notch might produce sustained 
dipole domains.  
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Fig. 1.  (a) doping profile (b) HD (solid lines) and DD (dash-
dotted lines) transient simulations of a GaN Gunn diode with 
a 0.2 µm wide notch, and (c) with a 0.8 µm wide notch for 
different instants in time (ti). 
 

 
Fig. 2. (d) doping profile (e) HD (solid lines) and DD (dash-
dotted lines) transient simulations of a GaN Gunn diode with 
a 0.4 µm wide notch detached by 0.015 µm, and (f) detached 
by 0.03 µm for different instants in time (ti). 
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INTRODUCTION 

Recently, many reports about power devices 

using the wide bandgap material silicon carbide 

(SiC) have been published, because SiC has many 

advantages in comparison to silicon (Si) as e.g. a 

10 times higher critical electric field [1].  Among 

SiC-based power devices, the p-i-n diode is 

intensively developed as a key device for 

ultrahigh-voltage applications over 5 kV.  In this 

work, we investigate the reverse-recovery effect 

[2] of SiC p-i-n diodes.  Main focus is given on the 

specific features of the SiC material, such as the 

extremely low intrinsic carrier density (ni) in 

comparison to Si, and the resulting effects on 

compact model construction for circuit simulation. 

INVESTIGATION WITH 2D-DEVICE SIMULATION 

The reverse recovery currents of Si and SiC p-i-

n diodes with the same structure (see Fig. 1) are 

compared by 2D-device simulation under identical 

initial forward current condition in Fig. 2.  Figure 

3 shows the carrier distributions at the 4 time 

points indicated in Fig. 2.  Even if the on-current is 

kept the same (100 A), differences are observed in 

three aspects, namely, carrier density at the p
+
/n

-
 

junction (nj), carrier-distribution gradient (dnj/dx), 

and depletion width (Wd).  Since the lifetime is 

fixed to 1 s for both diodes, it is concluded that nj 

and dnj/dx differences mainly result from mobility 

() changes due to the different diffusion length.  

Regarding Wd, the different electric permittivity () 

is considered as the reason.  By setting  and  to 

the same values in the simulation experiments all 

above differences are eliminated, as verified in Fig. 

4.  In consequence, this agreement implies that the 

reverse recovery effect can be modelled based on 

the same fundamental physics, even at 10
19

 times 

lower ni in SiC when compared to Si. 

VERIFICATION WITH HiSIM-DIODE MODEL 

HiSIM-Diode has been developed to model the 

reverse-recovery effect based on the dynamic 

carrier distribution using the non-quasi-static 

modelling method for carrier recombination [3, 4].  

Here we verify that this modelling approach is also 

valid for SiC by considering its different material 

parameters from Si.  As shown in Fig. 5, the 2D-

device simulation results of Figs. 2 and 3 for the 

SiC diode are indeed reproduced by the compact 

model.  In addition, the reproduction of measured 

data for a SiC p-i-n diode is verified in Fig. 6. 

CONCLUSION 

It is confirmed with 2D-device simulation that 

the reverse recovery effect in the SiC diode can be 

modelled based on the fundamental physics with 

the same concepts as applied for Si.  Reproduction 

of measured reverse recovery data for a SiC p-i-n 

diode by HiSIM-Diode, which can properly handle 

the material parameters of SiC, makes this evident. 
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Fig. 1.  Investigated p-i-n diode structure:  In this work, the n- 

drift layer thickness and its impurity concentration are set to 

100 m and 2x1014 cm-3, respectively. 

 

Fig. 2.  (a) Test circuit.  (b) Reverse recovery currents of Si 

and 4H-SiC diodes calculated by a 2D-device simulator, 

where the initial forward current is set to 100 A. 

 

Fig. 3.  Dynamic carrier distribution in the n- drift region 

calculated by a 2D-device simulator (Solid lines: Si diode, 

Dotted lines: 4H-SiC diode). 

 

Fig. 4.  (a) Reverse recovery currents and (b) the dynamic 

carrier distributions, with the same mobility and permittivity 

for both Si and 4H-SiC diodes. 

 

 

Fig. 5.  Comparison of the 2D-device simulation results 

(shown in Figs. 2 and 3) and the HiSIM-Diode results.  (a) 

Reverse recovery currents and (b) the dynamic carrier 

distributions of the 4H-SiC diode.  The oscillation in the 

reverse recovery current with 2D-device simulation is also 

seen in the Si diode case of Fig. 2.  (The reason for its 

occurrence is not yet confirmed.) 

 

Fig. 6.  Comparison of measured data and the HiSIM-Diode 

results for a 4H-SiC diode with a typical inductive-load test 

circuit at a voltage and current rating of 2000 V and 100 

A/cm2, respectively, where a Si IGBT is used as a switch.  

The reverse recovery currents and the voltage over the diode 

are shown on the vertical axis normalized by the rated current 

or voltage. 
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