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The topic of modern MOS-Transistor modeling is reviewed. Models for surface scattering and impact ionization, physical parameters which are of particular relevance for MOS-Transistor simulation programs, are explained. Guidelines to a mathematical analysis of the fundamental equations, which allow the judgement of numerical methods for their applicability, are presented. Examples of applications of simulation programs on the analysis of problems which are important at present are sketched.

INTRODUCTION

Since 1960 when the demonstration of the practically usable MOS-Transistor took place [41], it's development has shown to evolve dramatically. Today, 25 years later, integrated circuits with more than 400,000 devices per single chip are manufactured. In order to minimize the number of cycles of trial and error in device fabrication improved understanding of basic device operation has attained crucial importance. Thus, numerical modeling of MOS-Transistors has become a basic requirement for the development of prototype devices. although the first modeling attempts were made relatively recently. A two dimensional solution of Poisson's equation with application to a MOS structure was probably first published by Loeb et al. [48] and Schroeder and Muller [74] in 1968. Since then a lot of work has been contributed dealing with simulation of MOS devices due to their intrinsically two dimensional nature, e.g.: in 1971 [111], in 1972 [112], in 1973 [42], [55], in 1976 [38], in 1977 [33], in 1978 [65], [106], in 1979 [43], [78], in 1980 [17], [66], [79], [108], in 1981 [44], [75], [120], in 1982 [69], [76], [77], [117] and in 1983 [45], [60]. Two dimensional transient simulations of MOSFET's have been carried out in, e.g.:[56], [64] and [122]. Three dimensional static modeling has been published in, e.g.:[12], [39], [89].
In the following chapters particular emphasis will be laid on two phenomena of major importance for MOS-Transistor modeling: these are the influence of surface scattering on carrier mobility and the contribution of impact ionization to carrier generation. The established concepts for device modeling in general are assumed to be familiar to the reader. As basic literature for the newcomer one can suggest the monographs [47], [57] and [83] or the various conference proceedings, e.g.: [3], [8], [9], [10], [24], [54] and [109] or the review papers [6], [28], [31] and [61].

PHYSICAL PREREQUISITES

To be able to write down a set of equations, the "basic" semiconductor equations, one has to go through many non-trivial considerations of solid-state physics and lengthy derivations. The established so-called basic semiconductor equations consist of Poisson's equation (1), the continuity equations for electrons (2) and holes (3) and the current relations for electrons (4) and holes (5).

\[
\text{div} \; \text{grad} \; \psi = \frac{q}{\varepsilon} (n - p - C) \tag{1}
\]

\[
\text{div} \; \mathbf{J}_n - q \frac{\partial n}{\partial t} = q \cdot R \tag{2}
\]

\[
\text{div} \; \mathbf{J}_p + q \frac{\partial p}{\partial t} = -q \cdot R \tag{3}
\]

\[
\mathbf{J}_n = q \cdot n \cdot \mathbf{\mu}_n \cdot \mathbf{E}_n + q \cdot D_n \cdot \text{grad} \; n \tag{4}
\]

\[
\mathbf{J}_p = q \cdot p \cdot \mathbf{\mu}_p \cdot \mathbf{E}_p - q \cdot D_p \cdot \text{grad} \; p \tag{5}
\]

To almost this level of completeness, these equations were first presented by VanRoosbroeck [105]. Detailed considerations on the derivation of these basic semiconductor equations can be found in, e.g., [16], [83], [84].

Models for \( C \), the net doping concentration, for \( R \), the net generation/recombination, and for \( \mathbf{\mu}_n, \mathbf{\mu}_p \), the carrier mobilities, are dealt with in detail in the literature (cf. survey of literature in the introduction). \( \mathbf{E}_n \) and \( \mathbf{E}_p \), the effective fields in the current relations are to first order the electric field, however, one may use supplementary correction terms to account for heavy doping or thermally induced currents (cf. [79]). To treat these
second order effects for MOSFET's in more detail goes beyond the scope of this text.

It is obvious that for the sake of simplicity and applicability of any model equations trade-offs between accuracy and complexity have to be taken. Equations (1) to (5) are valid for the major number of engineering applications for silicon devices. But of course there are conditions for which their validity is in doubt or does not exist at all, cf. quantum effects, non-local effects. However, the more sophisticated results in semiconductor physics are too complex to give a rigorous, generally applicable and still sufficiently simple model for the purpose of device simulation.

Surface Scattering

Out of the many scattering effects which the carrier mobility is determined by only surface scattering will be treated here as it is the essential effect in MOSFET's. In theory surface scattering consists of a lot of different mechanisms such as surface roughness scattering, scattering by interface charges, scattering by surface phonons and various quantum effects. Unfortunately, the problems associated with conduction at surfaces have not been investigated as deeply as one would expect. Many physics oriented investigations are carried out at low temperatures because the results can be interpreted much more easily. Therefore, all models which are presently used have been constructed on a fully empirical basis with a scope to reflect the main experimental findings as well as possible.

It was Yamaguchi who suggested one of the earliest models [119]. He has used the formula of Scharfetter and Gummel [72] for lattice scattering, impurity scattering and mobility reduction due to velocity saturation \( \mu_{\text{LIE}} \) and an additional factor to reduce the mobility in the presence of an electric field component perpendicular to the current flow direction.

\[
\mu_{\text{LIES}} = \mu_{\text{LIE}} \cdot \frac{1}{\sqrt{1 + \left| \frac{E_{\text{cr}}}{E_{\text{cr}} n_p} \right|}}
\]

(6)
\[ p_{\text{crit}}^n = 6.49 \cdot 10^4 \frac{V}{\text{cm}} \]
\[ p_{\text{crit}}^p = 1.87 \cdot 10^4 \frac{V}{\text{cm}} \]

This model has been used and recommended by many others, too, e.g. [21], [28], [29], [64], because it has been claimed that excellent agreement with experimental results is obtained. However, Thornber [102] has strongly criticized Yamaguchi's treatment using theoretical arguments. The saturation velocity \( v_{\text{sat}}^{n,p} \) associated with \( p_{n,p}^{LIE} \) is scaled with the same factor, obviously, as the mobility. Sabnis and Clemens [71] have experimentally proved that surface scattering is almost independent of the doping concentration. Cooper and Nelson [18], [19] have shown with elaborate measurements that the influence of surface fields on the saturation velocity is relatively small, which is in contradiction to former opinions (cf. [40]) but which is quite believable considering their experiments. Very careful measurements on that subject have been published in [92], too. Thornber's suggestion [102] to use a relation of the form (8) for the total effective mobility \( p_{\text{LIES}} \) is well accepted today.

\[ p_{\text{LIES}} = p_{\text{LIES}}(p_{\text{LIS}}(p_{\text{LI}}, E_\bot, E_\parallel), v_{\text{sat}}(E_\perp)) \]  

The function \( p_{\text{LIS}} \) combines the mobility due to lattice and ionized impurity scattering with the influence of surface scattering (\( E_\bot \) denotes the field component responsible for surface scattering) to a cold carrier mobility, which is then combined with the driving force denoted by \( E_\parallel \) (usually the field component parallel to the current flow direction or the gradient of the carrier quasi-Fermilevel) and the saturation velocity which might be a function of \( E_\parallel \) to the total effective mobility \( p_{\text{LIES}} \). \( p_{\text{LIS}} \) may have the functional form of (6) as long as good agreement between simulated and measured results is obtained. Yamaguchi, as a matter of fact, has revised his model in a later paper [121] by exactly following the suggestions of Thornber.

I have suggested the following expression for the influence of surface scattering [80], [82].

\[ p_{n,p}^{\text{LIS}} = p_{n,p}^{\text{LI}} \cdot \frac{x + x_{\text{ref}}}{x + b_{n,p} x_{\text{ref}}} \]  

\[ p_{\text{LIES}} = p_{\text{LIES}}(p_{\text{LIS}}(p_{\text{LI}}, E_\bot, E_\parallel), v_{\text{sat}}(E_\perp)) \]
x denotes the distance perpendicular to the interface. Directly at the interface (x=0) the mobility is reduced by a factor 1/b; at a distance x=x_{ref} it is reduced by the factor 2/(1+b); and at greater distance from the surface it naturally follows that the reduction factor approaches unity. x_{ref} represents a characteristic length which describes the range of influence of the surface.

\[
x_{n,p}^{\text{ref}} = \frac{x_{n,p}^0}{1 + \frac{E_{n,p}}{E_{n,p}^{\text{crit}}}}
\]

\[
x_n^0 = 5 \cdot 10^{-7} \text{cm}, \quad E_{n}^{\text{crit}} = 104 \frac{V}{\text{cm}}
\]

\[
x_p^0 = 4 \cdot 10^{-7} \text{cm}, \quad E_{p}^{\text{crit}} = 8 \cdot 10^3 \frac{V}{\text{cm}}
\]

This range is modeled as a function of the carrier driving force (field component parallel to current flow or magnitude of the gradient of the corresponding quasi-Fermi potential). The formulation of x_{ref} produces a reduction in the range of influence of surface scattering for greater driving forces, thereby velocity saturation appears. Carriers already traveling with the saturation velocity can be considered not to experience the influence of the surface as much as cold carriers [59]. The parameter "b" in (9) describes the strength of the influence of surface scattering.

\[
b_{n,p} = 2 + \frac{E}{E_{n,p}^{\text{crit}}}
\]

\[
E_{n}^{\text{crit}} = 1.8 \cdot 10^5 \frac{V}{\text{cm}}, \quad E_{p}^{\text{crit}} = 3.8 \cdot 10^5 \frac{V}{\text{cm}}
\]

It is modeled as a function of E, which can be the electric field component perpendicular to current flow, or the electric field component perpendicular to the interface, or, what I suggest, the projection of the electric field component perpendicular to the current flow direction onto the direction perpendicular to the surface. The formulation of b is based on the fact that the charge carriers are pressed against the surface by an electric field, which results in a greater scattering, in such a way that a greater mobility reduction occurs. Without any electric field one also observes a mobility reduction due to surface roughness scattering (b=2). However, I am absolutely aware that (9) is a fully
phenomenological expression neither of which the structure nor the associated parameters may be claimed to be correct in a theoretical sense. It simply represents my experience which has been confirmed over several years by many users of our simulation tools that an expression with such a structure nicely reflects the experimental observations.

There are plenty more suggestions on how to treat surface scattering phenomenologically. The interested reader could have a look at, e.g., [2], [4], [15], [30], [92], [115].

Impact Ionization

The physical mechanism of major importance for particularly miniaturized MOSFET's in the context of generation/recombination modeling is impact ionization. Two partial processes have to be considered.

a) electron emission: an electron from the valence band moves to the conduction band by consuming the energy of a high energetic electron in the conduction band and leaving a hole in the valence band.

b) hole emission: an electron from the valence band moves to the conduction band consuming the energy of a high energetic hole in the valence band. A hole is left at the valence band edge.

These partial rates can be written:

\[ G_{n}^{II} = \alpha_{n} \frac{|\mathcal{J}_{n}|}{q} \]  
\[ G_{p}^{II} = \alpha_{p} \frac{|\mathcal{J}_{p}|}{q} \]

The total rate is simply the sum of the partial rates.

\[ R^{II} = -G_{n}^{II} - G_{p}^{II} \]

\( \alpha_{n} \) and \( \alpha_{p} \) are the ionization rates for electrons and holes defined as generated electron-hole pairs per unit length of travel and per electron and hole, respectively. For instance, an electron generates over a distance \( 1/\alpha_{n} \) one electron-hole pair on average. The energy which is consumed from the ionizing carrier is termed ionization energy or threshold energy for ionization \( E_{i} \). This
quantity has been a subject to a lot of discussions lately with results differing widely. Similarly, the theoretical results for the ionization rates $\alpha_n$, $\alpha_p$ are not unique. However, both theoretical and experimental investigations indicate a good approximation to be an exponential dependence of the ionization rates upon the electric field component $E$ in direction of current flow.

$$\alpha_n = \alpha_n^\infty \exp\left(-\frac{E_{\text{crit}}}{E}\right)^{\gamma_n}$$  (17)

$$\alpha_p = \alpha_p^\infty \exp\left(-\frac{E_{\text{crit}}}{E}\right)^{\gamma_p}$$  (18)

The exponents $\gamma_n$, $\gamma_p$ are found in the range [1,2]. As a matter of fact fairly early theoretical considerations by Shockley [90] predict the exponents to be one, which has been also the very old experimental finding by Chynoweth [14]. A different treatment by Wolff [118] predicts the exponents to be two. A menu of numerical values for the coefficients of (17) and (18) compiled from literature data is summarized in Table 1 for electrons and in Table 2 for holes. Temperature dependent ionization coefficients which are claimed to perfectly fit measurements have been given in [25], [68].

<table>
<thead>
<tr>
<th>$\alpha_n^\infty$ [$\text{cm}^{-1}J$]</th>
<th>$E_{\text{crit}}^{\text{crit}}$ [V cm$^{-1}$]</th>
<th>$\gamma_n$</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,0 $\cdot 10^6$ 1,66 $\cdot 10^6$</td>
<td>1 $\cdot 10^5$ V/cm $\leq E &lt; 5 \cdot 10^5$ V/cm</td>
<td>1 [26]</td>
<td></td>
</tr>
<tr>
<td>6,2 $\cdot 10^5$ 1,08 $\cdot 10^6$</td>
<td>2,4 $\cdot 10^5$ V/cm $\leq E &lt; 5,3 \cdot 10^5$ V/cm</td>
<td>1 [36]</td>
<td></td>
</tr>
<tr>
<td>1,28 $\cdot 10^6$ 2,54 $\cdot 10^6$</td>
<td>$E &lt; 5 \cdot 10^5$ V/cm</td>
<td>1 [44]</td>
<td></td>
</tr>
<tr>
<td>1 $\cdot 10^6$ 5 $\cdot 10^6$</td>
<td>$E &gt; 5 \cdot 10^5$ V/cm</td>
<td>1 [44]</td>
<td></td>
</tr>
<tr>
<td>1,6 $\cdot 10^6$ 1,65 $\cdot 10^6$</td>
<td>2 $\cdot 10^5$ V/cm $\leq E &lt; 6,7 \cdot 10^5$ V/cm</td>
<td>1 [58]</td>
<td></td>
</tr>
<tr>
<td>3,8 $\cdot 10^6$ 1,75 $\cdot 10^6$</td>
<td>$E &lt; 6,7 \cdot 10^5$ V/cm</td>
<td>1 [95], [96]</td>
<td></td>
</tr>
<tr>
<td>2,2 $\cdot 10^6$ 1,54 $\cdot 10^6$</td>
<td>$E &lt; 5 \cdot 10^5$ V/cm</td>
<td>1 [99]</td>
<td></td>
</tr>
<tr>
<td>7 $\cdot 10^5$ 1,4 $\cdot 10^6$</td>
<td>$E &lt; 5 \cdot 10^5$ V/cm</td>
<td>1 [107]</td>
<td></td>
</tr>
<tr>
<td>7,03 $\cdot 10^5$ 1,231 $\cdot 10^6$</td>
<td>$1,75 \cdot 10^5$ V/cm $\leq E &lt; 6 \cdot 10^5$ V/cm</td>
<td>1 [110]</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Constants for impact ionization of electrons
Baraff [7] has claimed these theories to be two limiting cases of a more rigorous model. For low fields Shockley's model is more suitable, whereas for high fields Wolff's model is asymptotically correct. Unluckily, Baraff's results cannot be given in closed form; they have been obtained by a numerical solution of the Boltzmann transport equation, however, restricted to the assumption of an unrealistic band structure. However, a universal plot for both electrons and holes has been presented, which shows

$$\alpha \cdot \lambda = f\left( \frac{E_r}{E_i}, \frac{E_i}{q \cdot \lambda \cdot E} \right) $$ (19)

$\lambda$ is the mean free path between collisions with high energetic phonons; $E_r$ is the average loss of energy defined per such collision; and $E_i$ denotes the ionization energy, as already defined. Numerical values collected from miscellaneous publications are summarized in [79].

Baraff's universal curves have been approximated with compact formulae so that an application for the purpose of simulation becomes easier. The following expression has been suggested by Crowell and Sze [20]:

$$\alpha \cdot \lambda = \exp\left( C_0(r) + C_1(r) \cdot x + C_2(r) \cdot x^2 \right) $$ (20)

with:
This approximation is claimed to be accurate within two percent maximum error over the range \( r \in [0.01, 0.06] \) and \( x \in [5, 16] \). An even more accurate approximation has been given in [94].
the field at which the phonon energy is reached in one mean free path (cf. [103]). (23) includes the asymptotic behavior of the ionization rate, which has been predicted by Baraff. Thornber states that (23) is the first simple, physical, analytical expression for the ionization coefficient valid for all fields. However, by fitting this expression to the experimental data of, e.g. [36], [110], Thornber himself has obtained unexpected large values for the ionization energies.

Recently it has been tried to calculate the impact ionization coefficients by Monte Carlo methods taking into account a realistic band structure [87], [88], [100]. This interesting work, however, is subject to considerable controversy [11], [37].

In the context of impact ionization in very small devices and for low bias applications one problem, the dark space phenomenon, has to be faced. In regions of a device with a large gradient of the electric field component parallel to current flow all models of impact ionization which we have discussed can be expected to overestimate the ionization rates. The carriers first have to gain an energy on their path through the device which is larger than the threshold energy for ionization before impact ionization can take place. The ionization rate at a specific place, thus, will depend, qualitatively spoken, not only on the local field, but also upon the field distribution in that vicinity. Therefore, the dark space phenomenon is frequently termed a non-local effect, e.g. [67]. A rigorous treatment of this and related phenomena [86] with models consisting of pure differential equations is impossible; it is also inconsistent with the usually assumed current relations because for their derivation moderate gradients for the electric field have been assumed (cf. [84]). In a very recent paper [46] an approach to tackle this problem has been proposed, which is basically an extension of Shockley's "Lucky Electron" model. However, in order to understand the many detailed effects of impact ionization many more experimental and theoretical investigations have to be undertaken.

MATHEMATICAL ANALYSIS

From the many mathematical and numerical problems associated with the solution of the basic semiconductor equations for a specific
device, three particular topics will be treated in the following sections. First of all the boundary conditions involved in MOS-modeling will be outlined, since, from a mathematical point of view, a problem with differential operators is only properly defined with boundary conditions. Secondly, the scaling of the semiconductor equations will be discussed. This problem, though of minor interest to the user of a simulation tool on first glance, gives major decisions for subsequent computations and it is frequently underestimated. Finally, the singular perturbation approach towards a structural analysis of solutions to the basic semiconductor equations is presented. The results of this section give much very useful information on the appropriate selection of numerical methods for actual computations.

Boundary Conditions

All semiconductor devices are principally three dimensional structures. However, in many cases the device under consideration is intrinsically two or even one dimensional and then one can assume that the partial derivatives of the parameters and of the dependent variables of the basic equations perpendicular to a plane (line) vanish, so reducing the problem by one (two) space dimensions, and, thus, simplifying the numerical solution drastically. The basic semiconductor equations (1) to (5) are then posed in a bounded domain $D \subseteq \mathbb{R}^n$ ($n=1,2,3$) representing the device geometry for the purpose of simulation.

The boundary $\partial D$ of $D$ is piecewise smooth for the two or three dimensional problem; it is represented, trivially, by two points for the one dimensional problem (which is of minor interest for modeling MOSFET's). The boundary can be split in principle into two parts.

$$\partial D = \partial D_p \cup \partial D_A \quad (24)$$

$\partial D_p$ represents those parts of the boundary which correspond to real "physical" boundaries like contacts and interfaces to insulating material. $\partial D_A$ consists of artificial boundaries which have to be introduced, for instance, to separate neighboring devices in integrated circuits. This second category of boundaries does, therefore, not correspond to boundaries in the physical sense.

In order to illustrate this classification refer to Fig. 1 which
shows the idealized two-dimensional simulation geometry for a planar MOS transistor.

Fig. 1: Idealized simulation geometry of a planar MOSFET

The total domain for the simulation is bounded by the polygon A-B-C-D-E-F-G-H-A. It is obvious that the basic equations (1) to (5) are only posed in the subdomain A-B-E-F-G-H-A. For the insulator (subdomain bounded by B-C-D-E-B), one usually specifies the Laplace equation for the electrostatic potential, and one neglects the existence of any mobile carriers.

\[ \text{div grad } \psi = 0 \]
\[ n = p = C = 0 \]

One should be aware that by assuming (25) and (26) no gate currents can be calculated and the influence of oxide charges is also neglected. Some considerations on these topics can be found in, e.g., [73], [98], [116].
The boundaries A-B, E-F, C-D and B-E can be interpreted as physical boundaries denoting three idealized contacts and an interface between the semiconductor and the insulator, respectively. These boundaries form $\partial D_p$. As artificial boundaries A-H, B-C, D-E, F-G and G-H can be identified. These boundaries do not exist in the real device and are only introduced to enable the simulation. It is obvious that these boundaries are not introduced completely arbitrarily. Having a priori information about the functioning of a device it is usually possible to define somewhat natural boundaries which separate the device in a self contained manner from its environment. It should be noted that artificial boundaries are sometimes also introduced to simplify the numerical solution of the basic equations. The boundary G-H represents such a boundary piece. Considering the real dimensions of a MOS transistor we know that the length of the interface B-E is on the order of $1\mu m$ whereas the thickness of the wafer, i.e. the distance between the interface and bulk, is about $500\mu m$. Thus, the real geometry is a long, small stripe which has a disastrous impact on many classical numerical solution methods for the basic equations. From knowledge about the operation of the MOS transistor we can deduce that by cutting off the simulation geometry at some sufficiently large distance from the interface (G-H) we introduce only a small error for most operating conditions of the MOS transistor. In particular, the voltage drop between G-H and the bulk contact and the potential distribution along G-H has to be known such that the artificial boundary G-H is an acceptable simplification [76].

$\partial D_p$, the physically motivated part of the boundary, can be roughly split into two classes.

$$\partial D_p = \partial D_O \cup \partial D_I.$$

(27)

$\partial D_O$ denotes the parts of the boundary corresponding to ohmic contacts and $\partial D_I$ are the interfaces to insulating material.

As boundary condition for the electrostatic potential at ohmic contacts we have in general a functional relation between the electrostatic potential and the total current density, which can include first order derivatives with respect to time and the unit vector perpendicular to the boundary and integrals with respect to time and the area of the ohmic contact. We denote this formally with the following implicit relation:
The simplest boundary conditions are obtained for purely voltage or purely current controlled contacts. In this case (28) simplifies to an explicit boundary condition (Dirichlet condition) for the electrostatic potential.

\[ \Psi(t) - \Psi_b = \Psi_b(t) \mid \partial D_o = 0 \]  

(30)

\( \Psi_b(t) \) denotes the externally applied bias and \( \Psi_b \) represents the built-in potential.

For a contact \( \partial D_o \) which is current controlled in an ideal manner (28) can be given as:

\[ \int_{\partial D_o} (\mathbf{J}_n + \mathbf{J}_p) \cdot d\mathbf{A} - I_D(t) = 0 \]  

(31)

\( I_D(t) \) is the total current which is forced to flow through the contact. Substituting the current relations (4) and (5) into the boundary condition (31) one obtains an integral boundary condition. However, an additional condition is required to avoid ambiguities since only the electric field and not the electrostatic potential enters in the boundary condition. One usually assumes that the ohmic contact is ideally conducting which means that there is no voltage drop in the boundary.

\[ \Psi(t) - \Psi_b \mid \partial D_o = \text{const.} \]  

(32)

The derivatives with respect to time of the electric field and the total current enter into the boundary condition for the case of a capacitive, or inductive load. The boundary conditions for a given external load circuit are, with some knowledge about circuit theory, similarly to derive as for ideal current drive. In the mathematical sense one will obtain a fairly complex time dependent boundary condition.

As boundary conditions for the carrier densities it is well established, although a matter open to physical criticism, to assume thermal equilibrium (which corresponds to infinite surface recombination velocities) and vanishing space charge at ohmic contacts.
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\[ n \cdot p - n_1^2 = 0 \]  \hspace{1cm} (33)
\[ n - p - C = 0 \]  \hspace{1cm} (34)

These two conditions can be rearranged into Dirichlet boundary conditions for electrons and holes.

The second category of boundaries in (27) are the interfaces \( \partial D_i \) between the semiconductor and insulating material. At such interfaces the law of Gauss in differential form must be obeyed.

\[ \frac{\partial \psi}{\partial n} \bigg|_{\text{sem}} - \frac{\partial \psi}{\partial n} \bigg|_{\text{ins}} = Q_{\text{int}} \]  \hspace{1cm} (35)

\( \mathbf{n} \) denotes the unit normal vector on \( \partial D \) which exists almost everywhere (that is, everywhere except on a subset of \( \partial D \) of Lebesgue measure zero). Practically, \( \mathbf{n} \) possibly does not exist on a finite number of edges.

\( \varepsilon_{\text{sem}} \) and \( \varepsilon_{\text{ins}} \) are the permittivity in the semiconductor and the insulator, respectively. \( Q_{\text{int}} \) represents charges at the interface. For interfaces to a thick insulator, e.g. field oxide, one frequently assumes in the insulator a vanishing electric field component perpendicular to the interface, so that (35) simplifies to:

\[ \frac{\partial \psi}{\partial n} \bigg|_{\text{sem}} = Q_{\text{int}} \]  \hspace{1cm} (36)

Quite often the existence of interface charges is also neglected. (36) then reduces to a Neumann boundary condition for the electrostatic potential. In several MOS simulation programs the Laplace equation is not solved explicitly in the insulator. Instead a one dimensional potential drop perpendicular to the interface is assumed which leads to a mixed boundary condition for the electrostatic potential at the interface:

\[ \frac{\partial \psi}{\partial n} \bigg|_{\text{sem}} - \frac{\partial \psi}{\partial n} \bigg|_{\text{ins}} \frac{U_G - \psi}{t_{\text{ins}}} = Q_{\text{int}} \]  \hspace{1cm} (37)

\( U_G \) denotes the electrostatic potential at the gate contact C-D; \( t_{\text{ins}} \) is the thickness of the insulator C-B. It is obvious that it is much easier to program the mixed boundary condition (37) instead of solving the Laplace equation in the insulator. However, if the length of the interface B-E is not extraordinarily large compared to the thickness of the insulator the error introduced is, from my own personal experience, intolerably large.
For the continuity equations the current components perpendicular to the interface must equal the surface recombination rate $R_{\text{SURF}}$.

$$\mathbf{J}_n \cdot \mathbf{n} = -q \cdot R_{\text{SURF}}$$  \hspace{1cm} (38)

$$\mathbf{J}_p \cdot \mathbf{n} = q \cdot R_{\text{SURF}}$$  \hspace{1cm} (39)

Quite frequently the existence of surface recombination is simply ignored by assuming vanishing surface recombination velocities. Under certain circumstances, depending on the specific device and its operating conditions, this can be justified.

For the artificial boundaries in (24) one assumes either the natural boundary conditions (Neumann conditions) which guarantee that the domain under consideration, i.e. the simulated device area, is self contained (40), or one specifies Dirichlet values for the electrostatic potential and the carrier densities, which are a priori estimated (e.g. at G-H in Fig. 1).

$$\frac{\partial \Psi}{\partial n} = 0, \quad \frac{\partial n}{\partial n} = 0, \quad \frac{\partial p}{\partial n} = 0$$  \hspace{1cm} (40)

The applicability of these boundary conditions has to be justified by physical and mathematical reasoning. In Fig. 1, for instance, the distances A-B and E-F must be sufficiently large that the error introduced by the artificial boundary conditions at A-H and F-G is tolerably small. A definite requirement for the applicability of the boundary conditions (40) is that the derivatives of the parameters $C$, $D_n$, $D_p$, $\Psi_n$ and $\Psi_p$ with respect to the unit normal vector at the boundary vanish along the artificial boundary.

It is to note that the basic semiconductor equations only constitute a time dependent problem if the boundary condition for the electrostatic potential is time dependent. If the boundary condition for the electrostatic potential is time invariant the semiconductor equations reduce to a system of three coupled elliptic equations.

**Scaling**

Since the dependent variables $(\Psi, n, p)$ in the basic equations (1) to (5) are of greatly different orders of magnitude and show a strongly different behavior in regions with small and large space charge, the first step towards a structural analysis of the basic equations has
to be appropriate scaling. A standard way of scaling which was established for many years has been given by DeMari [22], [23]. However, a scaling which is more rigorous from the mathematical point of view has been introduced in [113], [114] and further developed in [49], [50]. The factors for this scaling are summarized in Table 3.

<table>
<thead>
<tr>
<th>quantity</th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x)</td>
<td>(x_0)</td>
<td>(\max</td>
</tr>
<tr>
<td>(\Psi)</td>
<td>(\Psi_0)</td>
<td>(k \cdot \frac{T}{q})</td>
</tr>
<tr>
<td>(n,p,C)</td>
<td>(C_0)</td>
<td>(\max</td>
</tr>
<tr>
<td>(D_n, D_p)</td>
<td>(D_0)</td>
<td>(\max(D_n(\vec{x}), D_p(\vec{x})), \vec{x} \in \mathbb{D})</td>
</tr>
<tr>
<td>(\mu_n, \mu_p)</td>
<td></td>
<td>(D_0/\Psi_0)</td>
</tr>
<tr>
<td>(R)</td>
<td></td>
<td>(D_0 \cdot C_0/x_0^2)</td>
</tr>
<tr>
<td>(t)</td>
<td></td>
<td>(x_0^2/D_0)</td>
</tr>
</tbody>
</table>

Table 3: Scaling Factors

The basic equations will transform with this scaling (after substituting (4) into (2) and (5) into (3), respectively) into:

\[
\lambda^2 \cdot \text{div} \text{ grad } \Psi - (n - p - C) = 0 \quad (41)
\]

\[
\text{div} (D_n \cdot \text{grad } n - \mu_n \cdot \text{grad } \Psi) - R(\Psi, n, p) = \frac{\partial n}{\partial x} \quad (42)
\]

\[
\text{div} (D_p \cdot \text{grad } p + \mu_p \cdot \text{grad } \Psi) - R(\Psi, n, p) = \frac{\partial p}{\partial x} \quad (43)
\]

with:

\[
\lambda^2 = \frac{\Psi_0 \cdot \epsilon}{x_0^2 \cdot q \cdot C_0} \quad (44)
\]

All quantities in (41) to (43) are scaled. The differential operators are taken with respect to the scaled independent variables. For the sake of transparency, however, an explicit indication (e.g. an index) has been omitted. Furthermore, the equations (41) to (43) have been multiplied with combinations of the scaling factors, namely:

\[
\frac{\epsilon}{q \cdot C_0} \quad \text{for (1)}
\]

\[
\frac{x_0^2}{D_0 \cdot C_0} \quad \text{for (2), (3)}
\]
Note, that in the scaled Poisson equation (41) the space charge is scaled to maximally $O(1)$ which allows to take directly the residuals of (41) as a measure of the computational accuracy for actual computations. Analogous statements hold for the continuity equations.

The parameter $\lambda^2$ in (41) is a very small constant; its numerical value is in the order of $10^{-10}$ to $10^{-6}$. By physically reasoning $\lambda$ can be identified as the scaled minimum Debye length in the device. The fact that the Laplacian in the Poisson equation is multiplied with a very small constant enables an asymptotic analysis of the basic semiconductor equations by means of singular perturbation theory. This will be the topic of the next section.

It should be noted that for high voltage problems it is preferable to scale the electrostatic potential with the maximum applied bias instead of the thermal voltage $kT/q$. Such a modification of the scaling has only a minor impact on the following analysis of the basic equations. However, in view of computational aspects it is advantageous since all scaled dependent variables are then maximally $O(1)$.

The Singular Perturbation Approach

The scaled basic semiconductor equations (41) to (43) constitute a singularly perturbed boundary value problem with perturbation parameter $\lambda$ [51]. This interpretation is attractive because it allows the application of classical strategies for the qualitative analysis of the basic equations, e.g. [27], [32].

At first one usually tries to solve a singularly perturbed problem by a regular expansion in $\lambda$, the perturbation parameter. For the semiconductor equations this yields:

$$w(x,t,\lambda) = \sum_{i=0}^{\infty} \tilde{w}_i(x,t) \cdot \lambda^i$$

with:

$$w = (\psi, n, p)$$

$$\tilde{w}_i(x,t)$$

The $\tilde{w}_i(x,t)$ are independent of $\lambda$ and shall represent "slowly varying" quantities (slow compared to the variation of the doping
profile across pn-junctions). Such an expansion implies a smooth dependence of the solution upon \( \lambda \). By inserting (45) into equations (41) to (43) and setting \( \lambda \) equal to zero we obtain the so-called reduced problem.

\[ \tilde{n}_0 - \tilde{p}_0 - C = 0 \]  

(47)

\[ \text{div} \left( D_{n} \cdot \text{grad} \tilde{n}_0 - \nu_{n} \cdot \tilde{n}_0 \cdot \text{grad} \tilde{\Psi}_0 \right) - R(\tilde{\Psi}_0, \tilde{n}_0, \tilde{p}_0) = \frac{\partial \tilde{n}_0}{\partial t} \]  

(48)

\[ \text{div} \left( D_{p} \cdot \text{grad} \tilde{p}_0 + \nu_{p} \cdot \tilde{p}_0 \cdot \text{grad} \tilde{\Psi}_0 \right) - R(\tilde{\Psi}_0, \tilde{n}_0, \tilde{p}_0) = \frac{\partial \tilde{p}_0}{\partial t} \]  

(49)

In semiconductor device physics this problem is called the charge-neutral approximation and has proved to be very valuable. Note, that it has been derived here very formally. However, as we have mentioned before the net doping distribution \( C \) varies rapidly; actually, it changes almost abruptly at pn-junctions. Therefore, the expansion (45) is insufficient to describe solutions of the basic equations completely. We can see this from relation (47) which cannot be fulfilled with slowly varying quantities \( \tilde{n}_0, \tilde{p}_0 \) for rapidly changing \( C \).

A pn-junction can be described in more mathematical terms as a \( n \)-dimensional manifold \( \Gamma \) (\( n \) denotes the number of space dimensions) which splits the domain into two subdomains. If there exists more than one pn-junction in a device, which usually is the case, the simulation domain has to be split into subdomains whose "inner" boundaries represent the pn-junction. Since the procedure to be outlined in the following is the same for each of the junctions it is demonstrated for one pn-junction only, without loss of generality. By partitioning the simulation geometry along the pn-junction into subdomains the net doping concentration \( C \) does not change sign within each of the subdomains. Furthermore, one splits the doping profile within each subdomain into two parts:

\[ C = \tilde{C} + \hat{C} \]  

(50)

\( \tilde{C} \) represents the slowly varying (within the subdomain) contribution to the doping concentration, and \( \hat{C} \) is rapidly (typically exponentially) decaying to zero away from the pn-junction. For an ideal abrupt junction \( \hat{C} \) would be zero. We replace now the total doping concentration \( C \) in (47) by the smooth part \( \tilde{C} \).

\[ \tilde{n}_0 - \tilde{p}_0 - \tilde{C} = 0 \]  

(51)
As the expansion (45) is inappropriate to describe the full solution in the vicinity of a pn-junction \( \Gamma \) it has to be supplemented by "layer" terms according to singular perturbation theory.

\[
 w(x, t, \lambda) = \sum_{i=0}^{\infty} \left( \hat{w}_i(x, t) + \hat{w}_i(r, s, t) \right) \cdot \lambda^i \tag{52}
\]

The following coordinates have been employed. \( r = r(\vec{x}) \) is the point on the pn-junction \( \Gamma \) closest to \( \vec{x} \); \( s = s(\vec{x}) \) denotes the distance between \( \vec{x} \) and \( \Gamma \).

If one evaluates the scaled continuity equations (42) and (43) after substituting (52) and carrying out the differentiation, one obtains, by comparing coefficients of order \( O(\lambda^{-1}) \), a system of ordinary differential equations in \( (\Psi_0, n_0, p_0) \) (cf. [53]). The quantities \( n_0, p_0 \) vanish which means that no zero order internal layers exist.

In order to define the reduced problem completely, four "interface conditions" have to be additionally imposed on the two second order equations (48) and (49) at the pn-junction \( \Gamma \). These are obtained by matching the full solution (52) at the pn-junction [S036]. The solution of the reduced problem is an \( O(\lambda) \) approximation to the full solution away from \( \Gamma \). This reduced problem is a valuable tool for the development and analysis of numerical solution methods for the full problem, since the reduced problem has to be solved implicitly by any discretization method which should deliver sufficient accuracy for a reasonable number of grid points [81], [85].

One crucial point in these considerations is the behavior of the solution of the full problem and of the expansion (52) close to the boundary \( \partial D \). By setting \( \lambda \) equal to zero we lose one degree of freedom in imposing boundary conditions. Therefore, the reduced solution will only be close to the full solution near those parts of the boundary \( \partial D \) where the boundary conditions do not contradict the algebraic equation (51) [53]. This is the case for ideal ohmic contacts, but not for interfaces where large normal components of the electric field occur, which lead to boundary layers [52], i.e. MOS inversion layer. However, one can overcome this problem by adding to the boundary layers at interfaces layer terms in (52) in a similar manner as has been done for the internal layers at pn-junctions [53], [S036]. Anyway, the reduced solution will for many applications (numerical computations) serve as an excellent initial guess for the full solution, as has been confirmed by numerical experiments [34].
EXAMPLES OF PROPER MODEL APPLICATION

The next sections are devoted to two typical examples of applications of simulation programs. At first the influence of lightly-doped-drain (LDD) on impact ionization in a miniaturized planar MOSFET will be pinpointed. The simulations for this purpose have been carried out with the MINIMOS program [77], [79]. Secondly, the behavior of holes in a vertical MOSFET, a SIPMOS transistor [104], close to breakdown will be sketched. For this example the simulations have been performed with the BAMBI program [35].

Impact ionization in LDD MOSFET's

New concerns about degradation of transistor characteristics due to impact ionization are introduced by the scaling of feature sizes in VLSI devices. Therefore, many process modifications have been suggested to either reduce the peak electric field in the drain region or to shift the region of the peak electric field from underneath the gate electrode more down into the bulk, e.g., [93], [97]. One such concept is based on having lightly doped drains (LDD). It is intuitively expected that MOSFET's with LDD are less sensitive to impact ionization than conventional devices. However, only little data has been published on the real performance bargain obtained by the LDD concept [5].

To outline the influence of the LDD on the peak electric field and the impact ionization rate two transistors each with 1μm channel length have been simulated. The doping profile of these transistors is shown in Fig. 2. To give a better visibility only one half of the transistors, starting from the middle of the channel up to the heavily doped drain area, has been drawn.

In Fig. 3 the lateral component of the electric field, i.e. the component parallel to the interface is shown. The windows of the drawings are the same as for the doping profiles. The peak electric field is reduced from 6.4·10⁻⁵ V/cm in the conventional structure to 3.3·10⁻⁵ V/cm in the device with the LDD at the bias conditions (UGS=1V, UDS=5V). The success of the LDD on reducing the peak electric field is clearly demonstrated thereby.
Fig. 2: Doping profile, log.scale, [cm\(^{-2}\)]

without LDD  
with LDD

Fig. 3: lateral component of electric field, lin.scale, [V/cm]

without LDD  
with LDD

Fig. 4 shows the impact ionization rates for the two transistors. The maximum ionization rate is reduced from \(4.2 \cdot 10^{28}\) pairs per cubic centimeter and second to about \(1.3 \cdot 10^{27}\) cm\(^{-3}\)s\(^{-1}\). Furthermore the area covered by impact ionization is also smaller in the LDD device.
and the behavior close to the maximum is much smoother. Therefore, a non-negligible reduction of the substrate current (about 75%) can be observed.

The Behavior of Holes in SIPMOS Devices

Since the field of applications of power MOS-Transistors has significantly broadened in recent years, one example of power MOSFET modeling will be sketched in the following. The question of the behavior of the hole concentration in a 100V SIPMOS transistor has been investigated for this purpose. Three operating points at a gate bias of UGS=6V and drain biases of UDS=50V, 100V and 150V, respectively, have been calculated. Fig. 5 shows the doping profile of the device under consideration. The epilayer thickness of the n⁻-drain has been designed to safely block 100V.

Fig. 6, Fig. 8 and Fig. 10 show the magnitude of the electron current density for the chosen operating conditions. One can nicely see that the current is injected from the inversion channel into a fairly narrow path. In the lowly doped epilayer the current density spreads expectedly. The maximum of the current density is certainly found in the inversion channel at the interface.
Fig. 5: Doping profile of SIPMOS Transistor, log.scale, \([\text{cm}^{-3}]\)

Fig. 6: Magnitude of electron current density, log.scale, \([\text{A/cm}^2]\)

Fig. 7: Concentration of holes, log.scale, \([\text{cm}^{-3}]\)

(UGS=6V, UDS=50V)
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Fig. 8: Magnitude of electron current density, log.scale, [A/cm²]

Fig. 9: Concentration of holes, log.scale, [cm⁻³]

Fig. 10: Magnitude of electron current density, log.scale, [A/cm²]

Fig. 11: Concentration of holes, log.scale, [cm⁻³]
Fig. 7, Fig. 9 and Fig. 11 show the hole concentration at \( V_{DS}=50 \text{V}, 100 \text{V} \) and \( 150 \text{V} \), respectively. At \( V_{DS}=50 \text{V} \) no holes are yet generated by impact ionization; this operating point can therefore serve as a reference. At \( V_{DS}=100 \text{V} \) one can see a non-negligible amount of holes being generated in the epilayer close to the channel region. The hole current contributes at this bias condition with about 15\% to the total drain current. At \( V_{DS}=150 \text{V} \) the hole concentration generated by impact ionization is larger than the doping concentration of the epilayer. The device is very close to breakdown. The hole current exceeds 30\% of the total drain current. From Fig. 12 showing the magnitude of the hole current density we can deduce that the holes flow to some extent to the interface forming an accumulation layer but to a larger extent they flow directly towards the \( p^+ \) region where they are collected by the source contact which overlaps the \( p \)-doped area.

![Graph showing hole concentration](image)

(\( U_{GS}=6 \text{V}, U_{DS}=150 \text{V} \))

Fig. 12: Magnitude of hole current density, log.scale, \([A/cm^2]\)

A last remark should be made about the negative differential output conductance which SIPMOS devices and similar vertical power MOSFET's exhibit for high gate bias. This phenomenon could not be observed in simulated characteristics obtained by the Bambi program. Since the heat flow equation is not solved self-consistently with the
semiconductor equations by BAMBI, but a constant temperature is assumed all over the device, one may speculate this negative differential conductance to be caused by a thermal effect. The fairly narrow electron current path (cf. Fig. 6, Fig. 8, Fig. 10) might be heated locally by the high current densities which decreases the current and, thus, leads to a negative differential conductance [70].

CONCLUSION

Some aspects of modern MOSFET modeling have been reviewed. It should be explicitly stated that progress in this field can only be expected if progress in the understanding of the basic physical phenomena of carrier transport in MOSFET's is achieved. The mathematical prerequisites to model MOS-Transistors are sufficiently developed to carry out simulations for research purpose with a considerable, but acceptable amount of computer resources. However, as simulation programs improve in scope, reliability and accuracy, it can be expected that their use to aid device development will still significantly increase.
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