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Recently, correlated drain and gate current fluctuations have been ob-

served in nano-scaled MOSFETs, indicating that their occurrence is

linked to the same defect. One explanation for this observation can

be given by the multi-state defect model, which has been developed

to describe the hole capture and emission processes involved in the

bias temperature instability (BTI). This model relies on a combination

of metastable defect states and nonradiative multi-phonon transitions.

Our detailed investigations demonstrate that the observed gate current

fluctuations and their correlation with the drain noise can be well re-

produced using a TAT mechanism based on the multi-state model.

Introduction

Years ago, on-the-fly measurements and the measure-stress-measure techniques were

employed to probe the bias temperature instability (BTI), where the latter uses the shape

of relaxation curves to characterize the stressed devices. By contrast, ultra-scaled device

technologies contain only a handful of oxide defects, whose discharging events appear as

abrupt steps in the relaxation curves. Each of these steps is of a certain height, which is

characteristic for one oxide defect. Using this fingerprint, these steps can be used to di-

rectly study the detrapping behavior of defects and thus the recoverable component of BTI.

This idea was implemented in a new measurement technique called time-dependent defect

spectroscopy (TDDS), which has led to several crucial findings regarding the hole cap-

ture and emission involved in BTI. The more permanent component, which considerably

contributes to long-term degradation (1–6), is not discussed here.

Traditionally, BTI has been discussed within the framework of the reaction-diffusion

(RD) model, in which the kinetics are governed by hydrogen diffusion from and towards

the interface (7–9). However, TDDS studies have demonstrated that the recoverable com-

ponent of BTI must be ascribed to a first-order reaction (10), which is consistent with NMP

hole capture and emission processes but not with the RD model.

Furthermore, the capture times exhibit a strong gate bias and temperature dependence.

The latter cannot be reconciled with elastic tunneling, which is only weakly temperature

dependent. By contrast, nonradiative multi-phonon (NMP) processes (11, 12), discussed

later in detail, offer an explanation since they are thermally activated and also predict the

experimentally observed exponential gate bias dependence.

Finally, the TDDS also provides strong experimental evidence that the oxide defect

must feature metastable states:

(i) In a simple two-state model (see Fig. 1), there must exist a functional correlation

of the form τc(Vg,T ) = f (τe(Vg,T )) between the hole capture (τc) and emission
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Figure 1: State diagram of an oxide defect with two states (left) and four states (right). The single

states are enumerated (1, 2, 1′, 2′) while the arrows indicate transitions between them with the

corresponding time constants (τ12, τ21, τ12′ , τ2′1, . . .). While hole capture and emission in the two-

state model must be correlated, this is not the case for the four-state model due to the introduction

of intermediate states (1′, 2′). The findings of the points (i)-(iv) indicate the existence of metastable

states as they are present in the four-state model.

(τe) time constants if NMP processes are assumed. However, no such a correla-

tion could be confirmed experimentally, indicating the existence of a metastable

state (2′) in a four-state model (13).

(ii) The gate bias dependence of the capture times (14) shows a curvature that is best

described by the introduction of the metastable state 2′.

(iii) AC TDDS experiments (15, 16) have revealed a pronounced frequency depen-

dence of the capture times, which has been traced back to the occupancy of the

metastable state 2′ (17, 18).

(iv) In the TDDS studies two types of defects have been observed — namely, fixed

oxide traps, which have temperature independent emission times, and switching

oxide traps, which show a pronounced gate bias dependence around the recovery

voltage (13, 14). In the four-state model (see Fig. 1), their distinct detrapping be-

havior may result from the different possible pathways over the two intermediate

states 1′ and 2′ during a hole emission event.

(v) The metastable configurations can furthermore give an explanation for particular

noise phenomena, such as temporary (tRTN) and anomalous (aRTN) random

telegraph noise. In such a four-state model, RTN can be understood by temporary

transitions to states, in which the defect dwells for a certain time interval but does

not produce a noise signal (14).

In summary, the TDDS has produced several crucial hints for modeling and thus un-

derstanding of the BTI phenomenon. However, we suspect that also other reliability is-

sues, such as the drain current RTN (20, 21), involve the same type of oxide defects and

rely on the same charge capture and emission processes. This hypothesis is supported by

a number of studies that link NMP processes to drain noise (22, 23) and the gate leak-

age (24–26) but disregard the possible existence of metastable states. Interestingly, recent

publications (19, 27–29) report that the drain and gate current noise is sometimes corre-

lated (see Fig. 2) in both pFET or nFET devices. Microscopically, this means that the

level of the gate current is linked to the charge state of the oxide defects (28, 30). A pos-

sible explanation relies on trap-assisted tunneling (TAT), where the bistable defect is only

conductive in one of its configurations and the hole capture and emission into and out of
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Figure 2: Simultaneously recorded gate (Ig) and drain (Id) current traces shown in the upper and the

lower panel, respectively (19). After a time period of τc,i (i = 1,2, . . .), a hole is captured and Id
drops to its lower level while Ig increases significantly at the same time. When the hole is emitted

again (after a time period of τe,i), both currents return to their initial values. Microscopically, this

means that the defect provides an additional conductive path through the oxide in its positive charge

state (higher level of the gate current) while this path is closed when the defect is neutral (lower

level of the gate current).

the oxide defect proceed via NMP transitions. This puzzling correlation is a phenomenon,

which is observed for a few defects since it becomes only visible within certain gate bias

and temperature ranges. Nevertheless, it reveals much about the nature of defects and thus

may help to understand the trapping behavior of oxide defects involved in several reliability

issues. In this paper we apply the multi-state defect model, which was developed for the

explanation of the BTI, to the correlated drain and gate current noise. Our work provides a

physical link between BTI, drain RTN, and the gate current noise.

Multi-State Multi-Phonon Model

As discussed before, the TDDS suggested two decisive ingredients for modeling BTI.

These parts are the NMP processes for the charge transfer between the defects and the bulk,

on the one hand, and the metastable states, on the other hand. The former can be understood

at an atomistic level. Starting from the Huang-Born approximation, the electrons and the

nuclei are treated as a common quantum mechanical system. However, the positions of the

nuclei enter in this system parametrically and thus determine the energy of the system. This

means that the energy and the configuration of the defect are coupled and the defect must

move on the so-called adiabatic potential energy surfaces (Vi, Vj). These surfaces exist

for different charge states and may intersect (see Fig. 3 left). At these intersection points,

the probability of an NMP transition reaches its maximum so that the NMP processes,

such as hole capture or emission in BTI, primarily takes place there. A rigorous quantum

mechanical derivation of these NMP transitions leads to the so-called lineshape functions

(LSF). For device simulation we have chosen their high-temperature limit of the LSFs,

which provides a good approximation at practical device operation temperatures (31). In

order to incorporate all NMP transitions to and from the conduction and the valence band
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Figure 3: Configuration coordinate diagram for hole capture. Left: The defect is present in two

charge states, labeled i and j here. Their adiabatic potentials determines their equilibrium configu-

rations qi and qj and their corresponding minimum energies Vi and Vj. The arrow indicates an NMP

transition for a hole which is emitted from the substrate into the defect. During this process, the

defect must be thermally excited from qi on the left curve (neutral defect) up to the intersection

point (IP) with the right curve (positive defect). At this point, the actual hole capture takes place.

Subsequently, the defect relaxes to the minimum energy of the right curve at q j. Right: Here, all

band states within the substrate conduction (lower parabolas) and valence (upper parabolas) band

have been taken into consideration. The parabola of the initial state i shifts with the energy E of

electron which is exchanged with the substrate during the NMP process. By contrast, the equilib-

rium configurations remain unaffected by the electron energy. Vc and Vv correspond to the adiabatic

potentials for the case when the hole is captured from the conduction or the valence band edge,

respectively.

(see Fig. 3 right), the overall hole capture (k0/+) and emission (k+/0) rates are obtained by

the integrals over the carrier energy (32)

k0/+ = k0

∫

Dp(E)λp(E,xt) f0/+(Vs = E−Et) fp(E)dE [1]

k+/0 = k0

∫

Dp(E)λp(E,xt) f+/0(Vs = Et−E) fn(E)dE [2]

with E and Dp(E) being the carrier energy and the valence band density of states, respec-

tively. fn(E) and fp(E) stand for the electron and hole occupancy, respectively. They

follow the Fermi-Dirac distribution for typical BTI operation conditions and are therefore

related by fp(E) = 1− fn(E). λp(E,xt) denotes the electron/hole tunneling factor, derived

from Wentzel-Kramers-Brillouin theory. Et and xt are the thermodynamic trap level and

the trap depth, respectively. f0/+ and f+/0 denote the LSF for hole capture and emission,

respectively, and can be evaluated using

fi/ j(Vs) =
1

2

√

ciβ

π

e−βVi/j(Vs)

|ci∆q1 − cj(∆q1 −qs)|
[3]

with i, j= 0,+. The LSF gives the probability for the thermal excitation up to the intersec-

tion point where the charge transfer from the initial charge state i to the final charge state j

of the defect (32) can occur. The NMP barrierVi/j(Vs) which must be overcome during this

process, is governed by the shape of the corresponding adiabatic potential energy surfaces.
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Figure 4: Configuration coordinate diagram for the exemplary case of hole emission, which is

depicted for strong (left) and weak (right) electron-phonon coupling considering charge exchange

with the whole valence band (bottom) or only the valence band edge (top). As before, the left and

the right parabola in each figure shows the adiabatic potential for the case when the hole is located at

the valence band edge or in the defect, respectively. The adiabatic potentials of the excited valence

band states are represented by the dashed curves. Note that the dominating transition (indicated

by the arrows) changes when all band states are considered in the weak electron-phonon coupling

regime.

In the NMP theory (11, 12), they are frequently assumed to be harmonic (see Fig. 3) so that

they assume a parabolic shape defined by their curvatures ci and cj. The relative position

of these parabolas are determined by their spatial displacement qs and their energy sepa-

ration Vs, which is given by the energy difference between the charge carrier energy and

the trap level (Vs = E−Et for hole capture and Vs = Et −E for hole emission). The NMP

barrier can be calculated as the energy difference from the energy minimum (Vi, Vj) up to

the intersection point (IP) and is given by

Vi/j(Vs) =
ciq

2
s

( ci
cj
−1)2

(

1±

√

ci

cj
+
Vs(

ci
cj
−1)

cjq2
s

)2
. [4]

Up to now, the multi-state defect model has been used to describe hole capture and

emission in BTI, where the trapping dynamics are found to be determined by the regime of

strong electron-phonon coupling (see Fig. 4). In this regime, the hole capture and emission

(compare to Fig. 4) are dominated by the charge exchange with the valence band edge

while the other band states give negligible contributions. Then, the NMP transition rates

can be simplified to the analytical expressions published in (14). However, one may also

encounter the weak electron-phonon regime when defect behavior in other reliability issues

is addressed. In this regime, the dominant transition is hole emission into one of the band

states and the integration over the whole valence band as in the equations [1] and [2] must

be carried out.

Besides the NMP transitions, metastable states are the other integral part of the multi-

state defect model as discussed before. The concept of defects with multiple stable config-

urations have first been proposed in the Harry Diamond Laboratory (HDL) model (33–36),
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Figure 5: State diagram of the multi-state defect model. The individual states are represented by the

circles, where the bright and the dark circles indicate the positive and the neutral charge state of the

defect, respectively. The transition rates between two states are denoted by the arrows. The vertical

transitions correspond to pure thermal transitions while horizontal ones represent NMP transitions.

The latter occur in either the primary (1, 2′) or the secondary (1′, 2) configuration and are associated

with the corresponding trap levels Et and E ′
t in the band energy diagram.

which is based on the oxygen vacancy. In the multi-state defect model, this idea has been

adopted and generalized to the four-state model for a bistable defect, whose single states

are not assigned to the configurations of the oxygen vacancy any more since this defect

was found to have a too low trap level (37). This bistable defect is assumed to feature two

neutral (1, 1′) and two positive (2, 2′) states, where the metastable states are marked by

a prime (see Fig. 5). The transitions between different charge states (1 ↔ 2′ and 1′ ↔ 2)

involve a charge transfer and are described by the NMP theory. The transitions 1 ↔ 1′ and

2 ↔ 2′ are associated with a structural rearrangement of the oxide defect and are modeled

using transition state theory (38). Such defects show complex trapping dynamics due to

the four states involved and are treated using Markov theory (39), where future transitions

depend only on the current state of the investigated system. The time evolution of such a

system is described by a Master equation (40), which involves four states for the case of

the multi-state defect model. However, the defects dwell in the stable states most of their

time while the metastable states are only occupied temporarily. As a result, the four-state

model can be simplified to an effective two-state model with the capture and emission times

calculated using the concept of first-passage times (40) (see Fig. 6).

τ2′

c =
k12′ + k2′1 + k2′2

k12′k2′2

[5]

τ1′

c =
k11′ + k1′1 + k1′2

k11′k1′2

[6]

τ1′

e =
k21′ + k1′2 + k1′1

k21′k1′1

[7]
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Figure 6: State diagram for a two-step process from the state A to C over the state B. The first-

passage time corresponds to the mean time, it takes the defect to arrive at the state C provided that

it was initially in the state A and can be calculated as τB = τABτBC/(τAB + τBA + τBC).

τ2′

e =
k22′ + k2′2 + k2′1

k22′k2′1

[8]

Here, kij denotes a transition rate from state i to j and the superscript of τk
c/e

denotes the

metastable state k, which has been passed during the corresponding capture or emission

event,. The inverse of the first-passage times are only partial rates of the overall capture

and emission rates and must be combined using the equations

1

τc

=
1

τ1′
c

+
1

τ2′
c

[9]

1

τe

=
1

τ1′
e

+
1

τ2′
e

[10]

to obtain the sought overall hole capture and emission times.

Both parts — the NMP transitions and the bistability of the defect — have been mo-

tivated by the findings of TDDS experiments and have therefore been incorporated in the

multi-state defect model. In order to evaluate this model, it has been calibrated against the

data extracted from TDDS measurements. As it has been demonstrated in Fig. 7, the model

yields the correct gate bias and temperature dependence and can reproduce the curvature in

the capture times. Furthermore, it also gives an explanation for the two distinct types of de-

fects, the fixed and the switching oxide traps. They differ in the position of their trap level

E ′
t , which is associated with the NMP transition 1′ ↔ 2 in the secondary configuration (see

Fig. 5). If this level is far above the substrate Fermi level for a gate bias around the recovery

bias, the transition 2 → 1′ is suppressed and the defect follows the pathways 2 ↔ 2′ → 1

in the state diagram of Fig. 5. Then the hole emission process is governed by the thermal

transition 2 → 2′, which exhibits no gate bias dependence. The corresponding emission

time is independent of the gate bias as it has been observed for the fixed oxide hole trap in

the TDDS experiments. In the special case that the trap level E ′
t lies around the Fermi level,

the transition 2 → 1′ is enabled. Provided the barrier 1′ → 1 is not too high, the pathway

2 ↔ 1′ → 1 is opened in the state diagram of Fig. 5. Then the defect reacts sensitively to

variations of the gate bias, just as the switching oxide hole trap in the TDDS experiments.

As discussed in (17), the model also captures the frequency dependence observed in the

AC variant of the TDDS as being due to the existence of state 2′.

The multi-state defect model can not only describe the time constant plots of Fig. 7 but

also offers an explanation for temporary and anomalous RTN. The generated noise signal

stems from an oxide defect which switches back and forth between states 2 and 1′ in the

secondary configuration. This implies that, first, the defect features a trap level E ′
t close

to the substrate Fermi level when the recovery voltage is applied to the gate, and, second,
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Figure 7: Left: Comparison of the simulated capture (solid lines) and emission (dashed lines) times

with the measurement data (symbols) for a fixed oxide hole trap. The simulation results are shown

to be in remarkable agreement with the experimental data of (14). The trap level E ′
t , depicted in the

inset, is found to be distant from the substrate Fermi level when no voltage stress is applied. This

fact characterizes the fixed oxide traps since their emission times become gate bias insensitive under

these conditions. Right: The same but for a switching oxide hole trap. Compared to the fixed oxide

hole trap, emission time constant shows a strong gate bias dependence around the recovery voltage.

This is due to the fact that the substrate Fermi level passes the trap level E ′
t and thereby enables the

pathway 2 → 1′ → 1 in the state diagram.

the transitions 2 ↔ 1′ must have sufficiently high NMP barriers. If both requirements are

met, the noise signal persists as long as the defect dwells in the secondary configuration

but vanishes when the defect undergoes a transition into one of two states 1 and 2′ in the

primary configuration. In the case of anomalous RTN, the defect repeatedly changes from

the primary configuration to the state 2′. These transitions are followed by the recurring

pauses in the noise signal as depicted in Fig. 8 (left). In the case of temporary RTN, the

defect is first forced into the secondary configuration during the stress phase and produces

noise at the beginning of the relaxation phase. This noise signal ends when the defect

returns to state 1. This qualitative agreement further confirms the validity of the multi-

state defect model. It is emphasized here that noise phenomena have increasingly gained

importance in the last device technologies as the charging of a single defect can already

seriously affect the device characteristics, therefore influencing the device lifetime.

Trap-Assisted Tunneling

The gate leakage current is often ascribed to direct tunneling, which weakly depends on

the temperature. Regarding correlated drain and gate current noise (see Fig. 1) discussed

before, this behavior is reminiscent of the gate current fluctuations as they are also found

to be temperature insensitive. As such, it appears reasonable to also link these fluctua-

tions to direct tunneling for the nFET (41). It may be argued that the charge captured by

the defect locally repels the inversion charge. Such a capture event would therefore shift

the wavefunction away from the interface and in consequence reduce the tunneling gate

current, visible as a step in the leakage current. We remark here that this concept only

applies to devices where a charge capture event yields a reduction instead of an increase
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Figure 8: Occupation of the state 2 (top) and the configuration coordinate diagram (bottom) for

aRTN (left) and tRTN (right). The RTN noise in the drain current is also reflected in the fluctuations

of the trap occupation and is generated by transitions between the states 2 and 1′. These fluctuations

vanish when the defect undergoes a transition into the state 1 or 2′ of the primary configuration. This

usually occurs after a time interval of τ s
e . While the defect returns back to its secondary configuration

(state 2 or 1′) and produces noise again in the case of aRTN , this does not occur for tRTN, where

the defect remains in state 1 and the noise signal has disappeared permanently.

of the gate current. To the best of our knowledge, this is only the case for the nFET stud-

ied in (19). Nevertheless, this effect has been investigated on the basis of state-of-the-art

non-equilibrium Green’s function (NEGF) calculations (41), which is viewed as the most

accurate description for direct tunneling at the present. These simulations were carried out

for one- and two-dimensional cuts through an nFET assuming different positions of the

defect and using a large number of different random dopant configurations. The analysis of

these large statistics yielded maximum fluctuations of less than 1% of the total gate current

while values of about 75% are seen in experiments. This rules out direct tunneling as an

explanation for the gate gate current fluctuations (see Fig. 9).

As the fluctuations in the gate leakage current cannot be explained by direct tunnel-

ing (41), they may originate from TAT through one defect. In order to describe these

fluctuations in the multi-state defect model, the defect can only carry a TAT current when

it assumes one of its secondary configurations 1′ or 2. Then TAT proceeds as a two-step

process based on two consecutive NMP transitions, for instance hole capture from the sub-

strate (1′ → 2) followed by hole emission into the poly-gate (2 → 1′). In this case the hole

is transferred from the substrate into the poly-gate, however, this fact remains unconsid-

ered in state diagram of the multi-state defect model so far. In the refined state diagram

of Fig. 10, the state 1′ is split into the states 1′s and 1′p where subscripts s and p indicate

whether the hole is located in the substrate or in the poly-gate, respectively. In previous

works (24, 25, 44), the TAT current is usually modeled as

Ig = q0

(

k1′s2k21′p

k1′s2 + k21′p

−
k1′p2k21′s

k1′p2 + k21′s

)

, [11]

where the two terms represent the opposite directions of the current. It is emphasized

that each term is derived from a two-step process which only involves the forward rates

of the overall process as illustrated in Fig. 11. For a pFET this means that a positive

gate current constitutes of two consecutive NMP transitions, namely hole capture 1′s → 2
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Figure 9: Relative reduction (in percent) of the gate current density due to the charging of one de-

fect. NEGF calculations were employed to calculate the gate tunneling current for several random

dopants configurations (42, 43) — once when the defect is charged and once when it is uncharged.

For the worst-case dopant configuration, the obtained change in the gate current amounts to a re-

duction of less than 1% while a value around 75% is found experimentally (19). This indicates that

the simple electrostatic picture can not explain the observed gate current fluctuations.

directly followed by hole emission 2 → 1′p. An improved description of TAT is based on

the use of first-passage times, which account for the emission of the captured charge carrier

into the substrate as well as into the poly-gate.

Ig = q0

(

k1′s2k21′p

k1′s2 + k21′s
+ k21′p

−
k1′p2k21′s

k1′p2 + k21′p
+ k21′s

)

[12]

In the above example, the hole originating from the substrate is emitted back into the sub-

strate before it continues to the poly-gate, thereby possibly reducing the overall TAT current

by many orders of magnitude (see Fig. 11). However, a proper derivation of TAT starts from

the rate equation

∂t ft = (k21′s
+ k21′p

)(1− ft)− (k1′s2 + k1′p2) ft , [13]

where ft denotes the electron occupancy of the trap. For steady state conditions (∂ ft/∂ t =
0), the trap occupancy reads

ft =
k21′s

+ k21′p

k1′s2 + k21′s
+ k1′p2 + k21′p

, [14]

which is inserted into

Ig = q0

(

k21′p
(1− ft)− k1′p2 ft

)

[15]

resulting in

Ig = q0

k1′s2k21′p
− k1′p2k21′s

k1′s2 + k21′s
+ k1′p2 + k21′p

. [16]
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transferred from the substrate into the poly-gate and can therefore contribute to a gate current.
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Figure 11: State diagrams and their corresponding rate expressions for the conventional model

(right) used in previous attempts (24, 25, 44), the approximation based on first-passage times (mid-

dle), and the complete description of TAT used in this paper (left).



The expression above covers all four possible transitions (1′s → 2, 2 → 1′s, 1′p → 2, 2 → 1′p)

and is therefore a complete description of TAT — apart from approximations employed in

the used NMP formulation. The importance to use the accurate expression [16] is pointed

out in Fig. 12. The conventional description based on the expression [11] strongly over-

estimates the TAT current if the trap level lies below the substrate valence band edge. By

contrast, the first-passage times still provide a good approximation in this case. When the

trap level comes into the energy range of the substrate band gap, also the first-passage times

fail since they yield a non-vanishing TAT current for a zero gate bias. As a consequence,

the complete description of equation [16] was employed to calculate the TAT current in this

work.

In order to obtain appreciable TAT currents, the NMP transition rates 1′s ↔ 2 and 1′p ↔ 2

must be large compared to the capture (1/τc) and emission (1/τe) rates. Therefore, these

NMP transition rates govern the occupancy of the state 2 from which hole emission starts.

Since the concept of first-passage times assumes that the defect must initially be in state

2 for hole emission, the corresponding emission rate 1/τ2′

e must be multiplied by the hole

occupation probability 1− ft, resulting in the correction

τ2′

e → τ2′

e /(1− ft) [17]

for the equation [8].

The multi-state defect model was tested for its ability to correctly predict the gate leak-

age fluctuations. For this purpose, the model was evaluated against the experimental data

for the nanoscaled pFET device investigated in (19). The model was found to correctly re-

produce the gate bias and temperature dependence observed for the magnitude of the gate

current fluctuations (see Fig. 13). This may appear surprising since the data exhibit no tem-

perature activation, which is, at a first glance, in contradiction to the temperature sensitivity

of the NMP processes. The defect in these fits is located close to the substrate interface

(xt = 4Å measured from the substrate interface) so that the hole capture and emission with

the substrate occurs on much shorter timescales than the hole emission into the poly-gate.

As a consequence, the gate leakage is controlled by the NMP transition rate 2 → 1′p, whose

configuration coordinate diagram is depicted in Fig. 14. This process is found to be in

the weak electron-phonon coupling regime. As already explained, all band states must be

considered in this case and the integral in equation [2] has its dominant contributions from

the band states that intersect the parabola of state 2 around its minimum. These transitions

feature negligible NMP barriers so that the overall transition shows no temperature acti-

vation. It is noted that the multi-state defect model also yields a good agreement for the

capture and emission times (see Fig. 15) extracted from the noise measurement using the

same set of parameters (listed in Tab. 1). The simulations were carried out for the same

set of parameters in order to ensure that the model captures the temperature and gate bias

trends in both the drain and the gate current noise at the same time. As such, the multi-state

defect model has been shown to also capture the correlated drain and gate current noise

seen in experiments. This is an important finding as these results require and therefore also

confirm the bistability of the oxide defects, already seen in BTI and RTN.

Conclusions

The multi-state defect model relies on two main assumptions, motivated by the findings

from the TDDS experiments: First, the NMP transitions describe the charge transfer to
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Figure 12: The absolute values of the simulated TAT current rates, evaluated using the conven-

tional model (dark lines, k4 and k5), first-passage times (bright lines, k2 and k3), and the complete

description (symbols, k1) for the cases when the trap level lies below (left) or inside the substrate

band gap (right). The left figure illustrates the weakness of the conventional model, which strongly

overestimates the hole current from the substrate to the gate. This is because this model ignores that

holes, which are captured by the defect (1′s → 2), can be emitted back into the substrate (2 → 1′s)

instead of going into the poly-gate (2 → 1′p) and therefore do not contribute to the gate current. The

right figure depicts a case where the first-passage times fail to predict the correct gate current. The

first-passage times do not account for the possibility that a hole can be injected from the substrate

(1′s → 2) and thus occupies the state 2, thereby blocking a hole current from the poly-gate to the

substrate (1′p ↔ 2 → 1′s) over this state. An analogous consideration also holds true for electrons

and explains the overestimated TAT rates based on first-passage times in the above simulation. To

conclude, only the complete description predicts the minimum TAT current for a zero gate bias in

both cases and is therefore used in this work.
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Figure 13: Step heights of the gate current fluctuations plotted as a function of temperature (upper

panel) and as a function of the applied gate bias (lower panel). It is shown that the multi-state defect

model (lines) captures the weak temperature dependence seen in the experimental data (symbols).
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the pFET in (19). Our simulations consider NMP transitions from all conduction (dashed lower

parabolas) and valence (dashed upper parabolas) band states involving charge carriers from the

substrate (left) and the poly-gate (right). Note that the hole exchange with the substrate valence band

is in the strong electron-phonon coupling regime as usually assumed for hole capture and emission

in BTI. However, weak electron-phonon coupling is found for hole exchange with the poly-gate.

Since the full width of the valence band states is taken into account, there always exists one parabola

that cuts the right parabola in its minimum. Then hole emission to the poly-gate proceeds without

a barrier and therefore shows no temperature dependence. As this transition dominates the TAT

current, the multi-state defect model can explain the temperature insensitive leakage currents.
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Transition 1 ↔ 2′ Transition 1′ ↔ 2

Et -0.27 eV E ′
t 0.15 eV

c1 1.00 eV/Å2 c1′ 0.71 eV/Å2

c2′ 1.64 eV/Å2 c2 1.00 eV/Å2

q12′ 0.90 Å q1′2 1.39 Å

Other Parameters

εT2 0.65 eV ε2′2 0.10 eV

mt 0.95 ε11′ 10.0 eV

Table 1: Model parameters used in Fig. 13 and 14. The shapes of the parabolic adiabatic potentials

can be also given by the quantities Sh̄ω = 0.81 eV, R= 0.61, S′h̄ω = 1.37 eV, and R′ = 0.71.

and from the oxide defect and, second, the defects have a bistable configuration in two

charge states. Both assumptions are required to reproduce the temperature and the gate

bias dependence of the hole capture and emission times extracted from the TDDS and they

give an explanation for the occurrence of fixed and switching oxide hole traps as well as

for anomalous and temporary RTN. As has been demonstrated, this model also explains

the correlated drain and gate current noise observed in the newest device technologies.

The gate current fluctuations have been found to originate from TAT, where the single

steps of the overall process are due to NMP transitions. At a first glance, the temperature

insensitivity of the gate current fluctuations appear to be in stark contrast to the expected

temperature dependence of the NMP processes in the multi-state defect model. However,

this temperature dependence is merely an artifact of neglecting the NMP transitions to

and from the excited conduction and valence band states. Given this fact, we suspect not

only the gate current fluctuations but also the gate leakage current itself to be caused by

this type of oxide defects. From a wider perspective, the success of the multi-state defect

model indicates that the bistable defect configurations are not a feature solely seen in BTI.

Rather, these oxide defects are likely to also play a dominant role in several other reliability

issues apart from BTI.
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