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Abstract During the last couple of years, there is growing experimleetidence
which confirms charge trapping as the recoverable comparfeBTI. The trap-
ping process is believed to be a non-radiative multiphomMd) process, which
is also encountered in numerous physically related prokldinerefore, the under-
lying NMP theory is frequently found as an important ingeediin the youngest
BTI reliability models. While several different descripti®of the NMP transitions
are available in literature, most of them are not suitabtettie application to de-
vice simulation. In this chapter, we will present a rigoralesivation that starts out
from the microscopic Franck-Condon theory and yields gaimd trapping rates
accounting for all possible NMP transitions with the contthut and the valence
band in the substrate as well as in the poly-gate. Most irapdyt, this derivation
considers the more general quadratic electron-phononliogugontrary to several
previous charge trapping models. However, the pure NMRitians do not suffice
to describe the charge trapping behavior seen in time depé¢défect spectroscopy
(TDDS). Inspired by these measurements, we introducedstaétie states, which
have a strong impact on the trapping dynamics of the invatgifydefect. It is found
that these states provide an explanation for plenty of éxyertal features observed
in TDDS measurements. In particular, they can explain tiaber of fixed as well
as switching oxide hole traps, both regularly observed iiD¥Dneasurements.
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Advanced M odeling of Oxide Defects

Wolfgang Goes, Franz Schanovsky, and Tibor Grasser

1 Introduction

For a long time, the research in bias temperature instalBit|) was dominated by
variants of the reaction-diffusion (RD) modef discussed in the Chapter 2.2.3 of
this book? In the course of the last decade it was realized that the ppoé¢he RD
model cannot explain BT:19- 11 At the same time, a new measurement technique
called time-dependent defect spectroscopy (TDDS) emergleidh indicated that
some sort of charge trapping is involved in BTI. This meth®dapable of detecting
single charge emission events from individual defect$ in recovery traces that
last up to a few hundred seconds. Thus TDDS allows for theyaisabf the recov-
erable component of BTl and opened the doors towards irdapestigations of
the physical trapping mechanism underlying BTI. For a diediailescription of this
measurement method see Chapter 1.2.2 of this Bdok.

First variants of charge trapping models relied on elagile kunneling of holes
between the substrate and oxide defé@té*However, these models show a negli-
gible temperature dependence, which is in contrast to wasitleen observed ex-
perimentally. Other variants were based on the famous $pékead-Hall (SRH)
modeP® and modified to account for the tunneling effécand the thermal activa-
tion of BTI1.2”-28 For the latter, transition barriers were phenomenolobyidatro-
duced to reproduce the observed temperature dependermewEhe reasoned by
non-radiative multiphonon (NMP) transitions but were rigbrously derived from
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a microscopic theor§?3°The underlying theory provides a rigorous framework for
the description of the charge transfer process betweenutbsrate and the oxide
defects in BTI. Hence, this theory forms the basis of our ratéite model and will
be discussed in detail at first. Subsequently they will bepkfiad to make them
applicable for analytical calculations.

Furthermore, TDDS studies demonstrated that the trappm@rdics must in-
volve metastable states as well as thermal but field-ingemsiansitions. This ob-
servation suggested a bistable BTI defect, which featurgs gomplicated trapping
dynamics including two-step capture and emission proseddas kind of defect
also allows for different transition paths, which can explhe dual trap behavior
seen in TDDS. For validation of this new model, we will evakithe simulation
results to the experimental data obtained from TDDS.

2 Benchmarksfor aBTI Model

As a result of the continuous downscaling of the device génese single charge
detrapping events have become visible as discrete steps BiTtl recovery curves.
These steps came into the focus of scientific interest sontlegsurement tech-
niques, such as TDDS, have become frequently employed. DixSTrelates these
steps to several single charging or discharging evénts'eof defects and therefore
allows for the analysis of individual oxide defects and theapping behavior. As
such, the findings from TDD'S™" are used as criteria for the development of an
atomistic BTI model and are listed in the following:

(i) The plot in Fig. 1 reveals that the defects exhibit a stroregrly exponential
stress voltage dependencetgf Empirically, this dependence can be described
by exp(—c1Fox + C2F2,). However, it differs from defect to defect, implying that
it is related to certain defect properties.

(i) The time constant plots show a marked temperature depeagdehich becomes
obvious by the downward shift of thgg curves at higher temperatures. The acti-
vation energies extracted from Arrhenius plots are abdig\@.

(iii ) One type of the oxide defects (‘fixed oxide hole traps’) hag #hat remains
unaffected by changes ify.40-41

(iv) The other type (‘switching oxide hole traps’) shows a dnogd towards lower
Vg-40_42

(v) The 1¢ of both types shows a temperature activation with a largeasp(06 —
1.4eV).

Furthermore, it was found that several TDDS recovery tratigglay random
telegraph noise (RTN) when studying a device at certain doaglitions'* After a
while, this RTN signal vanishes and does not reoccur dulfiegrémaining mea-
surement time. The termination of the noise signal is asdriio hole traps which
change to their neutral charge state and remain thereis Kl of noise is termed
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Fig. 1 (PRINT IN COLOR)LEeft: The capture time constants as a function of/y for two de-
fects at different temperatures extracted from a single dev@ipen and closed symbols mark
measurements carried out at Z5and 175C, respectively. Tha. curves show a strong field
acceleration and temperature activation. However, the ebddield acceleration does not follow
the 1/14 = 1/p dependence (dot-dashed line) as predicted by the convah8&H modelRight:
The emission time constants for single defects gathered from the TDDS for varying recgver
gate voltages. The two distinct field dependences (upper avet jpanel) suggest the existence of
two types of defects present in the oxide. The defect #1 shdiesetit field behaviors depending
on whether the device is operated in the linear or the saturatigime during the measurement
(not shown here). This suggests that the electrostatics wikidévice are responsible for the two
distinct field dependences. It is noteworthy that the drorigoes hand in hand with the decrease
in the interfacial hole concentratign(dot-dashed line).

temporary RTN“ (tRTN) since it occurs only for a limited amount of time. A sim
ilar phenomenon called anomalous RTN (aRTN) was discoveaglier by Kirton
and Urer?’ Therein, electron traps were observed, which repeatediyyme noise
for random time intervals. During the interruptions of tR$N signal, the defects
dwell in their negative charge state generating no RTN nsigeal. The behavior
of these traps was interpreted by the existence of a metastafect state. Unfor-
tunately, there exist only a quite limited amount of noiséadso that no reliable
statistics can be generated. Nevertheless, it is viewed@mgent requirement that
the sought BTI model can also capture these noise phenomgmiaciple.

3 Previous Modeling Attempts

Early BTI modeling attempts relied on the classical reaztiiffusion modet 257
or variants theredf>8 accounting for dispersive diffusiérf and three-dimensional
effects!® 11 Even though these models are still popular, it has been dstnated
that the underlying concept cannot describe the basicrieatiuBTI (see Chapter
2.2.3 of this booR). As an alternative explanation for BTI, charge trappingdzhon
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elastic electron tunneling was previously suggested. Mewghis process exhibits
a far too weak temperature dependence as compared to measise The next
evolution of trapping models rested upon SRH theory contbwi¢h elastic tunnel-
ing, thereby mimicking an inelastic and thus temperataterated trapping process.
To its disadvantage, the underlying trapping process ispetified within the gen-
eral SRH framework and can therefore not be linked to sirariatbased on well-
founded atomistic theories. A prototype version of this SiRbdel was proposed
by McWhorter?8 who extended the SRH equations by the factor&xpo) in order
to account for the effect of electron tunneling. Since thaxlel suffers from a weak
temperature dependencergfand small time constants, Kirton and Uféincorpo-
rated a term with field-independent energy barri®Es. This ‘ad hoc’ introduction
of barriers has been motivated by the theory of non-radiatiulti-phonon transi-
tions (NMP) process® However, Kirton and Uren did not provide a detailed theoret-
ical derivation based on NMP theory. Nevertheless, thenkwoust be regarded as
a substantial improvement in the interpretation of chargiefting at semiconductor-
oxide interfaces. In this variant, the capture and emistina constants read

Xt NV 17 Et > Ev
T.=Toexp| — | exp(BAE,) — 1
o= oo ) exrbacy) {exp(—BAEt) exXp(BaoFocx) Ei <E, O
Xt exp(BAE;) exp(—BdoFoxxt), Et > Ey
=T1€ — ] e AE 2
Te=To Xp<x0> XP(BAEy) {1’ E <E, 2
where the trap levdt, is defined as
Et(%) = Ev + Et 0 — Ev,0 —qoXFox (3)
N—_——

—AE

with Eo andE, o denoting the trap level and the valence band edge in the edsen
of an electric field.

The behavior of the model with respect to the temperaturetla@axide field
is illustrated in the left plot of Fig. 2 (left). When the tragvEl lies below the va-
lence band edgee( < E,), 1. shows an exponential field dependence. At low gate
biases, the breakdown of the inversion layer gives rise toop th the hole con-
centration and in consequence to a strong increasg i@Bomparing the model to
the experimental TDDS data, this exponential behaviomallfor reasonably good,
approximative fits oft; but is still incompatible with the observed curvaturetin
(see the left fit in Fig. 2)1e is experimentally observed to be field insensitive, which
goes hand in hand with equation (2) based on Boltzmanntstatislowever, when
accurate Fermi-Dirac statistics (as implemented in desiicellators) are employed,
the emission times exhibit a weak field dependence that sgeasonably well with
the behavior of fixed oxide hole traps (constant emissiomginiout is incompati-
ble with the behavior of switching oxide hole traps (a dropvetk oxide fields).
Alternatively, whenrte is optimized in the Kirton model (see right fit in Fig. 2), a
reasonable fit can be achieved but at the same time a strongatais arises for.
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Fig. 2 (PRINT IN COLOR) Two fits of the Kirton model to the TDDS data.el$ymbols stand for
the measurement data and the lines represent the simulated timantsh<ft: When the Kirton
model is optimized to the hole capture timgsreasonable fits can be achieved huis predicted
three orders of magnitudes too IoRight: Alternatively, a good agreement can be obtained for the
hole emission times but with a strong mismatch of the capture tinte$or E; > E,. From this it

is concluded that the Kirton model is not capable of fittiggind e at the same time.

in the rangeg; > E,. Furthermore, Fig. 2 reveals that the introductiod\&, yields

the required temperature activation and larger time coitsia agreement with the
points (i ) and () of the TDDS findings. Even though the model can reproduce sev
eral features seen in the TDDS data separately — exceptdanutvature ire —,

no reasonable agreement with the whole set of measuremtantatabe achieved.

4 NMP Transitions between Single States

Contrary to the previously discussed charge trapping nsotle¢ non-radiative mul-
tiphonon (NMP) theor§’~*°relies on a solid physical foundation. Its understanding
requires the knowledge of fundamental microscopic theovidich are briefly dis-
cussed in the following. In the Huang-Born approximatiorgeatain atomic con-
figuration is split into a system of electrons and nuclei,ahtare described by two
separated Scbdinger equations.

{Te+Veelr) +Ven(r;R) +Van(R) } 9i(1;R) = Vi(R) i (1; R) (4)
{T-n-FVi(R)}rlia(R) = EiaNia(R) (5)

These equations contain Coulomb contributions from thetiea-electron o),

electron-nucleusver), and nucleus-nucleu¥yy,) interactions as well as the kinetic
energies of the electronddj and the nuclei T,). The electronic Hamiltonian in
equation (4) depends on the electronig énd the nuclearR) degrees of free-
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Fig. 3 Adiabatic potentials
involved in a charge transfer
reaction. Each of the two
parabola corresponds to one
charge state of the defect
where the left\}) one rep-
resents the initial and the
right (V;) one the final charge
state. Their corresponding
wavefunctions and eigenener-
gies are depicted as solid and
dashed lines, respectively. An
NMP transition only occurs
when the initial and the final
energies coincide as it is the
case forEjz andEj;. Then the
overlap of their correspond-
ing vibrational wavefunctions
enters the calculation of the
lineshape functiorf;; and . . Ly .
consequently determines the -1 -0.5 0 0.5 1 1.5 2
NMP transition probability. qlau]

[eV]
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dom, where the latter only enter parametrically. The sotw (R) of the electronic
Schibdinger equation (4) corresponds to the energy of a certaimia configura-
tion and acts as a potential for the nuclei in the 8diirger equation (5). Therefore,
Vi(R) is usually referred to as the adiabatic potential energghérHuang-Born ap-
proximation, the nuclei of the atoms are treated as a systemamtum mechanical
particles with quantized stateg, and discrete energids,. Also the wavefunc-
tion of the composite electron-nucleus system is split antoelectronicg; (r; R)
and nucleam;q (R) part, denoted the electronic and the vibrational wavefanct
respectively.

In the case of charge trapping in BTI, one deals with a protesss frequently
termed ‘charge transfer reaction’ in the theoretical éitare. Such a kind of process
must be described by a system consisting of all atoms indol8&ce the trapped
charge carrier is exchanged between the defect and theatgh#e system includes
the atoms surrounding the BTI-defect as well as the atombdrstibstrate. Alto-
gether, these atoms spanM-8imensional space witN being the number of con-
sidered atoms. The adiabatic potential energy surfacesrctmfigurational space
is usually visualized in a configuration coordinate diagi@ee Fig. 3). Therein,
the atomic positions are reduced to a one-dimensional yaatled configuration
coordinate, which allows to describe the correlated matiositoms, such as lattice
relaxation. In these plots, the adiabatic potential enstgjaces assume an almost
parabolic shape for small atomic displacements and areuswally approximated
by harmonic quantum oscillators in solid state theory.

During a charge trapping process, the defect changes frerohtarge stateto
j, where each of them charge states is represented by its aaiasid potential
in the configuration coordinate diagram (see Fig. 3). The NMRsition ratek;; is
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then derived from first-order time-dependent perturbati@ory using the Franck-
Condon approximatiof’: 39.43.44

kij = A fi (6)

Ay = 20V 19y) 2 @

fi =avey |(nialnjp)|? (8)
B

Here, ‘ave’ stands for the thermal average over all inittatess @’ and the sum
runs over the final stateg’. Ajj is the electronic matrix element with the adiabatic
operator as a perturbatidff and is associated with a simple electronic transition.
The Franck-Condon factqmia|njp>|2 in equation (8) only gives a contribution
when the initial and the final state have the same energysligihe case, this factor
is calculated as the overlap integral of the two vibratiomaVefunctionsia’ and
‘B’ and corresponds to the respective transition probalfiityig. 3). Calculating
the thermal average over the initial stateand summing over the final stat@yield

the lineshape functiofy; that will be found to govern the gate bias and temperature
dependence of the NMP transition rate. In solids the eigesispmE;, is usually
densely spaced so that there are numerous possible toasgitbom the initial charge

i to the final charge state This lineshape function has its largest contributiongifro
those energies that lie close to the intersection pointfff)e adiabatic potentials.
Around this point, the lineshape function is assumed to lza@rac peak in the
classical limit#® This assumption allows for simple analytical expressidas tan

be conveniently employed for device simulation.

In the following, the NMP transition rates will be derivedrfa defect which
changes between its neutral (0) and its positive¢harge state upon hole trapping
or detrapping. The corresponding initial= 0) and final { =+) potential energy
surface can be expressed as

Vo(q)
Vi(q)

using the quantities defined in Fig. 4 and the shorthaYgls- q— qo, gs = g+ — Jo,
andVs =V, —\. ¢p andc; denote the curvature of the adiabatic potentials for the
neutral and the positively charged defect, respectiveltht\dt loss of generalityp

can be chosen to be zero and will thus be neglected from nohNate. that the two
parabolas are characterized by different curvatucgs4(c.), implying that there
exist two intersection points given by

co(q—0o)2+Vo = coAG® + Vo 9)
c(a—ay)%+ Vs = C(Ag—Gs)? + Vo + Vs (10)

+ 2+V _
Ay = &% v/Coc,as? +Vs(Co— 1) 1)

C —Co

In the literature, this case is usually referred to as quadedectron-phonon cou-
pling. For equal curvaturesd—=c, =c), linear electron-phonon coupling is obtained,
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Vo(q)

Vo Aq

o a q

Fig. 4 The configuration coordinate diagram for an NMP transitiome &diabatic potentials for
the initial and the final states are denotdq) andV,(q), respectively. They are defined by their
corresponding minimep andV, located at their equilibrium configuratiogg andgq,, respectively.
To simplify the mathematical calculations, the axis origin istslifinto the energy minimuivp.

which yields only one intersection point located at

_ Vs/ct+ g
Agp = 20 (12)
The classical lineshape function for hole capture is olethiinom
fors (Co.C. Vo, V) = Z % [ & P66 (Vo) Vi (o)) o (13)
q
with the partition function
z— / e PVo(@)dq (14)
q

In accordance with the classical limit, the Dirac delta fiimrtin equation (13) en-
sures that the integral is only evaluated at the intersegtiont of the two parabolas.
Using the integration rule for Dirac delta functions, thigeigral evaluates to

[ePeeDs (vo(ad) - Vi(ad)) d(ad)
Aq
e Bcodm? eBcoda’

= +
|2c0Aq1 —2¢1(Ad1 —Os)|  [2CoAQz — 2¢,(AGz — Os)|

(15)

and the partition function simplifies to
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Joo
_B A/Z N l
_/we o aad) =\ [T (16)

Inserting the equations (15) and (16) into the definitionh&f ineshape function
(13) leads t6°

f0/+ (007 C+7 q57V07V+) = f0/+(C07 C+7 qS7VS)

1 eBoodm? e Booda?
=2/ C"B( + ) .
2V m \|coAqy—ci (At —0s)|  [CoAdz —C (AT — G5
Keep in mind that the lineshape function may also vanfgh, (= 0) when the two

parabolas do not share a common intersection point. Foarliekctron-phonon
coupling € = ¢cp = ¢,), the above expression reduces to

1 [cB e Pedm’
f0/+(07QS7V07V+):f0/+(CaQSaVS):§ Tf SEN (18)
with
VS/C+qSZ
A= ————. 19
t 20 (19)

It is emphasized here that the lineshape function is moshgly affected by the
exponential term, where the expressizglzi\qlz2 can be identified with the energy
barrier from the minimunvy to the saddle point IP (cf. Fig. 4). This NMP transition
barrier can be expressed as

Vo/+ =Vo(Ad2)

2
Co
o2 co , Vslg —1)
SRL S TR il 20
(2—1)2( c Ced (20)
or

Vo, — V3+C(€ z (21)
o\ 2y

for linear electron-phonon coupling. For hole emissionrtiles of the initial and the
final states are reversed. The corresponding lineshapédoni ,, and the NMP
barrierV, o are of the same form as in equation (17) and (20), respeytivet have
their subscripts ‘0’ andt’ exchanged.

As will be demonstrated in Section 7, the NMP transition ieawvaries strongly
with the temperature and the gate bias and therefore gotretiapping behavior of
BTI defects. In the following calculations, the above atiabl expressions for the
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lineshape function are preferred to the Franck-Condoriapéactors since they can
be easily implemented in simple device simulators at coatpral feasible costs.
Next, the NMP theory has to be specified for the situation aefgé capture and
emission in MOSFETSs. Therefore, the energy minivgaandV, at the potential
energy surfaces must be linked to the energy of the traesfelectron in the band
energy diagram before and after an NMP transition. In a sfregIpicture, it can be
envisioned that only the energy of the transferred eleathamges while the energy
of the other electrond/f) remains unaffected. In the following, we discuss a hole
capturé process, during which an electron is emitted from the entgsl E; of
a trap into an energy levé in the substrate valance band state. Then the energy
minimaVp andV,;. can be expressed as

Vo = \70 + E¢ (22)
V, =Vp+E (23)

with Vp being the energy of the system less the transferred eledrenNMP tran-
sition rate is then written as

k0/+ = AO/Jr(E) f0/+ (007 C+,0s, E- Et) (24)

The unknown auxiliary quantityp cancels out in the lineshape function, which only
depends on the energy difference

Vs=V.—\Vo=E—E. (25)

The trap wavefunction in the electronic matrix elem&git, (E) is strongly localized
around the defect so that the integrand in equation (7) badargest contribution at
the defect site anély, (E,x;) can be approximated by

Ao+ (E. %) = Aol (x| @)% = Aol (x)|?
— AA(E,%). (26)

Here,Ag is a not further specified prefactor agidE) stands for the channel wave-
function with an energ¥. The electronic matrix element is governed by the expo-
nential decay of the channel wavefunction and can be appaded using a WKB
factor A (E, x) for the implementation in simple device simulators.

11t is stressed that the term ‘hole capture’ refers to either &capf hole from the valence band
into a trap or an emission of an electron from the trap into thened band. Keep in mind that
both of these processes are equivalent from a physical poinewaf vi
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5 NMP Transition with a Whole Band of States

So far, the theoretical foundation for NMP transitions kexw two certain states
has been discussed. In BTI, however, the oxide defectsicttenith the whole con-
duction or valence band of the substrate so that the curmemiuiation of the NMP
processes must be extended to account for transitions \withitdude of band states

at different energie&. For this reason, one has to introduce a summation over all
possible valence band state equation (24). Since the valence band states form
a continuous spectrum, this summation can also be transtbtman integral over

a density of state®

=
Sy - Q / Dp(E)dE (27)

Using the above transformation, the NMP hole capture raiédezexpressed as

Ev
p7+ =Q / Dp(E)AO/-‘r(E?Xt) f0/+ (CO, Ct,0s, E- Et)dE . (28)

The density of stateB,(E) can be calculated using a simple expression based on
the parabolic band approximation

Do(E) = ¥ “Fors /2o (E —Fo). 29)

whereg, is the degeneracy of thé" valence band valley ant, its corresponding
effective hole mass. Alternatively, the density of states/rariginate from a more
sophisticated Scbdinger-Poisson solver that allows for quantized stajgsrising
from the one-dimensional confinement of the charge carinettge inversion layer.

Dp(E) = 5 I Y OE~Ew (30)

2
> hom

Next, the hole occupancy of the band statgsfer E) and electron occupancy of
the trap state f{ for E;) have to be taken into account. Then, the resulting NMP
transition rates read

Ey

. = Q [ Dy(E) (B EAoy- (Ex)for (0. G E-E)RE.  (31)

For the case of electron emissfothe electron is emitted into the substrate conduc-
tion band and thuB,(E) must be replaced b, (E).

2 Note that electron emission corresponds to hole capture intsulbetrate conduction band.
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Fig. 5 A combined configuration coordinate diagram for hole cap&un@ electron emission. Ac-
cording to the relatioV, =V + E, an electron located in an energetically higher band $ate
represented by higher adiabatic potentglq). As a consequence, the upper and the lower family
of curves constitute the set of adiabatic potentiflsissociated with the conduction and valence
band, respectively. It is noted that this configuration cowt® diagram remains unchanged for
hole emission and electron capture and can therefore be usedtfoptocesses. As such, this
diagram covers all possible NMP transitions of the considerésttwith the substrate.

+oo
ko = Q / Dn(E) fp(E, Er) Ao/ (E, Xt) fo 1 (Co, €+, Os, E — Et) FldE (32)
Ec

The configuration coordinate diagrams of both processesarbined in Fig. 5,
which now covers all electron or hole transitions from théedeinto the substrate.
Interestingly, the final states span an energy spectfuthat can be identified with
band energy diagram including the conduction as well as #henee band. Each
of these states is associated with a distinct position aidiabatic potentiaV/, (q)
and thus has a different NMP barrier height along with a dhffie transition prob-
ability according to the lineshape function in the tramsitrates (31) and (32) (cf.
Fig. 6). For hole capture (case A), the defect has to underdd\dP transition from
the parabola/y(q) to the parabold/i(qg). This transition occurs the fastest when
Vi(q) cuts the minimum ok/p(q). Then the corresponding transition barrigy,

is negligible and the lineshape functidg. (E) reaches its maximum value. When
hole emission is considered (case B), the roles of the iritid the final states are
reversed so that the NMP transition proceeds from the atitapatentialV,(q) to
Vo(q). Then the corresponding lineshape functiony(E) peaks whew,(q) is cut

in its minimum. Note that the maximal transition rates foleheapture and emission
are associated with different energy levElswvhich are frequently referred to as the
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Fig. 6 Configuration coordinate diagram (left) for a continuum diadbatic potential¥/,(q), the
corresponding lineshape functions (middle), and sketchegafabes A, B, and C (right). For hole
capture, the lineshape functidg,,.(E) reaches its maximal value wh¥h(q) intersects the mini-
mum ofVp(q) and thus the NMP transition has a vanishing bawvgy (case A). When changing
from the configuration coordinate diagram (left) to the $ihape function (middle), the adiabatic
potentials are converted to electron energies accordieguation (23). For the hole emission, the
analogous considerations apply as for hole capture. Nowtkesiection point must lie in the min-
imum of V,(q), giving rise to the peak of the lineshape functifine(E) (case B). If the minima
of both parabolas coincide, the barriers for both directibave the same heights, which leads to
equaling NMP transition rates (case C).

switching trap levef&in literature?’~54 However, they should not be confused with
the thermodynamic trap levels that enter SRH-like formulations of the charge
transfer process used here. The thermodynamic trap lease (€) is associated with
the energy level, at which the hole capture and emission are balanced andithe t
lineshape functionsy,, (E) and f, o(E) assume the same value (cf. Fig. 6). In the
configuration coordinate diagram, this is the case for thum8on when the minima
of adiabatic potentialsp(q) andV.(q) are at the same height. Note that special im-
portance is attached to this energy level with respect t@thalibrium occupancy
of the defect. If the Fermi level is located above the therymadhic level, the dom-
inating trapping process is hole emission and the defearbes neutral. However,
when the Fermi level falls below the thermodynamic leveg Hole capture rate
exceeds the hole emission rate and the defect becomes eddypa hole.

In semiconductor theory — especially when NBTI in pMOS tistwss is con-
sidered — the trapping dynamics is preferentially descrilethe ‘hole picture’.
In this case the hole is emitted from a continuum of statesevlie energy in the
initial state is undefined. By contrast, the hole energy &ty specified by the trap
level E; in the final state (cf. Fig. 7). As a consequence, the trag [Evand the
band state& change their roles. Furthermore, the energy axis of thegehzarriers
is inverted so that the energy spectrumVofin Fig. 5 is flipped in the hole picture
in Fig. 7.

3 Note that the same term ‘switching trap level’ is also used fortiremodynamic trap level for a
switching oxide hole trap introduced in Fig. 1.
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Fig. 7 The same configura- Positive Defect
tion coordinate diagram asin ,, t Neutral Defect
Fig. 5 but in the ‘hole picture’.
Note that the energy scale of
the charge carriers and thus Vi
the band diagram is inverted
compared to the ‘electron Veb)
picture’. Furthermore, the en- !
ergy of the transferred charge
carrier is now undefined for
the initial state since the hole
is in one of the valence band
states. By contrast, it can be
specified byg; when the hole !
is trapped. w

Vo=Vo—E (33)
Vy =Vo - E (34)

The energy difference of the adiabatic potentials is thgargby
Vs=V,-Vo=E—-E, (35)

implying that the same activation energy is required asénelectron picture. Fol-
lowing the same derivation as for the electron picture, tidPNransition rate for
hole capture reads

Ev
e / Dp(E) fol(E, Er)Ag/ (E. X) foy-(Go,C 1, G, E — Eo) FidE . (36)

It is remarked that the electronic matrix elemeAs, (E,x;) in the hole picture
and in the electron picture equal since they are determigetthdr same channel
wavefunction. Using the approximation (26), the whole $eNIBIP trapping rates
can be written as

knC = kg / DH(E) fn(E7 Ef))\ (E’Xt) f+/O(C+7007CIs7 Et - E)dE (37)
Ec
+oo

€925 [ Da(E) fo(E. ENA (E,) oy (co, - 6, E — E)E (38)
Ec

Ey
kpC: kg / DD(E) fp(E7Ef))\(E?Xt) f0/+(co7c+aanE_Et)dE (39)
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Ey
kpe = kg / DD(E) fn<E7 Ef))\ (Ea Xt) f+/0(c+7C07 CIs7 Et - E)dE 5 (40)

where the quantitiebg/ P are used as shorthands for the product of the prefa@ors
andA;. ‘n’ and ‘p’ refers to electrons or holes while ‘c’ and ‘e’ st for capture and
emission processes, respectively. It has to be noted thantbgrands of the above
rate equations are usually sharply peaked due to the stxpaogential dependences
of the occupancie$,(E) and fn(E) as well as the lineshape functiofts., (E) and
f.0(E). Hence, these integrals are solved numerically using adajpitegration
schemes in order to keep the computation costs low and teeeasufficient accu-
racy of the computed rates.

The above set of rate equations can also be modified to thewtese the defect
exchanges charge carriers with the poly-gate by replatiagotind edges and the
Fermi level with their respective values at the poly-gateeyl can also be adapted
for an electron trap, whose charge state switches betwag¢rahand negative. As
such, these rate equations form the basis for charge tgppiolving the substrate
as well as the gate and could consequently also cover tsagted tunneling occur-
ring via NMP transitions.

6 Huang-Rhys Parameter

The employed NMP theory was initially derived for the fluaesce and absorption
spectra of gases and solids, where the Huang-Rhys f&etas introduced to obtain
compact analytical solution®.This quantity corresponds to the number of absorbed
or emitted phonons during an optical transition and theckayacterizes the shape
of two adiabatic potential(q) andV,(q). For quadratic electron-phonon coupling,
the adiabatic potentials are represented by two paraliw@aarte shifted against each
other and have different curvatures. To define them, wednite the quantitieS
andR (see Fig. 8), which are defined as follows:

Sw = Co0? (41)
R = C%. (42)

Using the above substitutions, the NMP transition barmeedguation (20) can be
rewritten as

2
v0/+<vs>S“‘")2(1iR SMVM) | @3)

(RR—1 Shw

The prefactogy ., (Aq) of the exponential term in equation (17) is of the form
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Strong Electron-Phonon Coupling

‘Oo'0+ q

Fig. 8 Left: The configuration coordinate diagram including the Huahg$RfactorsS, andsS; .
The adiabatic potentials are often defined as harmonic dsc#laf the formvo(q) =2/2Mwf(q—
0o)? + Vo andV(q) = Y2Mw?(q — g4)% +V,, whereay and w,. are their respective oscillator
frequencies. For an optical transition, the energy delivérethe photon must equals the energy
differenceVp(q.) — V4, which is indicated by the upwards arrow and can be expressatiagegral
multiple S of hay. In analogy,Sihw; equals the energy differentg(qg) — Vo. In the remainder
of this chapterShay andS, hw, will be replaced byShw andR?Shw, respectivelyRight: Strong
(top) and weak (bottom) electron-phonon coupling. In the Gieste the parabolas are positioned
such that the intersection point is situated inbetween theimmgirwhile in the second case one
parabola lies inside the other and the intersection pointistém beside the two minima.

Bco 1
At o) =/ 22 44
fo(Ath2) 4 |coAq—c(Aq—Gs)| (44)
and can be expressed as
B R
Vo) = \/> . 45
EO/+( 5) 477 SﬁerVS(RZ ) (45)

For linear electron-phonon coupling, one obtains the featjy applied result

(Vs + Shw)?
4Shw

for the NMP transition barrier with the prefactor

~ [Beo 1 _\/7 1
S0+ (A% =\ 2 [ohq . (Ba a9 V 4V 7

Vo (Vs) = (46)
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V(a)

V.
VO/+ +/0

Fig. 9 The hole captureVy,, ) and emission\(, ) barrier for an NMP transition. The barrier
heights are calculated as the energy differences betweeathesponding minimum and the inter-
section pointin the hole picture, which yieldg, =Vip —Vo=Vip —Vo+E andAV, o=Vip -V, =
Vip — Vo + E; for the capture and the emission barrier, respectively.

6.1 Analytical Expressionsfor the NMP Rates

A second order expansion of the expression (43) delivers

Shw R R -
v V2.
1+RZ "1T1R"° " 25w

Vo (Vs) =~ (48)

If the curvaturesy andc, differ, the quantityR deviates from unity. Sinc® also
enters the above expression for the barrier height, the odtihe curvatures has a
strong impact on the NMP transition rates (cf. Fig. 9). Asha previous sectiois
can be expressed as
Vs=V,—Vp=E-E =E—-E,+E,— E (49)
——AE

so that equation (48) can be rewritten as

_Sw R
(1+R?2  1+R

R

a5 (Ev—E—4E)”. (50)

In the case of strong electron-phonon coupling (see Figh8) > |E, — E; — AE|
holds and the third term of equation (50) can be neglectedrdar to evaluate the

integral in the hole capture rate (39), the following asstioms must be made:

e Assuming the parabolic-band approximation, the valencel lagensity of states
(29) is given byD,(E) = Dp ovVAE with Dy o being an energy-independent pref-
actor.

e The occupancyp(E, Ef) follows Boltzmann statistics.

e The WKB factor is approximated by the factor éxqx/xo) with the tunneling
lengthxo.
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e The lineshape function is dominated by the exponentialidraterm so that the
prefactoréy,, can be neglected to first order.

With the above simplifications, the hole capture rate (3@)wates to

Ey
k"°:k8/Dp(E)fp(EEf)/\(E,xt)exp(—ﬁvo/+(AE))dE

KL+ R 2pespl-x/so)exp( B (e - ToRAE) ) 6D

where the hole densitg is given by the expression

p=Dpoexp(B(Ey—E)) B~¥2T(3/2) (52)

with I" (x) being the Gamma function. Motivated by the similarity to thee equa-
tions in the standard SRH theory, the prefadngjhas been identified with the hole
thermal velocityv , times a hole capture cross-sectign The lengthy expression
in the exponent of the last term of equation (51) can be relte¢he hole capture
barriereP®, which is evaluated foE =E,.

Shw

(1+RY2 Ev—Et:VO/Jr‘ =™ (53)

R
+ 1+R AE=0
This is actually surprising since the NMP transition bar¥ig. (AE) is a function
of the hole energ¥ per definition. However, for strong electron-phonon cougpli
the rate integral (39) delivers its largest contributionse to the valence band edge
(AE=0) so that the barrie¥y,, (E) can be approximated By, (Ey). As a conse-

quence, the hole capture rate simplifies to
kP = Vin p0p( 1+ R)*/%exp(—x/x0) pexp(—Be™) . (54)

The hole emission rate is derived from equation (40) usimgtito relations:
First, the electron occupation function can be replaced by

fn(E,Ef) = fp(E,Ef)exp(—B(E—Ef)). (55)
Second, the ratio of the exponential barrier terms (seeJyigives
exp(—BV, o) /exp(—BVoy.) = exp(—B (B — E)) (56)

for each band state. Inserting both relations in equation (40) and using theesam
assumptions as before yields the hole emission rate
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Ev
kP — Vi 0 / Dy(E) fn(E. Et)A (E. x))exp(— Vo, )dE
—+o00

= VihpOp(1+ R)¥%exp(—x;/xo0) pexp(—BeP®) exp(—B (E. — Er)) . (57)

Interestingly, the equations (54) and (57) closely resenii rates obtained from
the standard SRH theory except from the exponential ba&renrs and even have
the same shape as those of Kirton and Uren. However, the NafiBition barriers

derived above are calculated from the intersection poimvofadiabatic potentials
— in this case parabolas — and thus reflect their gate biandepee governed by
the energy separation between the trap level and the valemzbedge according to
equation (53). Even though they rely on a series of approxims, they contain the
main physics involved in charge trapping. As such, they mtenthe understanding
of the gate bias and temperature tendencies in charge tigappd allow compact
analytical expressions for the assumption of strong edegphonon coupling.

7 State Diagram of the Multi-State M odel

The NMP transition rates derived in the previous sectiorssidlee charge transfer
reactions, i.e. the pure charge trapping or detrappinggsses. However, the TDDS
studies revealed that some defects are found to disappéiae spectral maps. This
observation can only be reasoned by the existence of mekastates, in which the
oxide defects dwell for a certain amount of time. Furtheredne TDDS also re-
veals gate bias independent transitions that can not lledd@mcharge transfer reac-
tions. These transitions are associated with an activatienthermal barriers, leav-
ing the charge state of the defect unchanged. Both obsengasiuggest a bistable
defect, which has an additional metastable configuratioarked by primes) that
appears in two charge states (cf. Fig. 10). This means tbatdfect features two
neutral (1, 1) and two positive (2,2 charge states (cf. Fig. 10), where thermal tran-
sitions allow for transitions between same charge states (1 and 2« 2) and
NMP transitions between opposite charge states (@ and 2« 1’). The bistable
defect described above is the heart of the ‘multi-state thade will be discussed
detailedly in the following.

Such defec® show complex dynamics between those four states and must be
correctly treated using homogeneous continuous-time Mackain theory® This
theory rests upon the assumption that the future transitimtween the states do
not depend on the past of the investigated system. This q@&umis justified as
long as the defect relaxes after each transition by inteigetith its environment,
thereby losing the memory of its past. In fact, this is theedas both pure thermal
and NMP transitions disregarding special theories, such@snbination-enhanced
defect reaction. The time evolution of such a defect systedescribed by a first-
order differential equation termed the Master equation.
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Fig. 10 (PRINT IN COLOR) State diagram of the multi-state model. Theadefs present in a
stable neutral (1) and a stable positive (2) charge state, wheheod them has a second metastable
state marked by a prime’(12'). The NMP transitions %+ 2 and 2« 1’ occur between different
charge states while the thermal transitions:11” and 2« 2’ between same charge states. Note
that the transitions between the stable states are of main sht&ree they correspond to the
experimentally measured capture and emission times in BTl. Howéaar involve intermediate
states, which are metastable and important for the gate-biassemgktature dependence of the
overall transition. The stick-and-ball models correspond éocitnfigurations of a possible defect
candidate, i.e. the oxygen vacancy, which is only shown fostitation purpose.

oTE(t) :J;nj(t)kji —i;n(t)kaj (58)

Here, 75 (t) is the time-dependent occupation probability that the ceein state
andk; denotes the transition rate from state statej. When going from a single
to a multitude of defects, the occupation probabilities thhes averaged and be-
come occupancies. The resulting rate equations, whichfahe same form as the
above Master equation, are usually solved in device simrgdan order to predict
the degradation for large area devices. Those kind of siiouakacan also account
for the fact that the defect properties vary from trap to tiidge wide distributions of
the defect properties arise from the amorphous defect@mwients but also come
from the random dopant fluctuations, which have increagiatfracted scientific
interest during the last several yea?s>’~62(For a detailed discussion of this topic,
the interested reader is referred to Chapter 2.2.1 of thik B%) For a comparison
to the TDDS data, one is primarily interested in the traasitimes between stable
states. The metastable states will only be occupied temijyoaad are not observ-
able in experiments. However, they gain their relevancetiieroverall gate bias
and temperature dependence of two-step processes. Th#itiag between stable
states are obtained from first-passage times. For a twopsteess, the transition
time from a statex to a statey over a state8 (cf. Fig. 11) reads

Kap +keytkpa 1 1 1 kga
KapKpy kag Koy  KpyKap

Tqy = (59)
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Fig. 11 The state diagram for a two-step process from the statey. The first passage time of
such a process is calculated by equation (59). Consider thagtfetion rate,s, indicated by the
dashed arrow, does not enter this equation.
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Fig. 12 Simplified state diagrams of hole capture and emission over the migt@astates’land

2'. The superscripts of denote the intermediate state, which has been passed throuig dur
a complete capture or emission event. Note that there exist twoatorgppathways for a hole
capture event, namely one over the intermediate statedlone over2 Of course, the same holds
true for a hole emission event.

The multi-state model with its four states allows for foustdict transition path-
ways (see Fig. 12), whose first-passage times are listed/belo

y 1 1 1k

¢ = — 60
© =k Ko | Kk (60)
’ 1 1 1 Ky
1 171
- 61
© Ty ez | kuoka (61)
/ 1 1 1 Ky
2 2/2
© = oy K | Krn o (62)
w1, 1 1k 3

k2 1/ kl/ 1 kll 1 k2 1/

The transition barriers for the partial rates can be ex¢gétom the configuration
coordinate diagram of the bistable defect (see Fig. 13). bisebility of the de-
fect is reflected in the double-well shape of the adiabattemitals. The transitions
T, andT,,,» are thermally activated and do not vary with the applied dés.
According to transition state theory, they can be expreased
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Fig. 13 (PRINT IN COLOR) €ft: A schematic of the configuration coordinate diagram for a
bistable defect. The solid and the dashed lines represent thbadidi potentials for a defect in
its positive and neutral charge state, respectively. The gmaigima correspond to the stable or
metastable defect configurations, labeled’121and 2. The present configuration coordinate di-
agram describes the exchange of holes with the valence bahthas is associated with a hole
capture or emission process. The stick-and-ball models displayeatdafits various stable and
metastable configurations for illustration purpaReght: Definitions of the used energies and bar-
riers in the multi-state model. Recall that two adiabatic pidésimust be shown for one transition.
It is assumed that an alternative transition pathway with antiaddi crossing point exists in the
multi-dimensional atomic configuration space. In order to shovw buersections (related to the
transitions k- 2’ and 2« 1) in one configuration coordinate diagram, the ‘neutral’ ptite must
be plotted twice. Obviousl\gy = &, + €12 holds.

kiy = vo exp(—Béw) (64)
ky1 = Vo exp(—Bér) (65)
ko = Vo exp(—Bex) (66)
koo = Vo exp(—Béz2) (67)
where the barriers; are defined in Fig. 13 and is the attempt frequency, which
is typically of the order 18s~1. The NMP transition rates are evaluated using the

equations (37) - (40), which contain lineshape functiortsthns depend ov. The
energy minima in the configuration coordinate diagram of E&jare given by

V, =Vo—E (68)
Vo =V + &0 — B¢ (69)
V, =Vo—FE/ (70)
Vi =Vo—E (71)

in the hole picture. Here, thé stands for the adiabatic potentials witheing one
of the states in Fig. 10. Furthermore, the hole is assumee embrgetically located
at the valence band edge. It is emphasized that the eagsgmnust be added tdy
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to obtain the correct energy minimum of state 2

Ei — Ei— Etor

23

(72)

As a consequencery modifies the energy differenc®g extracted from the con-

figuration coordinate diagram

Vig =Vy —Vi =E - B+ érx
Vig=Va —Vy =E — E/

and enters the NMP rates

too
K12 = VthnOn / Dn(E) fo(E, Ef)A (E) fo/1(Co, C+, Os, E — Bt + €72 )dE
—_——

B =Viy
Ev
+ Vth,pOp / Dp(E) fp(E,Ef)A (E) fo/s(Co, C4 , Os, E — Et + €72 )dE
- =Viy

+oo
K211 = VthnOn / Dn(E) fn(E, Er)A (E) . jo(C1, Co, s, Et — €72 — E)dE
—_——

Ec =—Viy
=

Vi pOi / Dp(E) fn(E, EN)A (E)f, o(C: , Co, G, E¢ — £ — E)dE
- =-Viy

+00
k2 = Vinn0n | Dn(E) o(E.EA (E) oy (co, 1.6 E — Ef)oE

E V.

¢ =Vir2

Ey
JFVth,pUp/DP(E)fP(EvEf)/\(E)f0/+(007c+aQSaE*Et/)dE

=Vya

+o00
k21’ = VthnOn / Dn(E) fn(E7 Ef)/\ (E) f+/0(c+7007q57 E’[/ - E)dE
——

Ec ==V,
Ev
+ Vth,pop / DP(E) fn(E7 Ef)/\ (E) f+/0(c+7007 Os, Et/ - E)dE .
- =Viry

(73)
(74)

(75)

(76)

(77)

(78)

The above NMP transition rates along with the thermal ttasrates (64) - (67)
enter the expressions of the capture and emission times (63) that are compa-
rable to time constants observed in the TDDS data. In thesestion, they will be
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Fig. 14 (PRINT IN COLOR) €ft: The capture (solid lines) and emission (dashed lines) times of
a fixed oxide hole trap as a function of the gate bias. The symhaisl $or the measurement data
and the lines represent the simulation results of the multi-statkem®he latter are shown to be in
remarkable agreement with the experimental data. The insébtb&eft) depicts the band diagram

of a MOSFET with the trap Ivelg; andE/ for the case when no bias is applied to the gate. Under
these conditions the trap levi] is located far above the substrate Fermi level and the emission
time remains unaffected by the gate bias. This fact eventubllyacterizes this defect as a fixed
oxide hole trafRight: The same but for a switching oxide hole trap as presented in tt@8e.
Compared to the fixed oxide hole trap, it shows a strong gate bjgsndlence of, at small gate
biases. In contrast to a fixed oxide hole trap, the Fermi level laadrap leveE{ coincide there,
resulting in the strong sensitivity at to V.

used to evaluate the multi-state model against the TDDSatatallow a verifica-
tion of this model.

8 Model Evaluation

As outlined in Section 2, TDDS experiments measure the respof single defects
to different gate voltage or temperature conditions. Basethese data, they give
insight into the behavior of single defects and can thusalewdether a BTI trap-

ping model reflects the physics of real defects. The timeteonplots in Fig. 14

depict a fit of the multi-state model against the time cortstamtracted from the
TDDS measurement data. The following calculations areiezhmut on a device

simulator that delivers the band energy diagram for theagsvused in the TDDS
measurements. With these data, the thermal and the NMRtivanmsaites were eval-

uated, which were subsequently used to calculate the @aphd emission times.
In these simulation, we accounted for the exchange of clangéers with the sub-

strate as well as the gate from the conduction and the valesiog. An evaluation

of the TDDS checklist is given below:

(i) The curvature it is reproduced by the multi-state model.
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(i) tc shows a marked temperature activation over the whole rahyg wisible as
a parallel upward shift.

(i) Ingeneral, the multi-state model yields field-insensitivas displayed in Fig. 14
left. It is important to note here that at larger oxide fiekis tmodel also predicts
an exponential dependence, which has also been observedifar defects in
RTN measurements.

(iv) The multi-state model also allows for a field-dependrrirovided that the sub-
strate Fermi level and the trap le\gl are separated by only a few hundredth of
an electron Volt at smally (cf. Fig. 14 right).

(v) In both casest is thermally-activated.

The above checklist demonstrates that the multi-state hoadereproduce the key
features of the hole capture and emission process corrstriygly indicating that
the multi-state model can describe the physics of the defsgn in TDDS.

9 Discussion of the Multi-State M odel

In Section 7, we derived a full set of rate equations that caurately describe
charge trapping within the multi-state model. Howeverytredy on complicated in-
tegrals which obscure the gate bias and temperature depdreleavior of defects.
For this reason, we also provide analytical expressiortspittemote understanding
of the essential physical behind the mathematical framlewor

Following the derivation in Section 6, the NMP transitioteacan be written as

Kiz = Vinp0p(1+ R)¥2A (E,) pexp(—Ber2) (79)
ko1 = VinpOp(1+ R)¥2A (Ey) pexp(—Berx) exp(—B (Bt — ey — Ex)) (80)
Ky = VinpOp(1+ R)¥/2A (E,) pexp(—Beyy) (81)
Kot = VinpOp(1+ R)¥2A (E,) pexp(—Bey,) exp(—B (E; — Ey)) (82)
with
_ Shw R1
€17 = (1+R1)2+ 1+R1(Ev—Et+€T2’) (83)
B Sihwy R1 Ry
= (1+R1)2 — 1+ R (AEt*STz/)JrTR:LQOXtFox (84)
o Sl/ﬁa)]_/ Rl/ e
61/27 (1+ Rl,)z+ 1+R1/(EV Et) (85)
/ﬁ ! R !/ R !
_ _Sho L AE] + ——qoXiFox (86)

T (1+Ry)?2 1+Ry 1+Ry
using equation (3). In analogy to the derivation of the exXlelP transition rates
(68) - (78), the trap leveE; must again be referenced to the minimuhacording

to equation (69). This reference &f is required in the calculation of the NMP
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barriers (84) and (86) as well as the last term of equatiopf(8@wing the concept
outlined in Fig. 9. With the thermal transitions (64)-(6T)dathe above expression
of the NMP rates (79) - (82), the capture and emission times-(663) read

/ N2 R10oxF N1
Tg cm|n+ Tpo— P exp (B :I:.L_C:—It?l(n) + T cmln p exp(BqOXtFOX) (87)
/ N3 R /QOXtFOX
! e 1> 88
I = c min T Tpo— p Xp (B 1+ Ry ( )
/ / Xt F
1% =t 12 oxp AP (®9)
’ XtF ’
it =1y exp<_[3 (io+ RT) + Témin (1+exp(B(E{ —E))) (90)
using the definitions
Ny = Ny exp(B(ery — AEY)) (91)
B Ny  pRU(AE —ér2)
N i wo(Baime) ooV TR) @

Sihan
Sihay Ry
Ne = (1+R1/ (1+Ry )32 ° (B 1t ) Xp( BT R,AE‘)
X (1+exp([3(AE{—AEt))) (93)
TO AE—E /
Ty = (1+|;1 32 exp<[3 T 2) p(ﬁ 1t+R1T2)><

X (1 + quB STZ’)) (94)

N +T|g:/ 3z &P (B 18153/ ) (B 1+E|;1/> (95)
gmin =1/k2 (96)
Tomin = 1/ko2 (97)
Temin = 1/kKiy (98)
e,min =1/ky1 (99)

Recall that the hole capture process can proceed from staterlone of the
metastable state$ @r 1’ to the final state 2 according to the state diagram of Fig. 12.
The corresponding capture time constants are denote@l asd rcf, respectively,
and will be discussed in the following. If the transition Ipagy T,_,»_,, is pre-
ferred, the capture time constant has the same shape agpa(58).
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Fig. 15 (PRINT IN COLORL €ft: The calculated hole capture time constants as a functioreof th
oxide field. The different regimes @ (A, B, C, and D) are separated by the thin vertical lines and
labeled by the circles with the capital letters. The dottewesr. show the capture processes over
a metastable staie The field dependence af within a certain regime is shown by the dashed
curve.Right: The same but for the hole emission time constants with the regimés §&d G).

o Ky ko koo

c =

(101)
K1z koo

11 1k
kiy Koo ko ki
= =S ==
D c B

(102)

Each summand in the nominator can be dominant, leading tatiequ(60), which
is characterized by three distinct regimes, namely B, C,Rnd Fig. 15. At ex-
tremely high negative oxide fields (regime )y is the dominant rate meaning
that the transitioh T,_,» proceeds much faster thdi_,, (cf. Fig. 16). Thus com-
plete capture proces$;(,_,,) is controlled by the second transitidp_,,, which

is much slower and has a time constantré';ﬂn. Since this second step is only

thermally activatedrg does not depend on the oxide field. This is consistent with
equation (87), in which both exponential terms become gégé at extremely high
negative oxide fields. At moderate negative oxide fieldsifnegC), the ratek;»
approaches the order kf; and even falls belowy,. In this case the thermal tran-
sition T _,» immediately follows the hole capture process from the stae?. As

a result, the trapping kinetics are governed by the forwate of the NMP process
T Thenrg shows an exponential oxide field dependence, which is retldnt
the second term of equation (87). At low negative oxide fi¢tdgime B),k;» is
already outbalanced by its reverse riie (see Fig. 16) and the ratio of both rates
determines the oxide field dependence. This gives an inetleagponential slope
originating from the third term of equation (8 Mhe transitions between these three

4 Keep in mind that the term ‘transition’ does not refer to theation of the physical process itself,
such as the time it takes an electron to tunnel through an ebargigr. It rather denotes the mean
time until the physical process takes place and the defect ehinstate.
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Fig. 16 (PRINT IN COLOR)A schematic representation of adiabatic pidsnin the regimes B,
C, and D. The arrows show the transitions involved in the hofgura process. Their thicknesses
indicate the magnitude of their rates. This means that the¢hi@mmows are associated with larger
transitions times and thus governs the oxide field and temperdependence of the complete
capture procesg;_.». With higher oxide fields (B~ D) the potential of the neutral defect (dashed
line) is raised relative to that of the positive defect (solite)i. This is associated with an increase
of ki and a decrease of the reverse gte. In contrast to the charge transfer reactidps, and
T,_.1, the thermal transitiofiy _,, is not affected by the oxide field.

regimes are smooth so that the capture time becomes curvigsl ime constant
plots (cf. Fig. 16) It emphasized here that the curvature in the capture timeesre
of the most obstinate feature for BTI modeling and has ongnbeproduced by the
multi-state model so far.

However, if the transition over the metastable statis favored (regime A), the
capture time constant can be formulated using first-padgags:

v Ky +Kkyg+Kyo

c =

103

Since the metastable stateid situated above the state 1 by definiti@p; > kqy
holds. Therefore, the expression (103) can be approxinigted

l/ kl/]_ 1
¢ kirkya | kay
—_——

A/ ’ A/

(104)
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Fig. 17 (PRINT IN QOLOR)The same as in Fig. 16 but for the regimes A" andfthe oxide
field dependence af .

which is characterized by only two regimes (A" and A") now. Aeégative oxide
fields (regime A), the state’ls located high (see Fig. 17) so that the transition
rateky, is large compared tk, ;. Then the first term of expression (104) vanishes

and the field-dependent transitidi_,,» with a time constant ofé'min dominates

rcl/ in equation (104). When reducing the oxide field, the statis &hifted down-
wards in the configuration coordinate diagram, therebyeesing the transition rate
kio. At a certain oxide fieldky, falls belowky/; and the first term of the expres-
sion (104) becomes dominant (regime A’). As a consequeujr’:egoverned by the
field-dependent transitiomy_,», which is reflected in the exponential term of the
expression (88). The transition between A’ and A’ yieldsrakkiwhich is visible in
rcll (cf. Fig. 15) but not in the overall hole capturgtime given by

1 1.1

a4t 105
Tc rcl+r§ (105)

So far, this transition has not been observed in TDDS expris) which is why
the regimes A’ and A’ are not differentiated in Fig. 16.

Also the hole emission process has the possibility to prbaeer either the
state 1or 2, with ré’ andrg being the corresponding emission time constants (see
Fig. 18). For the transition pathway ovef, Zhe emission time constant can be
expressed as:

o ko +Koo+ ko

— 106
€ Koo Korq (106)

Sincekys > koy applies,rg/ has only two regimes, labeled with the capital letters
F and G in Fig. 15.
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At high negative oxide fields (regime G), the state 1 is sHifipwards so that,»
is the dominant rate and the field-dependent NMP transijory controls the tran-
sition T;_,»_,». The oxide field dependence _, is reflected in the second term
of equation (89). At moderate negative oxide fields (regimetie transitionl,_,,
proceeds much faster than_,, . Thus,rgl is determined by the field-insensitive
transitionT,_,» with a time constant ofé'min. Itis pointed out thathe regime F can
give an explanation for the field-independent emission tiorestants observed for
fixed oxide hole traps (cf. Fig. 14 lefffhis is a direct consequence of the assumed
bistability of the defect in the multi-state model.

At a low oxide field (regime E), the statéis further shifted down, which speeds
up the transitionl,_,;; and allows the pathway over the metastable statdte
corresponding emission time constaﬁtis then given by

v k21/ + k1/2 + Iy
g = ————==-=<

108
For a sufficiently large barries;1, the rateky; becomes negligible comparedkg,
andky, and the above equation simplifies to

v_ 1 ki

i (109)

B I(1’ 1 k2 Y k1’ 1 .
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In this case, the state diagram reduces to a subsystem thade:s the states and
2 and is marginally disturbed by the rdtg;. In this subsystem the state’sahd 2
can be assumed to be in quasi-equilibrium

f1 kg = fokoy (110)
and the conditiorfs + f, = 1 is met. Then the trap occupangy= fy is given by

1 1

= . 111
1+% 1+exp(B(E{ —Er)) (11D
1/2

f =

From this equation, it follows that the condititq, = ko is equivalent td&E/ = E;.
Furthermore, this equation can also be used to simplify tluagon (90) to

1 OoXtFox Té /min

T; =Ty exp| —B—= —. 112

e~ p( B1+Rl/) fo (112)
If E falls belowE; at a certain relaxation voltage, the statdog&comes occupied
and the emission timeel’ is determined by the field-independent transitign.,,
with the time constanté/min. By contrast, ifE{ is raised abové:, the state ‘Lis
underpopulated thereby slowing down the hole emissiongs®cThis occupancy
effect is reflected in the second term, which is sensitivehamges irk;.

The overall hole emission timr follows approximately from

L (113)
Te TF 712

and is depicted in Fig. 15. At a certain oxide field, when tlagest is shifted below
state 2,7Y reaches its minimum value and falls belag. The resulting drop irre

is observed as the field dependence characterizing fixece dwate traps at weak
oxide fields (cf. Fig. 14 right)The drop inte occurs when the minimum of the state
1’ passes that of state 2, and is thus related to the exact shépe apnfiguration
coordinate diagram. It is emphasized here that in the rstdte model the bistability
of the defect allows for fixed as well as switching oxide ho#ps while there is no
explanation for these two kinds for defects in other models.

In summary, several features observed in the TDDS data lemreduantitatively
reproduced as shown in Section 8 and qualitatively undedsfmllowing the above
discussion based on analytical expressions. As such, thilehean be regarded as
a suited model to describe hole trapping in BTI.
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Fig. 19 (PRINT IN COLOR)Top l€eft: The hole occupancy during tRTN. At= 0 the stress voltage
has been removed and the defectis in its positive state 2. Afteeas the defect ceases to produce
noise.Bottom left: Configuration coordinate diagram for a tRTN defect. Theklarrow indicates
the fast switches between the states 2 dneklated to the occurrence of noise. The possibilities
to escape from these states are shown by the thin arfoepstight: Electron occupancy during
aRTN.Bottom right: Configuration coordinate diagram for an aRTN defect. Sthcedefect is
an electron trap, the solid and the dashed line correspond toethetive and the neutral charge
state of the defect, respectively. The double-sided thiclknaisassociated with aRTN while the
thin one represents the transitions into and out of the metassédtle 2

10 Noise

So far it has been shown that the multi-state model accoontdliffeatures seen in
the time constant plots for the fixed as well as the switchixigeohole traps. Be-
yond that, the model can also give an explanation for tRTNenkesl in TDDS (see
Section 2). The generated noise stems from defects switdiack and forth be-
tween states 2 and.IThe associated charge transfer reactibns; do not involve
any intermediate states and are therefore simple NMP esek is remarked here
that the transitiond,,,1 require the energy minima 2 and it the configuration
coordinate diagram to be on approximately the same levakatsiaxation voltage.
This is only the case for a group of defects whose energy nairfirand 1 are en-
ergetically not far separated. In the TDDS measuremergsintrestigated devices
are stressed at a higly so that the defects are forced from the state 1 into the state
2 or 1. During this step, the defects undergo the transifign, _,, into the state

2 or even further into 1 The other direct pathway; .1 into the state “1or 2 is
assumed to go over a large barrggy. Therefore, the transitiom;_,1 proceeds on
much larger timescales comparedTio,»_.» and can be neglected. After stressing,
the recovery traces are monitored at Myor Foy, respectively, at which the energy
minima of the states 2 and toincide and noise is produced. However, the state
1 is thermodynamically preferred due to its energeticallydr position compared
to the states 2 and.1lWhen the defect returns to its initial state 1, the RTN signal
disappears with a time constantzdf The corresponding transition could be either
To.»_,1 OF Ty_; With a time constant of2 or 1! . respectively (cf. Fig. 19).

emin’
The termination of the noise signal after a time perioddfs determined by the
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minimum of these time constants. Consider that the NMP da®) ande;, must
not be too large since otherwise trapping events will ocoarfast and are therefore
not detected using a conventional measurement equipment.

Interestingly, there also exists a type of defect which a¢galy produces noise
for stochastically distributed time intervals (see Set). This kind of noise was
observed for electron trapsin nMOSFETS and is referred to as aRTN. Just as in
the case of tRTN, the noise signal is generated by chargsférareactions between
the states 2 and' 1The recurrent pauses of the noise signal (see Fig. 19)natigi
from transitions into the metastable statewvghich is electrically indistinguishable
from the state 2. These interruptions correspond to thedimieg which the defect
dwells in this state and no charge transfer reaction canpldee. Thereby it has
been presumed that the NMP transitin,, occurs on larger time scales than the
return to the state 2 through the transitibn.,,. The slow capture time constar
in Fig. 19 defines the mean time interval during which noisehiserved. Its value
is given by the inverse of the transition ratékly. The slow emission time constant
15 = 1/ko, corresponds to the mean time interval until the next noisegetarts.

One should keep in mind that when adopting the concept of aleTidle traps
in pMOSFET, it may also explain the tRTN behavior seen in TDB&asurements.
During TDDS stress, this sort of defects are forced into ohéhe states 2 and
1’ where they produce an RTN signal. As in aRTN, they underga@iasttion to
the metastable staté thereby stopping to produce a noise signal. However, this
special sort of defects is characterized by a slow emissioa tonstantg, which
is much larger than the typical measurement time of TDDS. Asresequence, the
next transition back to the state 2 and the subsequent nersedpare shifted out
of the experimental time window of TDDS and will not be recsudduring the
measurement run. According to this explanation, tRTN can bk explained as a
stimulated variant of aRTN.

In summary, the multi-state model can account for the festfirom the time
constant plots and is consistent with the observation oNtB3 well as aRTN. This
fact is presented here since it is regarded as an additiappbst for the validity of
this model.

11 Conclusion

With the departure from the established reaction-diffasimdel, charge trapping in
BTl has recently attracted scientific interest. Thereftire nature of charge trapping
has remained vaguely understood for a long time and has besmsively studied

within our group. In this chapter we presented a detailedsaton of our charge

trapping model, termed multi-state model, in which the foaas on correctly mod-
eling microscopic processes involved in BTI. In order toman understanding of
the tendencies in this model, we have also given analytiqadessions, which still

capture the main physics underlying charge trapping in BTI.



34 Wolfgang Goes, Franz Schanovsky, and Tibor Grasser

For the verification of our model, we have chosen the TDDSriegle since
it allows to analyze the behavior of single defects. The wat&bn of our multi-
state model was based on five criteria including the cureatuthe capture times,
the gate bias and temperature dependences, and the fixedl as we switching
oxide hole trap behavior. So far, all these features havelwdn reproduced by the
multi-state model, which strongly indicates that the thizdel is based on correct
assumptions. Interestingly, the model gives also an eggitam for temporary and
anomalous RTN, thereby further corroborating its validity
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