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11.1  INTRODUCTION

The exponential growth of the semiconductor industry has successfully proceeded for 
about four decades, supported by continued improvement of complementary metal–
oxide–semiconductor (CMOS) technology. For the next several years, there will be 
no apparent substitutes for the CMOS technology and its future development has 
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already been charted by the International Technology Roadmap for Semiconductors 
(ITRS) [1]. However, fundamental physical limitations such as leakage, high power 
densities, process variability, and soaring costs will bring the scaling of the classical 
CMOS devices to an end [2,3]. Therefore, besides exploring and introducing new 
materials, device structures, and design technologies, investigating possible alterna-
tive technologies to replace or at least to supplement CMOS [4–9], is important to 
further enhance the performance of logic devices and circuits [10]. Right now there 
are many different devices under investigation with widely varying performance 
parameters, for example, energy, speed, area, and so on [11]. Unfortunately, their 
level of maturity is often insufficient for practical purposes and we believe that com-
bining CMOS and spintronic devices is the most promising solution for the near 
future. For example, distributing nonvolatile memory elements over a CMOS logic 
circuit is expected to address some of these limitations by providing ultralow power 
and fast operation as this method eliminates static leakage (standby) power dissipa-
tion and reduces interconnection delay [12].

Spintronic devices, especially MgO-based magnetic tunnel junctions (MTJs), are 
strong candidates to replace CMOS-based memory due to their nonvolatility and 
compatibility with CMOS technology [13]. Despite the advantages of high speed and 
unlimited endurance, the first generation of MTJs, which utilized Oersted fields for 
magnetization switching, were unfavorable in terms of scalability and energy con-
sumption. By using the spin-transfer torque (STT) [14,15] switching technique, the 
second generation of MTJs (STT-MTJ) eliminated the need for current lines adjacent 
to memory cells, which were required previously for generating a switching field. 
Thus, by using the same lines for reading and writing operations, the STT-MTJs 
are more scalable and allow for lower switching energies [16,17]. Magnetoresistive 
random-access memory (MRAM) with STT-MTJs as memory elements combines 
the speed of static RAM (SRAM), the density of dynamic RAM (DRAM), and the 
nonvolatility of flash memory and has all the characteristics of a universal memory 
[18]. Furthermore, MTJ technology is attractive for building logic configurations that 
combine nonvolatile memory and logic circuits (so-called logic-in-memory architec-
ture) to overcome the leakage power issue [19,20].

In this chapter, we concentrate on stateful logic architectures, which realize intrin-
sic nonvolatile logic-in-memory by using nonvolatile memory elements simultane-
ously as latches and logic gates. Recently, it has been shown that the fundamental 
Boolean logic operation material implication (IMP) is naturally realized in a simple 
circuit combining a conventional resistor and two TiO2 memristive switches [21]. In 
Section 11.2, stateful memristive implication logic gates are presented. It is shown 
that due to the error accumulation and low endurance of the memristive gates, STT-
MTJ devices are preferable to build up stateful logic circuits, as they do not show 
error accumulation and exhibit almost unlimited endurance. In Section 11.3, STT-
MTJ-based reprogrammable gates and implication gates are studied. Due to the easy 
integration of MTJs on top of a CMOS circuit, the MTJ-based logic gates can be gen-
eralized to large-scale nonvolatile circuits. In Section 11.4, it is shown how the func-
tionality of STT-MRAM cells can be extended by including stateful logic operations. 
This inherently provides large-scale nonvolatile logic-in-memory architectures with 
zero standby power and allows shorter interconnection delays by eliminating the need 
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for data transfer between separate memory and logic units. Thus, the Von Neumann 
architecture is no longer a prerequisite. MRAM-based logic is also well suited for 
parallel nonvolatile computations, as will be shown by an example.

11.2  MEMRISTIVE IMPLICATION LOGIC GATES

11.2.1  Material Implication

Material implication (IMP) is a fundamental two-input Boolean logic operation 
(s → t) that reads “s implies t” or “if s, then t” and is equivalent to “(NOT s) OR t”
( )s t+ , as shown in Table 11.1. The operations IMP and NIMP (negated IMP) form a
computationally complete logic basis in combination with any operation from the sets 
C and C′, respectively, for which C = {NOT, FALSE, XOR, NIMP} and C′ = {NOT, 
TRUE, XNOR, IMP}, and are therefore able to compute arbitrary Boolean functions.

In addition to the AND, OR, and NOT operations, the IMP operation has been 
classified by Whitehead and Russell as one of the four basic logic operations [22]. 
However, by modeling Boolean logic with circuits built with relays and switches, 
Shannon founded modern digital electronics only based on AND, OR, and NOT 
operations [23]. Since then, the IMP operation has been ignored in digital electron-
ics. Only recently, it was demonstrated that memristive switches intrinsically enable 
the IMP operation in a crossbar array [21].

11.2.2 T iO2 Memristive Switches

The memristor or memory resistor is a fundamental circuit element predicted by 
Chua in 1971 [24]. However, the first physical realization of a memristor was dem-
onstrated only in 2008 [25], based on ionic transport in a metal–insulator–metal 
structure (TiO2 memristor). Shortly after that, STT memristors were proposed [26], 
based on the STT-induced magnetic domain wall motion [27]. The memristor can be 
thought of as a passive programmable resistor that preserves its electrical resistance 
when the power is turned off. The most obvious application of memristors is nonvol-
atile memory. Since a memristor has a behavior similar to synapses, another poten-
tial application is to use them in neuromorphic systems [28,29]. Furthermore, as 
the fourth basic passive circuit element, a memristor is also suited for analog circuit 
applications [30–32]. Its current–voltage (I−V) characteristics display a hysteretic

TABLE 11.1
Material Implication, IMP, and NIMP Truth Tables

State s t s → t t s→

1 0 0 1 0

2 0 1 1 1

3 1 0 0 0

4 1 1 1 0
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behavior confined to the first and the third quadrants and pinched at the origin. 
Under large voltages, however, the memristor operates as a latch or digital switch 
between the two states characterized by low and high resistances.

Recently, the realization of the IMP logic operation in a memristive circuit includ-
ing a conventional resistor and two TiO2 memristive switches was demonstrated in 
[21]. The use of memristive devices for new computational architectures enables the 
application of the same elements as latches and logic gates called stateful logic [21], 
which inherently realizes a logic-in-memory architecture, allows the extension of 
nonvolatile electronics from memory to logical computing applications, and opens 
the door for a new computational paradigm.

Figure 11.1a shows a TiO2 memristive device that consists of a TiO2 thin film 
sandwiched between two platinum (Pt) electrodes. The thin film is divided into a 
(highly conducting) doped region and an (insulating) undoped region. The internal 
resistance of the device is equal to the sum of the variable resistance on each region.

R R Rint doped undoped= + (11.1)

A simple linear memristor model [25] describes memristor resistance (mem-
ristance) as
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FIGURE 11.1  (a) TiO2 memristive device and the circuit symbol of the memristor. (b) The 
memristance profile of the TiO2 memristive device during a high-to-low resistance switching 
according to a simple linear model and the more advanced nonlinear model. (From Pickett, 
M.D., Strukov, D.B., Borghetti, J.L., Yang, J.J., Snider, G.S., Stewart, D.R., and Williams, 
R.S., J. Appl. Phys., 106, 074508, 2009.) (c) The circuit topology of the memristive stateful 
implication logic gate. (From Borghetti, J., Snider, G.S., Kuekes, P.J., Yang, J.J., Stewart, 
D.R., and Williams, R.S., Nature, 464, 873–876, 2010.)
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where:
	Roff and Ron = maximum and minimum resistances, respectively
	w and wmax = �thickness of the insulating undoped region and its maximum pos-

sible value, correspondingly
	 μv = average mobility of dopants (oxygen vacancies) in TiO2

According to this simplified model, the internal state variable w linearly changes 
with respect to charge flowing through the memristor. However, it was shown that 
the TiO2 memristive devices have a more complex switching behavior, arising from 
ionic motion and also the modulation of an effective tunneling resistance with 
applied voltage (current) [33,34].

Figure 11.1b shows the dependence of the memristance during high-to-low resis-
tance switching as it follows from the linear and the nonlinear model presented in [33]. 
Due to a high voltage level applied (V = 1.5 V), the tunneling effect through the insu-
lating undoped region dominates the memristor I−V characteristics [33]. Therefore,
during the switching, the total resistance is even lower than Ron, in contrast to the 
behavior predicted by the linear model according to Equation 11.2. This voltage-
dependent memristance switching dynamics strongly affects the electrical properties 
of the device under voltage levels (>0.5 V) required for logic applications. Therefore,
for modeling and optimizing the memristive stateful logic gates, the nonlinear model 
of the memristive devices has to be used [35]. In a high-voltage switching regime, the 
memristor acts as a bipolar two-resistance-state switch suited for storing binary data. 
A positive voltage (VOFF) places the device in a high-resistance state (HRS; RH), while 
a negative voltage (VON) places it in a low-resistance state (LRS; RL).

11.2.3  Memristive Stateful Logic

Figure 11.1c shows the circuit topology of the memristive implication logic gate 
combining two TiO2 memristors, S, and T, with a conventional resistor RG. The ini-
tial resistance states of the source (S) and target (T) memristors (denoted by the logic 
variables s and t, respectively) are the logic inputs of the gate. The final resistance 
state of T after performing the logic operation (t′) is the logic output of the gate. 
Performing the logic operation (t′ = s → t) involves simultaneous application of two
negative voltage pulses, VSET and VCOND, to the noncommon terminals of S and T. 
VCOND is a negative voltage with smaller amplitude than VSET. Therefore, the voltage 
drop on S is smaller than VON and it remains unchanged after the operation for any 
input patterns. However, depending on the resistance state of S, the voltage VCOND 
changes the voltage level on the common terminal of S and T to modulate the voltage 
drop on the target memristor T. This provides a conditional switching behavior in T, 
which is shown in Table 11.2. In fact, the negative voltage pulse VSET enforces a high-
to-low resistance switching of T only when both memristors are initially in the HRS 
(State 1). The voltage VSET has a higher amplitude than VON as it must compensate for 
the voltage drop on RG.

According to Table 11.2, depending on the logical definitions for the memristor 
low (LRS) and high (HRS) resistance states, LRS ≡ logic 1 and HRS ≡ logic 0 or vice
versa; the realized conditional switching behavior corresponds to the IMP or NIMP 
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(negated IMP) operation (Table 11.1). In accordance with the convention of Shannon, 
if we define HRS ≡ 1 and LRS ≡ 0, the logic output of the implication gate corre-
sponds to the NIMP operation as

ʹ ={ } ≡ → ≡ ʹ = ⋅ ={ }t t s t s t t s t sNIMP AND , (11.4)

where t′ is the final state of the variable t after the operation. In combination with 
the low-to-high resistance switching that corresponds to the TRUE operation (writ-
ing logic 1) according to the above definition, the NIMP operation forms a complete 
logic basis to compute any Boolean function. Therefore, it enables stateful logic 
operations by memristive devices used simultaneously as nonvolatile memory and 
logic gates [21]. Stateful universal NOR and NAND operations can be performed in 
three and five sequential steps, respectively, as

TRUE:

NIMP:

NIMP: NOR

a

a b a a b b

a c a a c b c b c b c

=

→ ≡ ʹ = ⋅ ={ }

→ ≡ ʹ = ⋅ = ⋅ = + ={ }

1

(11.5)
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1

NIMP: NAND� � �a c a a c c b b c (11.6)

TABLE 11.2
Realized Conditional Switching Behavior Is Equivalent to 
the Operation IMP or NIMP Depending on the Definitions 
for the HRS and LRS as Logical 0 and 1

Implication Operation 
(Conditional Switching)

HRS ≡ 0, LRS ≡ 1 HRS ≡ 1, LRS ≡ 0

t′ = s → t t t sʹ = →

State s  t s′  t′ s  t t′ s  t t′

1 HRS HRS HRS LRS 0 0 1 1 1 0
2 HRS LRS HRS LRS 0 1 1 1 0 0

3 LRS HRS LRS HRS 1 0 0 0 1 1

4 LRS LRS LRS LRS 1 1 1 0 0 0
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where a (a′) represents the initial (final) logic variable equivalent to the resistance 
state of a third memristor storing the logic result of intermediary logic steps and the 
final result of stateful NAND and NOR operations.

As explained before, by applying the negative voltage pulses VSET and VCOND, a 
(desired) high-to-low resistance switching (shown in bold in Table 11.2) is enforced 
in T only in State 1. However, the current flowing through the memristors tends to 
decrease their electrical resistances and changes their internal state variable w. This 
phenomenon is called state drift [36], and its accumulation after a specific number 
of sequential (N)IMP operations causes an undesired switching event either in S 
or T. In fact, although the TiO2 memristive switches are used for binary data stor-
age, they act as analog circuit elements as the parameter w changes continuously 
[33,34]. Therefore, the memristive implication logic architecture requires states to 
be refreshed to avoid undesired switching events. In MTJ-based logic gates [37–39] 
the need for refreshing circuits is eliminated as the MTJ has a bistable (parallel/
antiparallel) magnetization configuration.

11.3  MTJ-BASED STATEFUL LOGIC GATES

11.3.1  Background

The basic MTJ structure consists of a free and a pinned ferromagnetic layer sepa-
rated by a tunneling oxide. The magnetization of the free layer has a bistable con-
figuration and can be switched between a parallel and an antiparallel state compared 
to the fixed magnetization direction of the pinned layer. The electrical resistance 
of the device depends on the relative orientation of the magnetization directions. 
An antiparallel alignment results in a high-resistance state (HRS; RAP) of the MTJ, 
while the parallel alignment places it in a low-resistance state (LRS; RP). The MTJ 
resistance modulation is described by the tunneling magnetoresistance (TMR) ratio, 
defined as TMR = (RAP−RP)/RP. The tunneling oxide is usually MgO. Due to addi-
tional spin filtering, MgO-based MTJs exhibit a high TMR ratio, which facilitates 
reading-out of the MTJ resistance state via the TMR effect [40,41]. Compared to 
the first generation of MTJs, which utilized an Oersted field for switching, the STT 
switching technique exhibits pure electrical read/write operations and has significant 
advantages with respect to scalability and energy consumption [16]. This makes the 
STT-MTJ a suitable candidate for a universal memory that combines the advantages 
of CMOS compatibility, nonvolatility, high switching speed, high integration den-
sity, unlimited endurance, and scalability.

Recently, the realization of MTJ-based nonvolatile logic gates has been demon-
strated: the MTJ devices are used simultaneously as nonvolatile memory cells and 
main computing elements (logic gates) [37–39]. In [37,38], reprogrammable logic gates 
(Figure 11.2a and b) realize the basic Boolean logic operations AND, OR, NAND, 
NOR, and the Majority operation. The MTJ-based logic gates reported in [39] are 
designed on the conventional voltage-controlled IMP circuit topology (Figure 11.2c) 
and also a beneficial current-controlled topology (Figure 11.2d) to realize stateful 
implication operations. Compared to the TiO2 memristive switches, MTJs provide a 
higher number of cycles for reversibly and reliably switching (so-called endurance), 
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which is still a major challenge for memristors to be used as universal memory cells 
or computing elements [42]. In fact, MTJs show at least three orders of magnitude 
higher endurance [43]. Furthermore, the bistable resistance state of the MTJs elimi-
nates the need for refreshing circuits, which is required in memristive computation 
due to the state drift phenomenon, as explained before. According to the simulation 
results from [35,36], without refreshing the states in a memristive implication gate, 
state drift can cause one bit error in less than ten sequential logic steps.

11.3.2 A nalysis and Modeling

11.3.2.1  Reprogrammable Gates
Two-input and three-input reprogrammable logic gates [37,38] are shown in 
Figure 11.2a and b, respectively. Using these gates, the basic Boolean logic opera-
tions are executed in two sequential steps including an appropriate preset operation 
(parallel or antiparallel state) in the output MTJ and then applying a voltage pulse 
(VA) with a proper amplitude to the gate. Depending on the logic states of the input 
MTJs, the preset in the output MTJ, and the voltage level applied to the gate, a 
conditional switching behavior in the output MTJ is provided that corresponds to a 
particular logic operation [38].

Table 11.3 illustrates how the AND, OR, NAND, and NOR operations are per-
formed employing a two-input reprogrammable gate in two steps. The variables s 
and t show the logic states of the input MTJs and y represents the logic state of the 
output MTJ. In order to perform a logic operation, first a preset of y = 1 (putting in

VA VA

VCOND VSET

S ST

(a) (b)

(c) (d)

T

RGRG

Iimp

Input 
MTJs

Output MTJs

FIGURE 11.2  MTJ-based two-input (a) and three-input (b) reprogrammable logic gates. 
(c) VC-IMP and (d) CC-IMP logic gates. The resistance states of the target (T) and the source 
(S) MTJs act as the inputs (t and s) and the final logic state of T (t′) is the output of the impli-
cation gates.
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the HRS) or y = 0 (putting in the LRS) is performed in the output MTJ (Step 1). In
Step 2, a proper voltage level (VA < 0 or VA > 0 with optimized amplitude according to 
Figure 11.3) is applied to the gate to enforce the desired (high-to-low or low-to-high) 
resistance switching events in the output MTJ to execute the logic operations AND/
OR or NAND/NOR. Compared to the (N)AND operation, the (N)OR operation 
requires a lower voltage amplitude (|VA|), as it must enforce a desired switching event 
only if both input MTJs are in the LRS (State 1). For the (N)AND operation, the 
switching events are enforced not only in State 1, but also when only one of the 
inputs is in the LRS (State 2 and State 3). These switching events in State 2 and State 
3 are desired switching events for the (N)AND operation, while they are undesired 
events for the (N)OR operation.

For given MTJ device characteristics, the values of the circuit parameter VA 
have to be optimized to ensure a reliable conditional switching behavior of the 
output MTJ for any possible input patterns. Indeed, for any logic operation per-
formed by the reprogrammable gates, this optimization is required to maximize/
minimize the switching probability in the output MTJ (P → 1 or P → 0) when it is a
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FIGURE 11.3  (a) The switching probabilities of the nearest desired (P2,3) and undesired (P4) 
switching events shown for the AND (left side) and NAND (right side) operations. (b) The 
average error probabilities for the basic reprogrammable operations as a function of VA. MTJs 
are characterized as TMR = 200%, Δ = 40, IC0 (AP → P) = 325 μA, and RP = 1.8 kΩ.
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desired/undesired switching event in Step 2. Therefore, for the reliability analysis 
[44], the error probability of a given input state (State i) is defined as Ei = 1 − Pi 

(Ei = Pi) for a desired (undesired) switching event, where Pi is the switching prob-
ability of the output MTJ in State i. It should be noted that the input MTJs are left 
unchanged and their switching probabilities are negligible as the current flowing 
through the output MTJ splits between the inputs, and their currents are smaller than 
the critical current level required for the STT switching.

It is obvious that a reliable logic behavior of an operation is ensured only when the 
logic gate exhibits correct functionality for all input patterns. Therefore, by assum-
ing equal incidence probabilities for all input patterns, we obtain the average error 
probability ( )Eb  of a basic logic operation b implemented by the reprogrammable
gate as

E En
i

n

b i=
=
∑12 1

2

, (11.7)

where n is the number of input MTJs. According to Equation 11.7 and by using 
Table 11.3, the average reliabilities of the two-input (N)OR and (N)AND operations 
are obtained as

E E E P P P P
i

OR NOR i 1 2 3 4= = = −( ) + + +⎡⎣ ⎤⎦
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∑14

1
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1
1

4

, (11.8)
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∑14

1
4

1 1 1
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4

, 	 (11.9)

where Pi is the switching probability of the output MTJ in State i. It is impor-
tant to note that for the AND and OR operations Pi represents the probability for 
antiparallel-to-parallel (AP-to-P) magnetization switching, while it is the probabil-
ity for the P-to-AP switching in the case of NAND and NOR operations. In order 
to calculate Pi for different input patterns of various logic operations, we use the 
theoretical model [45] for the thermally activated switching regime (switching time 
t > 10 ns), which has been proved experimentally in [46] and is given as

P t I
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⎛
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Δ , (11.10)

where:
t = current pulse duration

	τ0 ~ 1 ns
I = current flowing through the MTJ
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	IC0 = critical high-to-low (or low-to-high) resistance switching current extrapo-
lated to τ0 [47]

	 Δ = thermal stability factor and is equal to E/kBT, where E is the energy barrier
between the parallel and the antiparallel magnetization states of the MTJ, 
kB is the Boltzmann constant, and T is the temperature

In order to calculate the current flowing through each MTJ, the voltage-dependent 
effective TMR model [48] is used, which determines the R−V characteristics of the
MTJs in the HRS as

R R
V V

RAP eff P
h

PTMR TMR
= +( ) = +

+

⎛

⎝
⎜

⎞

⎠
⎟1 1

1
0

2 2 (11.11)

TMR0 and TMReff are the TMR ratio under zero and nonzero bias voltage (V) across 
the MTJ, and Vh is the bias voltage equivalent to TMReff = TMR0/2, respectively.

Figure 11.3 shows different values of Pi and Eb  for different logic operations for
the two-input reprogrammable gate as a function VA. For a voltage level VA optimized 
within the reliable gap (RG in Figure 11.3a), which is opened between the switching 
windows (SWs) of the nearest desired (P2,3) and undesired (P4) switching events, the 
average error probability is minimized. Figure 11.3b illustrates that the (N)AND 
operation exhibits a better error probability than the (N)OR operation. It can be 
shown that the modulation in the total resistance at the input MTJs is higher, when 
the input resistance in State 2 (or State 3) is compared to its value in State 4 rather 
than its value in State 1. As a result, the current flowing through the output MTJ has 
a higher modulation, when State 2 (or State 3) is compared to State 4 rather than to 
State 1. Therefore, the (N)AND operation provides a more reliable behavior than the 
(N)OR operation.

11.3.2.2  Implication Gates
Similar to the memristive stateful implication gate (Table 11.2) in the voltage- and 
current-controlled implication (CC-IMP) gates (Figure 11.2c and d), the logic opera-
tion (N)IMP is realized based on a conditional switching in the target MTJ (T). 
Depending on the initial resistance states of the source and the target MTJs, an 
AP-to-P STT switching event is enforced in the target MTJ only, when both MTJs 
are initially at antiparallel (high-resistance) states (State 1). For the other input pat-
terns (States 2, 3, and 4), the resistance states of the MTJs are left unchanged, as 
shown in Table 11.2. In the MTJ-based voltage-controlled implication (VC-IMP) gate 
(Figure 11.2c), the logic operation is executed by simultaneously applying the volt-
age pulses VCOND and VSET. As |VCOND| < |VSET|, the voltage drop on S is smaller than
the critical voltage level required for STT switching, and thus S is left unchanged. 
The resistance state of S provides a voltage modulation across T through RG. Due to 
this modulation, T switches when S is in the HRS (State 1), but remains unchanged 
when S is in the LRS (State 3).

In the CC-IMP gate (Figure 11.2d), the logic operation is performed by apply-
ing the current pulse Iimp to the gate [39]. Iimp is applied in a direction that tends to 
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enforce AP-to-P switching events for both MTJs. The current IIMP is split between S 
and T inversely proportional to the total resistance of each branch. The current split 
depends on the input pattern as the resistance value of each branch is a function of 
the logic state of its MTJ. According to Table 11.2, there are four possible AP-to-P 
switching events containing State 1 and State 3 for T and State 1 and State 2 for S. 
However, the only desired switching event is the AP-to-P switching event in T in 
State 1, and the other three are undesired events. In State 1, both S and T are in the 
HRS. However, due to RG, a majority part of the current IIMP flows through T. This 
current is higher than the critical current required for AP-to-P switching. But when S 
is in the LRS (State 3), the current flowing through T is decreased below the critical 
level required for AP-to-P switching as the resistance (current) of the other branch 
is decreased (increased). Because of RG, the current flowing through S is always 
smaller than the critical current level required for AP-to-P STT switching and thus S 
is left unchanged in State 1 and State 2.

It is worth mentioning that unlike in the memristive implication gate, the effects 
of the voltages or currents during the logic operations, which tend to enforce unde-
sired switching events in memory cells, are not accumulated due to the intrinsic 
damping of the MTJs’ free layer [49]. Therefore, the magnetization direction of the 
free layer can relax to its initial state when there is enough time (in the range of sub-
nanoseconds [50]) between sequential (N)IMP operations. In comparison, in mem-
ristors, the internal state variable w drifts after each (N)IMP operation and the errors 
of sequential logic steps are accumulated. Thus, refreshing circuits are required to 
avoid the error due to state drift accumulation.

The reliability of the (N)IMP operation in State 1 is proportional to the multipli-
cation of the probability of the desired switching event in T (Pt1) and the term 1 − Ps1,
where Ps1 is the probability of the undesired switching event in S. Therefore, in State 
1, the error probability (E1) is

E P P1 t1 s1= − −( )1 1 (11.12)

In States 2 and 3, there are only undesired switching events (Ps2 and Pt3) in S and 
T, respectively. Therefore, the error probabilities are given by

E P E P2 s2 3 t3= =, 	 (11.13)

When both MTJs are in the LRS (State 4), there is no possible switching event 
and the error probability E4 is zero. Similar to the reprogrammable gate, the average 
error probability of the (N)IMP operation ( )EIMP  is obtained by using Equation 11.7.

E P P P P PIMP t1 s1 t1 s2 t3= − + + +( )1
4
1 	 (11.14)

From a circuit point of view, the parameters (Iimp and RG in the CC-IMP and 
VCOND, VSET, and RG in the VC-IMP gates) can be optimized to minimize the error 
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probability EIMP  for given MTJ device characteristics. Figure 11.4a shows the error
probabilities Ei for different input states of the CC-IMP gate as a function of Iimp for 
a fixed RG. Iimp has to be high enough to enforce a desired switching of T in State 
1. However, there is an optimum Iimp, as increasing Iimp increases the probabilities
of possible undesired switching events in both T and S in States 1, 2, and 3. In the 
CC-IMP gate, RG provides a structural asymmetry that increases the current flow-
ing through T compared to S, when both MTJs are in the HRS (State 1). Therefore, 
increasing RG reduces the error probability E1, as it increases (decreases) the prob-
ability of the desired (undesired) switching event Pt1 (Ps1), as shown in Figure 11.4b. 
However, its maximum value is limited by E3. In State 3, S is in the LRS and thus 
the current flowing through S is higher than in State 1. Therefore, the current flowing 
through T is decreased to below the critical current required for the STT switching. 
Because higher RG decreases the effective resistance modulation of its corresponding 
branch (the source branch comprising RG and S), it increases the error probability E3 
(Figure 11.4b).

11.3.3 R esults and Discussion

The logic implementation using MTJ-based logic gates relies on a conditional 
switching behavior provided by state-dependent current modulations on the output 
(target) MTJs. These modulations are caused by the changes in the MTJs’ resistances 
for different initial logic states. According to Equation 11.11, the resistance modula-
tion between the HRS and LRS in the MTJ with antiparallel and parallel magneti-
zation alignments is proportional to the TMR ratio of the MTJs. Therefore, from a 
device point of view, the average error probabilities of all MTJ-based operations are 
expected to decrease with increasing TMR ratio, which is, therefore, considered as 
the most important device parameter for reliability [44].
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FIGURE 11.4  The error probabilities Ei for different input states of the CC-IMP logic 
gate as a function of Iimp (a) and RG (b) plotted for MTJ devices with TMR = 250%, Δ = 40, 
IC0 (AP → P) = 325 μA, and RP = 1.8 kΩ.
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For the reprogrammable gate, the width of the RG opened between the switching 
probabilities (Pi in Figure 11.3) is enlarged for a higher TMR ratio, as the difference 
between the different input states (i = 1, 2, 3, or 4) originates from the modulation
between the HRS and the LRS of the MTJs (Table 11.3). It is obvious that the dif-
ference between the HRS and LRS states of one input MTJ causes a higher cur-
rent modulation in the output MTJ when the reprogrammable gate has two input 
MTJs compared to the three-input reprogrammable gate. Thus, the two-input gate 
exhibits a more reliable logic behavior [44]. Moreover, it has been demonstrated 
that the CC-IMP enables a more energy-efficient and reliable implementation [39]. 
Accordingly, in the following we employ only the two-input reprogrammable and the 
CC-IMP logic gates for the performance analysis and comparison of the reprogram-
mable and implication logic architectures.

In the CC-IMP gate, a higher RG reduces the error probabilities in State 1, how-
ever, its value is limited by the required current modulation in State 3, as explained 
before (Figure 11.4b). Figure 11.5a shows the two dominant error probabilities (E1 
and E3) for two different TMR values. It illustrates that a higher TMR has a negli-
gible effect on E1, but it decreases E3 significantly. In fact, the current modulation 
between State 1 and State 3 relies on the MTJ resistance modulation described by the 
TMR ratio, and a higher TMR provides a higher modulation and thus allows higher 
values of RG for the CC-IMP circuit parameter design.

In order to investigate the effect of the MTJ device parameters on the reliabil-
ity of the MTJ-based logic gates, one has to optimize the circuit parameters (VA 
for the reprogrammable gate [Figure 11.3b] and Iimp and RG for the CC-IMP gate 
[Figure 11.5b]) in order to find and compare the minimum possible error probabili-
ties of the gates for the same MTJ technology. Figure 11.6a compares the average 
error probabilities ( )E  of different logic operations using the CC-IMP gate ((N)
IMP operation) and a two-input reprogrammable logic gate (AND, OR, NAND, and 
NOR operations) as a function of TMR ratio with optimized circuit parameters for 
each TMR value [44]. As expected, it shows that the error decreases with increasing 
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TMR ratio. Furthermore, for the same MTJ device characteristics, the basic opera-
tion implemented in the implication logic architecture is more reliable than the basic 
operations based on the reprogrammable gate.

As mentioned before, the TMR ratio is considered as the most important device 
parameter for the reliability of the conditional switchings in MTJ-based logic gates. 
However, other MTJ device parameters also affect the reliability [51]. According to 
Equation 11.10, in the thermally activated switching regime, the dominant term for 
the switching probability calculation is exp[−Δ(1 − I/IC0)]. The modulation of the term
I/IC0 depends on the TMR ratio and its impact has been studied before. Nevertheless, 
a higher Δ magnifies the effect of this modulation. Therefore, for all MTJ-based logic 
operations, a higher Δ decreases the error probabilities, as shown in Figure 11.6b. The 
effect of the pulse durations (t) is negligible as compared to the internal exponential 
term in Equation 11.10. Furthermore, the error values are independent of the absolute 
values of IC0 and RP, as the computations can be generalized by normalizing all cur-
rent and resistance values to IC0 and RP, respectively. In Section 11.4, we describe how 
the one-transistor/one-MTJ (1T/1MTJ) cell can be employed to realize hybrid CMOS/
MTJ logic. As the 1T/1MTJ cell is the basic structure in the STT-MRAM architecture 
[46], this topology allows extension of the functionality of the STT-MRAM cells to 
perform reprogrammable and implication logic operations.

11.4  HYBRID CMOS/MTJ TECHNOLOGY

In the common STT-MRAM architecture (Figure 11.7), the 1T/1MTJ cell contains 
one MTJ to store binary data and an access transistor to control the current flowing 
through the MTJ. The cells are coupled in parallel between the current-carrying 
source lines (SLs) and bit lines (BLs), as shown in Figure 11.7. The gate terminals of 
the access transistors are coupled to the word lines (WLs) in order to apply proper 
voltage signals to a specific MTJ for read/write operations (memory mode) through 
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the SL and the BL in the MRAM array. For the read operation, a select voltage and 
a read current are applied to the specific WL and BL. The reading current flows 
through the selected MTJ, and by sensing the generated voltage difference between 
the SL and the BL, the resistance (logic) state of the selected MTJ is sensed. The read 
current must be low enough to prevent an undesired switching, which is referred to 
as a read disturbance. During a write operation, a select voltage and a write current 
(voltage) are applied to the specific WL and BL. According to the polarity of the 
current (voltage) applied to the current-carrying lines (SL and BL), the AP-to-P or 
P-to-AP switching is enforced in the selected MTJ depending on the desired binary 
data (logical 0 or 1). In the following, it will be shown how STT-MRAM arrays 
and MTJ logic gates can be combined to provide large-scale nonvolatile logic-in-
memory architectures without the need for CMOS logic units.

11.4.1  MRAM-Based Reprogrammable Logic Arrays

Figure 11.8 shows two STT-MRAM arrays that are connected in series. In the logic 
mode, the access transistors of the 1T/1MTJ cells are used to simultaneously select two 
MTJs (inputs) in one array and one MTJ (output) in the other array. Due to the serial 
connection of the arrays, the current flowing through the output MTJ has the reverse 
polarity direction compared to the input MTJs. Therefore, the three simultaneously 
selected MTJs (two inputs and one output) form the circuit topology required for the 
two-input reprogrammable gate are shown in Figure 11.2a. By applying the voltage 
difference VA to the BLs of the arrays, the desired switching (Step 2 in Table 11.3) is 
enforced in the output MTJ. Depending on the specified basic logic operation (AND, 
OR, NAND, or NOR), VA has to be optimized, as shown in Figure 11.3. An accordant 
preset (Step 1) is performed in the output MTJ beforehand by selecting the corre-
sponding access transistor and applying the write current/voltage signal to the BL 
and SL of the output array, as in the common write operations in the memory mode.

WLn

WL2

MTJ
BL

SL
WL

nMOS transistor

1T/1MTJ Cell

WL1

SL1 SL2BL1BL2

FIGURE 11.7  The common STT-MRAM architecture based on the 1T/1MTJ struc-
ture. (From Hosomi, M., Yamagishi, H., Yamamoto, T., Bessho, K., Higo, Y., Yamane, K., 
Yamada, H. et al., IEEE International Electron Devices Meeting (IEDM) Technical Digest, 
pp. 459–462. 5–5 December, Washington, DC, 2005.)
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Compared to the MTJ-based reprogrammable circuits (Figure 11.2a and b), 
which require extra wiring for generating a current-induced Oersted field for inde-
pendent access to the input MTJs [38], the MRAM-based implementation enables 
independent STT writing of the input MTJs by using the access transistors. This 
brings significant advantages related to scalability and energy consumption [16]. 
However, the nonzero ON resistance of the access transistors decreases the effec-
tive TMR of the 1T/1MTJ cells by about 10% [52]. According to Figure 11.6a, this 
increases the average error probabilities by a factor of <2. Therefore, MTJs with
higher TMR ratios are required for a reliable MRAM-based reprogrammable 
logic implementation. The effect of the channel resistance of the transistors can 
be taken into account by using the following equation [53] coupled with (11.10) 
and (11.11):
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. (11.15)

where:
	VGS(VDS) = �voltage difference between the gate (drain) and the source of the access 

transistor
	μn = mobility of electrons

	Cox = gate oxide capacitance per unit area
	W(L) = channel width (length)

The transistors are supposed to operate in the triode (ohmic) region (VGS > VTH

and VDS < VGS − VTH).
For the MRAM-based reprogrammable implementation of more complex Boolean 

logic functions, a sequence of basic logic operations including AND, OR, and so on 
has to be constructed. As an example, we consider the implementation of the exclu-
sive OR (XOR) function, which is a fundamental logic function in arithmetic circuits. 
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FIGURE 11.8  Proposed MRAM-based reprogrammable logic architecture including two 
common STT-MRAM arrays connected in series. (From H. Mahmoudi, T. Windbacher, 
V. Sverdlov, S. Selberherr, Proceedings of the International Conference on Nanoscale 
Magnetism, p. 208. 2–6 September, Istanbul, Turkey, 2013.)
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The output of the XOR function (a1 XOR a2) is logic 1 only if one of the inputs is 
1 and can be expressed as a a a a1 2 1 2⋅ ⋅+  or ( ) ( )a a a a1 2 1 2+ ⋅ ⋅ . It can be shown that
the design based on the latter expression requires a minimum of steps (six steps) for 
implementation using the MRAM arrays as
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where:
	ai and bi = �logic variables equivalent to the resistance states of the MTJs in Arrays

1 and Array 2, respectively
	a1 and a2 = �input variables stored in two MTJs in Array 1 and the final result (a3) is

written in an MTJ in Array 1

There are two intermediate basic operations on a1 and a2 (OR and NAND), the 
results of which (b1 and b2) are stored in two arbitrary MTJs in Array 2 for perform-
ing the final basic operation (AND). b1 and b2 are the inputs of the final operation and 
Array 2 (Array 1) acts as the input (output) array.

As the output of one operation can be used as the input data for the next logic 
stage, complex Boolean logic functions are designed by executing a well-defined set 
of subsequent basic operations. Furthermore, the MTJs can be selected arbitrarily 
(two in the input array and one in the output array). The computation framework in 
the MRAM architecture is flexible and not localized as in the MTJ circuits shown 
in Figure 11.2. MRAM-based logic extends the functionality of the STT-MRAM 
architecture to perform nonvolatile logic by eliminating the need for data transfer 
between separated memory and logic units. This also allows a shift away from the 
Von Neumann architecture to shorten the interconnection delay.

In order to analyze the reliability of a complex Boolean logic function ( f), which 
is implemented as a sequence of the basic reprogrammable logic operations, we 
define the average error probability of f as

E R f E i
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n

f b

f

= − ( ) = − − ( )⎡⎣ ⎤⎦
=
∏1 1 1

1

, (11.17)

where:
	R( f) = reliability of f

	nf = total number of required basic logic operations for implementing f
	E ib( ) = average error probability of the ith basic logic operation
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By assuming the optimized VA for each basic operation, we use the minimum 
E ib( ) values (Figure 11.3) for calculating Ef . For example, by using Equation 11.17
and Figure 11.6a for TMR = 300%, the average error probability of the XOR func-
tion, which is designed following the steps shown in Equation 11.16, is obtained as

E E E EXOR OR NAND AND= − −( ) −( ) −( ) × −1 1 1 1 2 10 2
 (11.18)

For the sake of higher reliability, one can design a complex logic function based 
solely on the AND and NAND operations, as these are more reliable compared to 
the OR and NOR operation in the reprogrammable implementation. However, the 
reliability-based design increases the number of required basic logic operations for 
implementation and, thus, increases the computation time and the energy consump-
tion. For example, the reliability-based design of the XOR function requires the fol-
lowing steps in the reprogrammable MRAM-based logic architecture:
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The average error probability of the XOR for this design is about  5 10 3× − , which
is four times smaller than that of the design with minimized steps. However, the 
number of sequential steps and, therefore, the computation time and the energy con-
sumption are approximately doubled.

11.4.2  MRAM-Based Implication Logic Arrays

In this subsection, we show that by using the access transistors of the 1T/1MTJ cells 
as voltage-controlled resistors, the CC-IMP gate can be implemented in a STT-
MRAM array without the need for extra hardware. Compared to the VC-IMP gate 
(Figure 11.2c), the MTJ-based CC-IMP gate (Figure 11.2d) provides higher perfor-
mance [54]. However, its structural asymmetry caused by RG makes the generalization 
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of the CC-IMP gate to a large-scale implication logic circuit more problematic. In 
fact, as RG is connected in series to S, S (T) can be used only as source (target) MTJ 
for the implication operations, and the logic result stored in T cannot be used as a 
source input for the next implication operation. Therefore, intermediate read/write 
operations are required to read the data stored in a target MTJ and to write it to a 
source MTJ, which increases complexity, energy consumption, and delay.

This problem can be addressed by an innovative solution [54] using two simulta-
neous voltage pulses on the WLs of a STT-MRAM array with different amplitudes. 
Figure 11.9a shows the MTJ- and the MRAM-based CC-IMP circuit topologies. In 
the MRAM array, the structural asymmetry required for the CC-IMP is provided, 
when the select and preselect voltage signals (V and Vps) are applied to two arbi-
trary WLs. As Vps < Vs, the transistors exhibit different channel resistances and the
required structural asymmetry is provided by the preselected transistor showing a 
higher resistance, which acts as RG. The logic operation is performed by simultane-
ously applying the current Iimp to the common BL, and Vs and Vps to the WLs of the 
target and the source 1T/1MTJ cells, respectively. The logic result is stored as the 
final resistance state of the selected (target) MTJ, which can be used now as a source 
input by preselect in the next operations.

Figure 11.9b shows the required circuit signals to implement the universal NOR 
operation (a3 ← a1 NOR a2) in three steps including one TRUE and two NIMP oper-
ations, as explained in Equation 11.5. According to Equation 11.17, the reliability 
of the implication-based NOR is then obtained as E ENOR IMP= − −1 1 2( ) , which is
 1 9 10 4. × −  for TMR = 300%. In the MRAM-based implication logic framework,
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FIGURE 11.9  (a) MTJ- and MRAM-based implication logic architectures. (b) Circuit 
signals for performing the universal NOR operation in MRAM-based implication logic 
architecture.
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complex logic functions are implemented by using subsequent FALSE (TRUE) and 
IMP (NIMP) operations, as in each array only one operation can be performed at a 
time. Regardless of the number of inputs, only two extra memory elements [55] are 
needed to compute all Boolean logic functions with maximum n − 2 inputs in an
array with n 1T/1MTJ cells.

It is important to note that when the (N)IMP operation is executed, the target 
data is not available anymore, as the (N)IMP result is written into the target MTJ. 
Therefore, as long as the data are used only as the source data in the subsequent 
operations, multiple logic fan-out is not required. However, when the data have to 
be used after being the target data of an operation, implication-based NOT/COPY 
operations are executed to keep the data available. As a result, when multiple fan-out 
is required, a set of FALSE (TRUE) and IMP (NIMP) operations are performed to 
execute NOT and COPY operations in the implication MRAM array (Figure 11.9a). 
This allows information to be copied from the source MTJ (which could be the tar-
get MTJ of the previous operation) to an arbitrary target MTJ in the array without 
the need for intermediate sensing. As an example, in the implication logic, the XOR 
function can be designed as [21]

a a a a a a1 2 1 2 2 1� � � � � �XOR IMP IMP NIMP≡ ( ) ( ) (11.20)

where, in the MRAM logic architecture, its implementation (a3 ← a1 XOR a2) com-
prises the following steps:
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According to Equation 11.17, as the implementation includes seven NIMP opera-

tions, the reliability of the implication-based XOR is obtained as E EXOR IMP= − −1 1 7( ) ,

which is  6 5 10 4. × − . This is about one order of magnitude smaller than that of the
most reliable design with the reprogrammable architecture for the same MTJ device 
characteristics, although both implementations include 11 operations.

11.4.3 P erformance Comparisons

In order to perform a fair comparison between the reprogrammable and the implica-
tion logic architectures, we assume the same device (MTJ and transistor) charac-
teristics for both implementations and optimize the circuit parameters with respect 
to their minimum error probabilities of the basic logic operations. We calculate the 
average error probabilities of the same Boolean logic functions using the reliability 
analysis method explained before and also the energy consumptions of these func-
tions by using the MTJ SPICE model presented in [47].

Figure 11.10a shows the energy consumptions of implication- and reprogram-
mable-based implementations of some basic Boolean logic operations. Due to the 
mismatch between the intrinsic logic functions of the gates, the implication-based 
implementation requires more steps and thus more energy (by an average factor 
of ~1.4) to implement the basic operations. However, even for the intrinsic func-
tions of the reprogrammable gate, the implication logic exhibits about one to three 
orders of magnitude higher reliability than the reprogrammable logic architecture 
(Figure 11.10b). In order to see the performance at larger circuits, the energy con-
sumptions and the average error probabilities of more complex Boolean functions 
including an XOR, a half adder, and a full adder are compared in Figure 11.11a 
and b. We have used only AND and NAND operations to provide the most reli-
able design for the reprogrammable architecture. Nevertheless, Figure 11.11b shows 
that the implication-based implementation of more complex functions exhibits about 
two orders of magnitude higher reliability than the most reliable design with the 
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FIGURE 11.10  (a) Normalized energy consumption and (b) minimum average error prob-
abilities plotted for MRAM-based implication (IMP) and reprogrammable (Rep.) implemen-
tations of some basic Boolean logic operations. The energy is normalized by the amount of 
energy required for MTJ AP-to-P switching, which is equal to 18 pJ for pulse duration of 
t = 50 ns in our simulations.
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reprogrammable architecture. Furthermore, for complex logic functions that are not 
inherently covered by the gates, the implication logic architecture performs better 
also with respect to power consumption (Figure 11.11a). In combination with 0 and 
‘1 writing operations, both reprogrammable-based AND–NAND and implication-
based IMP-NIMP logic functions form complete logic bases. Thus, any Boolean 
logic function can be computed in a series of subsequent steps using these archi-
tectures. We believe combining implication and (N)AND-based reprogrammable 
frameworks in an MRAM arrays is a possible direction in designing large-scalable 
MTJ-based logic circuits featuring a minimized number of logic steps and optimized 
error, delay, and power consumption.

11.4.4 P arallel MRAM-Based Computation

Parallelization of several MRAM arrays can be used to perform simultaneous opera-
tions on the same WLs to decrease the number of required serial steps. For example, 
the required steps to implement the XOR function presented in Equation 11.21 can 
be performed in parallel in the MRAM structure shown in Figure 11.12. By applying 
the single/dual mode voltage signals to the WLs (Figure 11.9b) to execute TRUE/
NIMP (FALSE/IMP) operations, the corresponding MTJs are selected or prese-
lected in all arrays. Therefore, by applying relevant current signals (IP-to-AP or Iimp) 
simultaneously to all current-carrying lines (SLs and BLs), the computations are per-
formed in parallel. This significantly reduces the total time needed for implementing 
XOR functions on binary data (ai and aj) stored in the ith and jth MTJs of each array.

For more complicated applications in which intermediate results have to be used 
as the input of next logic steps (e.g., n-bit full adders, where n > 1), only some parts
of the computations can be performed in parallel. As an example, we consider the 
MRAM-based implementation of a full adder, which is a basic element of arithmetic 
circuits. As is well known, it adds three binary inputs (a1, b1, and cin) and produces 
two binary outputs: sum (s = a1 XOR b1 XOR cin) and carry (cout = [a1 AND b1] OR
[cin AND {a1 XOR b1}]). Figure 11.13 shows a two-bit full adder in which the carry 
output from the first full adder (cout−1) is connected to the carry input of the second 
full adder (cin−2). Therefore, it is not possible to perform all computations in paral-
lel. We assume that a1 (b1) and a2 (b2) are stored in the first and second MTJs in 
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reprogrammable implementations are designed based on AND and NAND operations.
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the MRAM Array 1 (2). The XOR functions between a1 and a2 (b1 and b2) can be 
performed in parallel, as explained before. Afterward, one must continue the cal-
culations for cout−1 (cin−2). This part of the calculations is performed only in Array 1 
and cannot be parallelized. Then, a read/write operation is required to read out cout−1 
and write into an MTJ in Array 2, which is in the same WL as the MTJ that holds 
cin in Array 1. After that, the XOR functions are performed in parallel to calculate 
s1 and s2. Finally, the calculations are continued to compute cout in Array 2. As a 
result, by parallelization of the XOR functions, the total calculation time required 
for the MRAM-based implementation of a two-bit full adder is decreased by about 
40%. The same method can be employed to improve the run-time performance of the 
MRAM-based reprogrammable logic arrays.

In contrast to this computation scheme, the Von Neumann architecture consists 
of physically separated memory and logic units. Here, the computation requires con-
tinuous data transfer between these units over one global bus. This communication 
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FIGURE 11.12  Coupled MRAM arrays based on the common STT-MRAM architecture 
suited for parallel MRAM-based computations. (From Hosomi, M., Yamagishi, H., Yamamoto, 
T., Bessho, K., Higo, Y., Yamane, K., Yamada, H. et al., IEEE International Electron Devices 
Meeting (IEDM) Technical Digest, pp. 459–462. 5–5 December, Washington, DC, 2005.)
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increases the delay and limits the performance of the computing system. Since 
MRAM-based computing systems merge logic and memory, the necessary commu-
nication between separate units is largely decreased. It also features a simple circuit 
structure and delocalizes computational execution.

11.5  CONCLUSION

We have described MTJ-based nonvolatile logic circuits capable of stateful logic 
operations. In these circuits, MTJs serve simultaneously as memory and main com-
puting elements (logic gates). Unlike the memristive stateful gates, the MTJ logic 
devices do not show error accumulation and exhibit almost unlimited endurance. 
A reliability analysis of MTJ-based logic operations was presented and it has been 
shown that the implication logic architecture, an up-to-now ignored Boolean logic 
based on material implication, significantly improves the reliability of the MTJ-
based logic compared to the reprogrammable logic architectures based on the com-
mon Boolean logic (N)AND and (N)OR operations.

Because of the easy integration with CMOS, the MTJ-based logic gates are gener-
alizable to large-scale nonvolatile circuits based on 1T/1MTJ STT-MRAM memory 
arrays. The presented MRAM-based computing system is computationally com-
plete, has a simple circuit structure (STT-MRAM), delocalizes computational execu-
tion and eliminates the need for intermediate circuitry compared to most nonvolatile 
logic-in-memory architectures previously proposed. It also enables parallel nonvola-
tile computations and, therefore, it is suited for large-scale integration of complex 
logic functions and opens an alternative path toward zero-standby-power systems, 
shifting away from the Von Neumann architecture by eliminating the need for data 
transfer between separate memory and logic units.
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