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Abstract. Current electromigration models used for simulation and analysis of interconnect reliability lack the appropriate description of metal microstructure and consequently have a very limited predictive capability. Therefore, the main objective of our work was obtaining more sophisticated electromigration models. The problem is addressed through a combination of different levels of atomistic modeling and already available continuum level macroscopic models. A novel method for an \textit{ab initio} calculation of the effective valence for electromigration is presented and its application on the analysis of EM behavior is demonstrated. Additionally, a simple analytical model for the early electromigration lifetime is obtained. We have shown that its application gives a reasonable estimate for the early electromigration failures including the effect of microstructure.
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1. INTRODUCTION

Electromigration (EM) experiments indicate that the copper interconnect lifetime decreases with every new interconnect generation. In particular, fast diffusivity paths cause a significant variation in the interconnect performance and EM degradation \cite{1}. In order to produce more reliable interconnects, the fast diffusivity paths must be addressed when introducing new designs and materials.

The EM lifetime depends on a variation of material properties at the microscopic and atomistic levels. Microscopic properties are grain boundaries and grains with their crystal orientation \cite{2}. Atomistic properties are configurations of atoms at the grain boundaries, at the interfaces to the surrounding layers, and at the cross-section between grain boundaries and interfaces. Modern Technology Computer-Aided Design (TCAD) tools, in order to meet the challenges of contemporary interconnects, must cover two major
areas: physically based continuum-level modeling and first-principle/atomistic-level modeling.

We present a computationally efficient \textit{ab initio} method for calculation of the effective valence for EM and the atomistic EM force. The results of these \textit{ab initio} calculations are applied for parameterization of a continuum-level model [7] and for simulation of the impact of the copper microstructure on the EM behavior. Additionally, an application of the kinetic Monte Carlo method in combination with the \textit{ab initio} method for EM analysis is demonstrated.

Results of \textit{ab initio} and atomistic calculations are also used for the derivation of a compact model for early EM failures in copper dual-damascene M1/via structures. The model is based on the combination of a complete void nucleation model together with a simple mechanism of slit void growth under the via. It is demonstrated that the early EM lifetime is well described by a simple analytical expression, from where its statistical distribution can be obtained. Moreover, it is shown that the simulation results provide a reasonable estimate for the EM lifetimes.

2. THEORETICAL BACKGROUND

2.1. Electronic density based calculation of effective valence

Generally, the effective valence is a tensor field ($\vec{Z}$), which defines a linear relationship between the EM force ($\vec{F}$) and an external electric field ($\vec{E}$).

$$\vec{F}(\vec{R}) = e\vec{Z}(\vec{R})\vec{E}$$

(1)

For the calculation of the effective valence several methods have been proposed, all of them being based on the computation of electron scattering states [3]. Density functional theory (DFT), in connection with the augmented plane wave (APW) method [4] or the Korringa-Kohn-Rostoker (KKR) method [5], has been established as the most powerful method for the determination of scattering states, however, it requires a demanding computational scheme. The cumbersome representation of scattering wave functions with many parameters is a heavy burden on stability and accuracy of subsequent numerical steps. In this work we introduce a more robust and efficient method to calculate the effective valence, which relies only on the electron density $\rho(\vec{k}, \vec{r})$. The basic idea is given in the following equations for the tensor components:

$$Z_{ij}(\vec{R}) = \frac{\Omega}{4\pi} \iiint d^3\vec{k} \delta(\vec{E}_F - \vec{E}_k)\tau(\vec{k})[\vec{v}(\vec{k}) \cdot \hat{s}_i] \times$$

$$\times \iiint d^3\vec{r} \rho(\vec{k}, \vec{r})[\nabla \cdot \vec{V}(\vec{R} - \vec{r}) \cdot \hat{s}_j].$$

(2)

$V$ is the interaction potential between an electron and the migrating atom, $\tau(\vec{k})$ is the relaxation time due to scattering by phonons, $\vec{v}(\vec{k})$ is the electron group velocity, and $\Omega$ is the volume of a unit cell. The first integration is over the $k$-space and the second over the volume of the crystal. For the calculation of the electron density the DFT tool VASP [6] is used. An example of a VASP calculation is given in Fig. 1.
The electron density alone provides a qualitative explanation for the fact that the effective valence is higher in the bulk than in the grain boundaries. Similar analyses can be performed for atomic structures of different copper/insulator interfaces. Higher electron densities lead to higher effective valences, as can be seen from (2) [7]. For an accurate electron density calculation it is necessary to know the exact positions of the atoms in the structure.

Fig. 1 Portion of the bulk copper crystal. The electron density is represented in two orthogonal planes. It varies from higher values (circle regions around atoms) closer to the atomic nucleus to lower in the inter-atomic space

2.2. Kinetic Monte Carlo simulation of electromigration

To utilize results of quantum mechanical calculations for kinetic Monte Carlo simulations an average driving force along the diffusion jump path must be calculated. In general, the microscopic force-field depends on the position of the defect along the diffusion jump-path.

The average of the microscopic force over the \( j \)-th diffusion jump path between locations \( \vec{r}_{j,1} \) and \( \vec{r}_{j,2} \) [3] is

\[
F_{m,j} = \frac{1}{\vec{r}_{j,1} - \vec{r}_{j,2}} \int_{\vec{r}_{j,1}}^{\vec{r}_{j,2}} F(\vec{r}) \cdot d\vec{r}.
\] (3)

The change in diffusion barrier height \( \Delta A_{\alpha,j} \) is equal to the net work by the microscopic force as the defect is moved from the initial to final sites over the entire jump path. The rates of defect jumps were calculated using the harmonic approximation to transition state theory (TST) [9]. In this approximation the transition rate \( \Gamma_{\alpha,j} \) is given by

\[
\Gamma_{\alpha,j} = v_0 e^{-\frac{E_m - \Delta A_{\alpha,j}}{kT}}.
\] (4)

\( E_m \) is the migration energy (barrier) defined as the difference in energy between the transition state and the initial state, and \( v_0 \) is an attempt frequency [10]. For each defect site \( \alpha \) the residence time is calculated as [11]
\[ k_\alpha \] is the number of possible jump sites from the site \( \alpha \). A single point defect is created at an arbitrary site, the clock is set to zero, and the defect is released to walk through the system. At each step, the jump direction is decided by a random number according to the local jump probabilities

\[ P_{\alpha,j} = \tau_\alpha \Gamma_{\alpha,j}. \] (6)

The jump is implemented by updating the coordinates of the defect. By repeating the described random walk procedure for millions of defects, their concentration dependence on the effective valence tensor and the external field is calculated.

2.3. Compact model for lifetime estimation

In order to calculate the mechanical stress in a three-dimensional copper dual damascene interconnect structure, a complex physically based model including the EM equation, the electro-thermal equation, and the mechanical equations has to be solved [7]. Korhonen et al. [14] proposed a simple one-dimensional model, where the solution for the stress at the cathode of a semi-infinite line is given by

\[ \sigma(t) = \frac{2\varepsilon Z \rho j}{\Omega} \sqrt{\frac{D_{\alpha} \Omega}{\pi kT}} = a \sqrt{t}. \] (7)

\( D_{\alpha} \) is the effective atomic diffusivity and \( B \) is the effective modulus, which depends on the metal and the surrounding materials.

Void formation occurs as soon as the mechanical stress reaches a critical magnitude at a site of weak adhesion, typically at the copper/capping layer interface [15], [16]. Thus, the void nucleation time is determined by the condition \( \sigma(t_n) = \sigma_c \), which applied to (7) yields

\[ t_n = \frac{\pi \Omega kT}{4 (\varepsilon Z \rho j)^2} \sigma_c^2 = \left( \frac{\sigma_c}{\sigma} \right)^2, \] (8)

Where \( \sigma_c \) is the critical stress. The solution given by (8) is a good approximation to the more complete solution obtained by solving a full physical model [7], [13] numerically, as will be shown later. It should be pointed out that (8) is valid as long as the stress remains significantly smaller than the stress magnitude at the steady state condition, which holds true for the void formation phase.

Fig. 2 Early failure mode: slit void growth under the via
2.4. Void growth

For a copper dual-damascene M1/via structure with downstream electron flow, EM failure analyses [11] indicate that the early failures are caused by slit voids located under the via, as shown in Fig. 2. Since the void is very thin and does not grow through the line height, void growth can be described by a one-dimensional process, so that the void length is given by

\[ l_{\text{void}} = v_d t, \]  

where \( v_d \) is the drift velocity of the right edge of the void.

The atomic flux into the right edge of the void is governed by the diffusivity of the copper/barrier layer interface \( D_{\text{Cu/barrier}} \), while the outgoing flux is governed by the surface diffusivity \( D_s \). Since \( D_s \gg D_{\text{Cu/barrier}} \), using the Nernst-Einstein equation one can write [17]

\[ v_d = \frac{eZ\rho}{kT} D_s. \]  

The EM failure occurs, when the void spans the via size, \( l_{\text{void}} = L_{\text{via}} \), so that the void growth time contribution to the EM lifetime is given by

\[ t_g = \frac{L_{\text{via}}}{v_d} = \frac{kT L_{\text{via}}}{eZ\rho |D_s|}. \]  

3. RESULTS AND DISCUSSION

The \textit{ab initio} method described above is applied for the calculation of the effective valence inside grain boundaries and the calculated value is used to parameterize our continuum-level model [7]. Prior to carrying out the \textit{ab initio} calculation it is necessary to construct grain boundaries with exact positions of atoms. For this purpose an in-house molecular dynamic (MD) simulator with a many-atom interatomic potential based on effective-medium theory [8] is used. The total energy of the system is expressed as

\[ E_{\text{tot}} = \sum_{i=1}^{N} F(n_i) + \frac{1}{2} \sum_{i=1}^{N} | \sum_{j=1}^{N} V(r_{ij}) | \]  

for a \( N \)-atom system, where \( V(r_{ij}) \) describes a pair potential and \( F(n_i) \) describes the energy due to the electron density. An example of the construction of grain boundaries by means of MD simulation is presented in Fig. 3.
Ab initio calculations of the effective valence in copper grain boundaries have provided a value 75% lower than in the bulk for 4.3 eV Fermi energy (cf. Fig. 4), which is in good agreement with the results of Sorbello [3]. Along with the determination of the effective valence, ab initio calculations predict a lowering of the energy barrier for atomistic transport. Knowing the influence of the EM force on the diffusional barrier we utilize kinetic Monte Carlo [9] simulations for EM, which provide a closer look into the distribution of atoms in the presence of EM for a specific atomistic configuration.

The dependence of the atomic concentration on the angle between the EM force and the jump direction is displayed in Fig. 5. The EM intensity clearly reduces from $\theta = 0^\circ$, where the EM force acts in the fast diffusivity path direction, to a minimum for $\theta = 90^\circ$, where the EM force is orthogonal to this direction.

Ab initio calculations serve as basis to give a proper consideration of fast diffusivity paths and microstructure in the comprehensive physically based model [7]. The solution of such a model is indeed rather complex and a detailed description of the numerical approach can be found in [13].
Fig. 6 shows the mechanical stress close to the via at the cathode end of a simulated line. A high stress develops adjacent to the via, where there is a line of intersection between the copper, the capping layer, and the barrier layer. For a copper dual-damascene M1/via structure with downstream electron flow, this is the typical site for void formation and growth leading to early EM failures.

Since EM failure has a statistical character, in order to obtain a distribution of void nucleation times several lines with different microstructures were simulated. In particular, the mechanical stress under the via was monitored for a total of twenty lines, from where the resulting stress build-up for five different structures is shown in Fig. 7.

We have observed that the time evolution of the stress curves can be divided into two main parts. In the first one the stress increases linearly with time, while in the second part it increases with the square root of time, as shown in Fig. 8 for a typical stress curve. It should be pointed out that Kirchheim [18] derived a linear stress increase from a one-dimensional version of a full physical model [7] under the condition that the stress is sufficiently low. In turn, Korhonen et al. [14] obtained a square root stress increase, as given by (7), from the solution of a simplified model for EM stress buildup. Thus, the stress build-up obtained from our numerical simulations with a rather complete model and for fully three-dimensional structures can be conveniently described by simple analytical solutions.

Since void nucleation is expected to occur at high stress magnitudes, the second part of the stress curve shown in Fig. 8 is fitted by the square root model given in (7), where $a$ is used as fitting parameter. By fitting the stress curves of all simulated structures, the distribution of the parameter $a$ is determined, as shown in Fig. 9. The parameter is well described by lognormal statistics, where the mean and the standard deviation are $\bar{a} = 0.23$ MPa/s$^{1/2}$ and $\sigma_a = 0.19$, respectively.

Once $a$ is known, the void formation time is obtained from (8). Since the distribution of $a$ is also determined, we are able to obtain the statistical distribution of the void formation times, shown in Fig. 10. Due to the lognormal statistics of $a$, $t_n$ also follows a lognormal distribution, where the mean and standard deviation are $t_n = 8.5h$ and $\sigma_n = 0.38$. It should be pointed out that Filippi et al. [12] estimated a nucleation time of approximately 5h, which lies within the range predicted by the simulations.

![Microstructural Impact on Electromigration: A TCAD Study](image_url)
The void growth time is determined by (11), which is a function of the surface diffusivity. Choi et al. [17] obtained activation energy for surface diffusivity of $0.45 \pm 0.11$ eV on clean copper surfaces. It is expected that their measurement delivers a more precise copper surface diffusivity than the typical ones obtained on oxidized surfaces [17] and, therefore, we have used their estimate in our simulations. Furthermore, we have assumed that the activation energy follows a normal distribution [19]. As a consequence, both the surface diffusivity and the void growth time are lognormally distributed. The mean and the standard deviation of the void growth time distribution are $t_g = 8.0$ h and $\sigma_g = 0.7$, respectively. The void formation and the void growth times are of about the same order of magnitude, as shown in Fig. 10, which highlights the importance of considering both contributions for the early EM lifetime estimation under accelerated test conditions.

Fig. 7 Stress build-up at the copper/capping/barrier layer intersection for lines with different microstructures

Fig. 8 Fitting of a numerical solution using a linear and a square root model
As the void nucleation and the void growth times are known, the early EM lifetime is given by the combination of (8) and (11),

$$
\tau_f = \left( \frac{\sigma_G}{\lambda} \right)^2 + \frac{k\Theta v_{\text{via}}}{\tau_d} \frac{\sigma_0}{\sigma_d}
$$

(13)

The distributions of the EM lifetimes are shown in Fig. 10, together with the experimental results obtained from Filippi et al. [12]. The lognormal mean and standard deviation of the simulated lifetimes are $\bar{\tau}_f = 17.5h$ and $\sigma_{\tau_f} = 0.41$. We can see that the simulation results provide a reasonable description for the early EM lifetimes.

A major advantage of (13) is that it is a simple analytical formula which is more rigorously related to the physical mechanisms active during the early EM failure development than Black's equation. A critical issue arises, however, with regard to the estimation of the parameter $a$. This parameter is affected by several factors, like diffusion coefficients, effective valence, mechanical moduli, microstructure, and more, so that it cannot be defined in a closed form in full physical modeling [7], [13]. Nevertheless, we have observed that it can be related to Korhonen's solution. In this way, it can be directly described by an analytical expression and connected to physical parameters according to (7).

![Fig. 9 Distribution of the square root model fitting parameter. The line represents a lognormal fit.](image)

The relative difference between the simulated and experimental lifetimes for the same failure percentile varies between 15% and 20%, as shown in Fig. 11. The difference is smaller for shorter lifetimes, since the proposed slit void growth model is more accurate for very early failures, where the void volumes are smaller. Such an error magnitude is reasonable, given the required assumptions for the parameters and considering the simplicity of the model.
4. CONCLUSION

Our work demonstrates a novel approach for the calculation of the EM force on an atomistic level and its application to continuum-level modeling. The consideration of the accurate effective valence in grain boundaries allows a realistic simulation of EM behavior. The presented combination of atomistic force calculations with a kinetic Monte Carlo simulation enables sophisticated analyses of vacancy dynamics. A compact model for estimation of the early EM lifetimes in M1/via structures of copper dual-damascene interconnects was developed. The model was derived through the combination of a complete model for void nucleation together with a simple slit void growth mechanism under the via. Given the simplifications and assumptions made for the simulations, a reasonable approximation to experimental early EM failures has been obtained.
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