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Electron spin attracts much attention as an alternative to the electron charge degree of free-
dom for low-power reprogrammable logic and non-volatile memory applications. Silicon
appears to be the perfect material for spin-driven applications. Recent progress and chal-
lenges regarding spin-based devices are reviewed. An order of magnitude enhancement of
the electron spin lifetime in silicon thin films by shear strain is predicted and its impact on
spin transport in SpinFETs is discussed. A relatively weak coupling between spin and ef-
fective electric field in silicon allows magnetoresistance modulation at room temperature,
however, for long channel lengths. Due to tunneling magnetoresistance and spin transfer
torque effects, a much stronger coupling between the spin (magnetization) orientation and
charge current is achieved in magnetic tunnel junctions. Magnetic random access memory
(MRAM) built on magnetic tunnel junctions is CMOS compatible and possesses all proper-
ties needed for future universal memory. Designs of spin-based non-volatile MRAM cells
are presented. By means of micromagnetic simulations it is demonstrated that a substantial
reduction of the switching time can be achieved. Finally, it is shown that any two arbitrary
memory cells from an MRAM array can be used to perform a logic operation. Thus, an in-
trinsic non-volatile logic-in-memory architecture can be realized.
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1. Introduction

Continuous miniaturization of CMOS devices has made possible a tremendous increase in performance, speed, and
density of modern integrated circuits. Numerous outstanding technological challenges have been resolved on this exciting
journey. Among the most crucial technological changes lately adopted by the semiconductor industry was the introduction
of a new type of multi-gate three-dimensional (3D) transistors [1]. This technology combined with strain techniques and
high-k dielectrics/metal gates offers great performance and power advantages over planar structures and allows continuing
scaling down to 14 nm feature size. There are good indications that device miniaturization with some technological
adaptations will continue its pace down to 10 nm feature size. To continue with scaling further a possible modification in the
channel material with improved characteristics, which until recently was kept pristine, is foreseen. Research on materials
with high mobility [2] demonstrates their potential as channel material. Germanium is also widely considered a promising
candidate for a channel material in upcoming devices. The introduction of new materials with higher mobility combined
with a multi-gate 3D architecture for improved electrostatic control will potentially allow to proceed with scaling below
10 nm. Although single devices with gate length as short as a few nanometers, which is close to what is believed to be an
ultimate limit, were long ago demonstrated [3], fabrication, control, integration, and reliability issues will slowly lead to
unbearable hurdles. Growing critical technological challenges and soaring costs will gradually bring scaling to saturation.

A multi-gate 3D device architecture potentially allows device scaling below 10 nm, where transport in the channel
becomes nearly ballistic. However, even though the transistor size is scaled down, the load capacitance per unit area of
a circuit stops decreasing. This suggests that the on-current must stay constant in order to maintain appropriate high speed
operation. In ultra-scaled MOSFETs with ballistic transport in the channel the conductance is determined by the number of
transversal propagating modes in the channel and ceases to depend on the channel length. It then follows that to maintain
the same current through a transistor the supply voltage cannot be decreased and must remain the same, even if the channel
length is reduced. This results in an approximately constant power dissipation of a single MOSFET regardless of its channel
length, which would lead to a rapid increase of generated heat with increased transistor density, resulting in a saturation
of MOSFET scaling, even under the assumption that the excessive heat generated due to parasitic leakage currents can be
controlled. The obvious saturation of MOSFET miniaturization puts clearly foreseeable limitations to the continuation of
the increase in the performance of integrated circuits, and research for finding alternative technologies and computational
principles becomes urgently needed.

Carriers in graphene are characterized by a mobility which can exceed silicon mobility by an order of magnitude [4],
making this material very attractive for future electronic device applications. However, Dirac fermions can be transmitted
through a classically forbidden region without any reflection. Therefore, applying a gate bias, which would normally switch
off a traditional MOSFET, does not stop the current flow through a graphene sheet. A high on-off current ratio can be
obtained, if the graphene sheet is used as a base of a bipolar-like transistor [5]; albeit, advantages steaming from the high
graphene carrier mobility are not used. Nanoribbons may open a gap in the Dirac spectrum, thus making reflection from
a forbidden region possible [6]. However, in order to avoid strong edge roughness scattering [7], the edges of nanoribbons
must be atomistically perfect, which makes the practical use of nanoribbons hypothetical.

Recently, a single layer of molybdenum disulfide MoS,, a purely two-dimensional material, has attracted interest [8]. In
contrast to graphene, this is a direct gap semiconductor and is thus suitable for making a MOSFET, however, both electron and
hole mobilities are limited by the carriers’ interaction with homopolar phonons [9,10]. It remains to be seen, if the electron
mobility and current in this material can be sufficiently boosted [11] to make it competitive with CMOS. Also, reliability
issues such as bias temperature instability and hot carriers injection have to be further evaluated [12].

The principle of MOSFET operation is fundamentally based on the charge degree of freedom of an electron: The electron
charge interacts with the gate induced electric field which can close the transistor by creating a potential barrier. Another
intrinsic electron property, the electron spin, attracts at present much attention as a possible candidate for complementing
or even replacing the charge degree of freedom in future devices [13-21]. The electron spin state is characterized by one
of the two of its possible projections on a given axis and could be potentially used in digital information processing. In
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addition, it takes an amazingly small amount of energy to invert the spin orientation, which is necessary for low power
applications. Even more, the electron spin as a vector may be pointed not only up or down but rather in any direction on a
unit Bloch sphere. This opens the way to use the whole Bloch sphere of states to process and store information by initializing,
manipulating, and detecting the spin orientation. Because the electron spin is a purely quantum mechanical property, the
set of states on a Bloch sphere is called a quantum bit, or a qubit, as opposed to a bit of classical binary information. A
computer using qubits for information processing is named a quantum computer. Due to their quantum mechanical nature,
several qubits could form an entangled state, wherein a single qubit state cannot be described independently. The initially
proposed quantum computation scheme [22] was based on spins in quantum dots. Single-spin systems in semiconductors
can be broadly classified in two large categories: Atomic impurities [23] and spins in quantum dots [24]. Carriers in quantum
dots are strongly confined in all three spatial directions. If the confinement potential possesses a special symmetry, the
degenerate energy levels in quantum dots, like in real atoms, form shells which are well separated from each other. For
this reason the electron system in a quantum dot is often called an artificial atom. Properties of artificial atoms can be
tailored by adjusting confinement. It allows changing controllably the number of particles in a dot and the total spin [25].
A successful implementation of a quantum computer based on spins requires the possibility of efficient spin initiation,
coherent manipulation, and reliable read-out. We note that a scheme for implementing a quantum-mechanical computer
using the nuclear spins of donors in silicon was proposed nearly two decades ago [26]. A comprehensive review [27]
describes group IV based solid-state proposals for quantum computation. An unprecedented advantage in these fields
has been achieved by the researchers in the last decade [28]. The experiments on electron spins in semiconductors were
performed at cryogenic temperatures, where in silicon a relaxation time of several seconds was demonstrated [29]. Although
these results are encouraging, the development of a robust two-qubit gate becomes a pressing challenge [30] before
proceeding to a larger computational network.

Silicon predominantly consists of 28Si nuclei with zero magnetic spin, with a few percent admixture of magnetic 2°Si
nuclei. Thus, dephasing of donors’ electron spins in purified silicon cleaned from the magnetic isotope 2°Si is significantly
reduced [31], resulting in a coherence time of about 10 s at T = 1.8 K. The spin-orbit interaction is also weak in the
conduction band of silicon, supporting a long coherence time at cryogenic temperatures. Regardless its unique properties,
silicon, the main material used by modern microelectronics, was remaining aside from the main stream of spin-related
applications. Certainly, the use of silicon for spin-driven devices would greatly facilitate their integration with MOSFETs on
the same chip. However, this will necessarily require the capability of room temperature operation, which at the moment
excludes the use of quantum-mechanical properties of localized electron spins in silicon due to fast dephasing, causing the
loss of quantum information at (sub)nanosecond scale. More promising for room temperature quantum bit storage are the
nuclear spins of the ionized shallow donors in purified 28Si, because they display an unprecedentedly long spin coherence
time close to 40 min [32], which considerably exceeds the coherence time of 1 s demonstrated at room temperature in a
quantum bit consisting of a single '>C nuclei/nitrogen vacancy in an isotopically purified diamond crystal [33].

There exists yet another opportunity to employ the spin of electrons in silicon. The spin relaxation time for conducting
electrons describing the characteristic time of non-equilibrium spin relaxation towards its equilibrium value is in the
range of nanoseconds [34,35]. Since the corresponding spin diffusion length is already in a micrometer range, the spin
of conducting electrons can be used to encode, transfer, and process information. In this case the electron spin degree
of freedom is used in its binary mode and, as in a standard bit, the information is stored as a positive or negative spin
projection on a given axis, thus, in a classical sense. As the spin does not interact with the electric field and diffuses from
the spin accumulation region regardless of the electric field applied, transferring the spin information does not require any
charge current to flow. The ability to decouple spin from charge makes the spin degree of freedom potentially promising for
low-power application.

Although the idea of complimenting or even replacing the charge degree of freedom by spin is around for almost three
decades, even a demonstration of basic elements necessary for spin related applications, such as injection of spin-polarized
currents in silicon, spin transport, spin manipulation, and detection, was missing until recently. The inability to inject spin-
polarized electrons in silicon was a stumbling point preventing researchers from studying spin propagation in silicon. The
main reason was that, contrary to IlI-V semiconductors, silicon is a semiconductor with an indirect gap, and techniques
based on optical excitations with the absorption/emission of circularly polarized photons used to introduce/detect spins in
GaAs cannot be applied [18,19].
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Although it should be straightforward to inject spin-polarized carriers into silicon from a ferromagnetic contact, due to
a fundamental conductivity mismatch [36] between a ferromagnetic metal contact and the semiconductor, the problem
was without solution for a long time. A special technique [37] based on the attenuation of hot electrons with spins anti-
parallel to the magnetization of the ferromagnetic film allowed creating an imbalance between the electrons with spin-
up and spin-down in silicon, thus injecting spin-polarized current. The spin-coherent transport through the device was
studied by applying an external magnetic field causing precession of spins during their propagation from source to drain.
The detection is performed with a similar hot electron spin filter. Regardless of the fact that the drain current is fairly small
due to the carriers’ attenuation in the source and drain filters as compared to the current of injected spins, the experimental
set-up represents a first spin-driven device which can be envisaged working at room temperature. Contrary to the MOSFET,
however, the described structure is a two-terminal device. By using this all-electrical ballistic hot-electron injection and
detection techniques it was also shown that band bending gives rise to highly non-Ohmic spin transport in n-type lightly
phosphorus-doped silicon [38]. This phenomenon is due to the interaction of conduction electrons with shallow traps, which
allows exploring the local interaction of spin information with an isolated impurity [39]. The oblique magnetic field results in
a non-trivial behavior of spin precession and dephasing, making the Hanle peak to widen with the in-plane field component
increased [40].

The first demonstration of coherent spin transport through an undoped 350 wm thick silicon wafer [41] has triggered a
systematic study of spin transport properties in silicon [21].

In the following we briefly review the recent progress in spin-driven applications based on silicon and CMOS-compatible
devices. Since we are interested in room temperature applications, the spin degree is used in its classical sense aiming at
complementing/replacing the electron charge in digital applications. We begin with recent advances in spin injection and
propagation in silicon, with a particular focus on spin lifetime enhancement techniques in an electron system in silicon-on-
insulator structures widely considered as potential candidates for achieving ultimate MOSFET scaling. Long spin lifetime
facilitates a silicon-based implementation of spin-based reconfigurable large-scale logic circuits [42] and all-spin logic
devices [44]. At the same time, implementation of a Datta-Das silicon-based SpinFET [13] is still pending due to the lack of
efficient approaches for spin manipulation in the transistor channel by purely electrical means.

The coupling between the spin (magnetization) and the charge (electric current) is stronger in magnetic tunnel junctions
due to the tunneling magnetoresistance and spin-torque transfer effects [45,46]. The efficient conversion of the relative
magnetization orientations to the resistance and magnetization reversal by current breath a new life into the magnetic
random access memory concept (MRAM). The compatibility of MRAM with CMOS stimulated the fast development of new
spin-transfer torque (STT) MRAM products which are already commercially available. We briefly discuss possible ways to
reduce the yet quite large current value for magnetization switching. The availability of CMOS-compatible MRAM-based
non-volatile arrays opens new horizons for developing and implementing intrinsic logic-in-memory architectures where
the same elements are used for information storage and processing.

2. The spin field-effect transistor

The spin field-effect transistor (SpinFET) is a future semiconductor spintronic device promising a performance superior to
what can be achieved with the present transistor technology. Complementing or replacing the charge degree of freedom used
for computation in modern CMOS circuits with the electron spin promises to reduce in particular the energy dissipation [20].
A SpinFET is composed of two ferromagnetic contacts (source and drain), linked by a non-magnetic semiconductor channel
region. The ferromagnetic contacts inject and detect spin-polarized electrons, in analogy to polarizer and analyzer as
indicated already long ago by Datta and Das [13]. Because of the effective spin-orbit interaction in the channel, which
depends on the perpendicular effective electric field, the spin of an electron injected from the source starts precessing.
In order to distinguish this electric field-dependent spin-orbit interaction from the intrinsic electron spin-orbit interaction
acting on any electron moving in a crystal potential, we term the electric field-dependent spin-orbit interaction as coupling.
The electrons with spin, or to be more precise with the direction of the magnetic moment, aligned to the drain magnetization
direction can easily leave the channel to the drain, thus contributing to the current. The total current through the device
depends on the relative angle between the magnetization direction of the drain contact playing the role of an analyzer and
the electron spin polarization at the end of the semiconductor channel. An additional current modulation is achieved by
tuning the strength of the spin-orbit interaction in the semiconductor region, which depends on the effective electric field
and can be controlled by purely electrical means applying a gate voltage. Although the SpinFET was proposed two decades
ago [13], it has not been experimentally demonstrated up to now. In order to realize the SpinFET, the following requirements
must be fulfilled [47]. First, an efficient spin injection into the channel (and detection) must be realized. Second, because
the electron spin in the channel is not a conserved quantity and thus relaxes due to spin-flip processes, the corresponding
scattering mechanisms must be detected and analyzed. It is important to identify the possibilities compatible with modern
MOSFET technology, which can enhance the spin lifetime and spin diffusion length in the silicon channel. Finally, purely
electrical means of spin manipulation in the channel must be identified to control the spin and thus the current flow to
the drain. An example of such a manipulation is the gate voltage-dependent effective spin-orbit interaction defining the
degree of the spin precession. Next we briefly discuss recent achievements and challenges for the practical realization of a
SpinFET.
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2.1. Spin injection: Recent advances and open issues

Spininjection into silicon and other semiconductors by purely electrical means from a ferromagnetic metal electrode was
not very successful until recently. The fundamental reason has been identified as an impedance mismatch problem [36].
Even though there is a large spin imbalance between the majority and minority spins in a metal ferromagnet, both
channels with spin-up and spin-down are equally populated in a semiconductor due to the relatively small density of
states as compared to that for the minority spins in a ferromagnet. In other words, because of the large resistance of
the semiconductor, the voltage applied to the contact between the ferromagnet and the semiconductor drops completely
within the semiconductor. Therefore, the properties of the contact are dominated by the non-magnetic semiconductor, thus
resulting in a current without spin polarization. One solution to overcome the impedance mismatch problem is the use of
hot electron injection [37]; however, the efficiency of spin injection and detection is very limited.

Another solution to the impedance mismatch problem is the introduction of a potential barrier between the metal
ferromagnet and the semiconductor [48]. In this case the influx of carriers from the ferromagnet into the semiconductor
is reduced to such an extent that the majority spins supply just enough carriers to support the complete occupancy of
the corresponding states in the semiconductor. Under such conditions the minority spin flow in semiconductors will be a
fraction of that for the majority spins defined by the spin polarization in the ferromagnet. This guarantees the existence of
a spin polarized current and the spin injection into the semiconductor.

Two schemes to analyze the spin injection into a semiconductor are available: The three-terminal method and the non-
local one. The three-terminal method uses two contacts to introduce an electrical current into the semiconductor. One of the
contacts is a tunnel contact with a ferromagnet. When current is flowing, a spin accumulation is created under this tunnel
contact. This spin accumulation leads to a difference in the chemical potentials of spins aligned or anti-aligned to the contact
magnetization direction. Because the ferromagnetic contact potential is that of the spins aligned with its magnetization, a
detectable voltage is generated between the ferromagnetic electrode and the third contact located at a distance larger than
the spin diffusion length, where the spin accumulation vanishes.

In a magnetic field perpendicular to the contact magnetization spins start to precess. Accordingly any excess spin density
is reduced as well as the corresponding voltage signal. The half-width of the voltage dependence on the magnetic field is
interpreted as the spin lifetime 7;. An estimate for the spin lifetime of about 0.1-1 ns has been observed for n-doped silicon, in
agreement with the electron spin resonance method [21]. An experimental signal obtained with the three-terminal method
and interpreted as corresponding to spin accumulation was first reported in 2007 at low temperature, when the current
was injected from an iron electrode through Al,03 [49,50]. A signal at room temperature obtained for both n- and p-doped
silicon was documented in 2009 [51] by using an NiggFe,/Al,03 tunnel contact. In order to avoid an extended depletion
layer the authors used heavily doped silicon samples. It was believed that it was actually this depletion layer and not the
impedance mismatch problem, which long prevented the all-electric demonstration of a signal potentially corresponding
to spin injection. Electrical signals believed to be corresponding to spin injection through silicon dioxide at temperatures as
high as 500 K has also been reported [52].

It then follows that the tunnel contacts have to be optimized in order to facilitate spin injection. They must not be too
thick to make the signal observable, but at the same time they must not be too transparent to avoid the impedance mismatch
problem [21,53,54]. It turns out that nearly all tunnel contacts fabricated so far are characterized by a contact resistance
larger than the optimal one [21], and the problem of making good contacts with low resistance per area still requires some
attention. Recently, tunnel contacts made of a single layer graphene [55] have been shown to deliver a contact resistance
close to the optimum [56]. Even more, the proper two-dimensional analysis demonstrates the important role of the contact
width [57], predicting an optimal contact width to maximize the magnetoresistive effect in the lateral spin valve geometry
used for spin injection.

The tunnel barrier in the contact of a ferromagnet to a semiconductor introduces spin-dependent interface resistances
R4, Ry [21], which define the tunnel spin polarization P = (R, —Ry)/(Ry +R). Due to the additional spin filtering effect in
MgO, the high quality tunneling stack made of a Fe and MgO (001) crystalline barrier is expected to provide spin polarization
up to 70% at room temperature [58]. A signal interpreted as corresponding to spin injection by using MgO as a tunnel barrier
has been reported at room temperature [59,60]. It has been shown that the increase of the signal is caused by spin filtering
in the MgO layer which must be of good quality to guarantee a high spin polarization.

Regardless several reports claiming demonstrating spin injection into silicon at room temperature with the three-
terminal method, there are unsolved challenges which may put the obtained results in question or even compromise them.
According to theory, in the three-terminal scheme the value of the voltage signal AV due to spin accumulation divided by
the current density j flowing through the injecting contact is proportional to

AV /j = P?ps+/Dpi s, (1)

where, because of the injection and detection, the tunnel spin polarization P enters squared, and the silicon resistivity
ps multiplied with the diffusion length +/Dprr7; determines the additional area resistance of the contact due to spin
accumulation under it. However, there is a several orders of magnitude discrepancy between the signal measured and the
theoretical value (1). It turns out that the signal is stronger in three-terminal measurements, while it is weaker in the non-
local scheme [21]. Similar observations were also made for germanium [61] as well as for other semiconductors [62]. The
reasons for these discrepancies are heavily debated [21,63-65].
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An additional source of concerns on the validity of the three-terminal methods to determine the spin accumulation is
an unreasonably long, 0.3 ns spin lifetime extracted with this method in p-doped silicon as compared to that in the pi-
cosecond range or below expected for silicon. This indicates that the signal measured with the three-terminal method is not
determined by the spin accumulation in the semiconductor. Indeed, in silicon as well as in germanium and GaAs scattering
between the heavy-hole and light-hole bands leads to a very fast spin relaxation which is supported by optical measure-
ments [66,67]. However, three-terminal measurements in germanium and silicon yield 50 ps and 300 ps spin lifetime for
holes, correspondingly, strongly indicating that deep centers embedded in the Schottky tunnel barrier and the oxide con-
tribute to the signal.

Recently, the large amplitude of the signal observed in the three-terminal injection method was attributed to resonant
tunneling through deep impurities [64]. In contrast to [63], this model of resonance-tunneling magnetoresistance in a
magnetic field seems to be consistent with extensive experimental data [68]. It explains on equal footing the inverted Hanle
effect in a magnetic field parallel to the magnetization direction [64]. In confirmation to the theory [64], new experimental
reports [69-71] clearly show that bias voltage and magnetic field dependences of the inelastic electron tunneling spectra
account for the dominant contributions to the three-terminal magnetoresistance. These findings strongly support the
claim [64] that it is inelastic tunneling through defects and deep centers at junction interfaces and within the barrier, rather
than spin accumulation in silicon, which determines the magnetoresistance signal.

It is worth mentioning that in a recent study of spin injection with the three-terminal method [72] it was argued that the
theory [64] cannot explain the large voltage signal obtained in Ge with epitaxial contacts, because there is no oxide tunnel
barrier and thus no deep center present. However, deep impurity centers could be embedded in the Schottky barrier during
device fabrication [72]. It is plausible to assume that Mn atoms form deep energy defects in the gap of Ge and electron spins
extracted from Ge get trapped at these deep centers, thus contributing to the signal in a similar fashion as the impurities
embedded in an oxide tunnel barrier.

Since the electron spin does not interact with the electric field, the spin diffusion appears in all directions from the
accumulation region. It then follows that one could add an auxiliary ferromagnetic electrode at a distance shorter than
the spin diffusion length and measure the voltage difference between the auxiliary and the third electrode. The signal
sign will then depend on whether the auxiliary electrode is parallel to the aligned or anti-aligned spin orientation injected
through the current carrying ferromagnetic contact, which is determined by the relative orientations of the ferromagnetic
contacts used for injecting and detecting spins. The amplitude of the signal will also be a function of the distance between
the two ferromagnetic electrodes: The larger the distance, the smaller the signal. Because the spin accumulation is probed
not under the spin injecting contact but at an arbitrary distance from it, this scheme is called non-local [73-82]. The spin
signal observed with this scheme in degenerate Si at room temperature [81] is believed to be due to a genuine spin injection.
The amplitude of the signal is an order of magnitude weaker [56] than predicted by (1), which is consistent with a possible
spin polarization loss at the interfacial states in the ferromagnetic contacts. Spin transport in a non-degenerate n-doped Si
at room temperature was successfully also achieved [83]. Interestingly, the magnitude of the spin signal exceeds 1 mV for a
bias electric current of 1 mA, ten times larger than previously reported for degenerate Si [84].

Spin can be injected into silicon by other techniques as well. The injection of spins by heat [85] is one of them, for
which a spin current through the contact exists without a charge current. Recently, the energy dispersion of the tunnel
spin polarization of ferromagnetic tunnel contacts CozoFeso/MgO to both silicon and germanium has been extracted from
thermal and electrical spin currents [65]. It was demonstrated that the relative magnitude of the electrical spin current was
determined by the value of the tunnel spin polarization, while the thermal spin signal is proportional to its energy derivative,
which brings up a further contribution to the controversy discussed above. Interestingly, the application of a voltage can
turn the thermal spin current off or even invert it [65].

Another technique is spin pumping by inducing magnetic excitations in a material in contact with a semiconductor
[86,87], which can generate pure spin currents at room temperature [88]. The magnons are excited by the microwave. This
technique is extremely useful, since it is free of the impedance mismatch problem, and a combination with conventional spin
injection techniques will advance spintronics towards sophisticated device applications [89]. In [90] the spins were pumped
in p-type silicon. The detection was performed non-locally by the inverse spin Hall effect in the Pd contact. Surprisingly, the
signal was detected at a distance exceeding the spin diffusion length for holes. Because of the very short spin relaxation time
of holes, the detected spin injection signal is most probably governed by the minority spin polarized electrons pumped to
the inversion layer on the surface between the Schottky barrier and the FM, which then propagate to the Pd contact.

The introduction of a tunnel barrier is the standard but not the only possible option to overcome the impedance mismatch
problem. The use of ferromagnetic contacts made of semiconductors would be another possible solution. Unfortunately, no
semiconductors with ferromagnetic properties surviving up to room temperature are known. Attempts to rise the Curie
temperature in (Ga, Mn)As by increasing the Mn concentration at carefully optimized synthesis conditions result in a T¢
saturation at about 200 K [91]. Several oxides can be transformed to dilute ferromagnetic semiconductors by doping with
magnetic impurities. Although a high saturation magnetization and a finite coercivity at room temperature was recently
demonstrated in an epitaxial film with Sr3SnO integrated on silicon [92], the application of the material as a contact may be
overshadowed by a low conductivity due to variable range hopping.

An alternative approach to resolve the impedance mismatch problem is to use half-metallic ferromagnets. These
materials possess metallic properties, but only with respect to the electrons of spin orientation up, and they act like insulators
with respect to the electrons with spin orientation down. Thus, only the electrons with the spin orientation up can be
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injected regardless of the differences in the densities of states in the half-metallic ferromagnet and the semiconductor. Many
Heusler alloys and some transition metal oxides (CrO,, Fe30y, etc.) are half-metallic ferromagnets; however, the research is
in its inceptive state. A recent report on the fabrication and structural study of high-quality Co,FeSi/SiOx N,/Si(100) tunnel
contacts [93] will stimulate the investigation of electrical and spin properties of half-metallic ferromagnetic contacts on
silicon.

2.2. Spin propagation and relaxation in bulk silicon

For functionality of a SpinFET the possibility to transfer the excess spin injected from the source to the drain electrode
is essential. The excess spin, or more precisely the spin projection on a given axis, is not a conserved quantity, in contrast
to charge. While diffusing, it gradually relaxes to its equilibrium value which is zero in a non-magnetic semiconductor. In a
ground breaking experiment it was demonstrated that spin can propagate through a 350 pwm silicon wafer at liquid nitrogen
temperatures. The lower estimation for the spin lifetime at room temperature obtained within the three-terminal injection
scheme was of the order 0.1-1 ns [21]. This corresponds to a spin diffusion length, the length at which the spin relaxes, of
0.2-0.5 pm. The spin lifetime is determined by the spin-flip processes. Several important spin relaxation mechanisms are
identified [18,19]. In silicon the spin relaxation due to the hyperfine interaction of spins with the magnetic moments of the
29sj nuclei is important at low temperature. Because of the inversion symmetry in the silicon lattice the Dyakonov-Perel spin
relaxation mechanism is absent in bulk systems, and at elevated temperatures the spin relaxation due to the Elliott-Yafet
mechanism [18,19] becomes important.

The Elliott-Yafet mechanism is mediated by the intrinsic interaction between the orbital motion of an electron and
its spin. Due to the spin dependence, the microscopic spin-orbit interaction does not conserve the electron spin, thus it
generates spin flips, which is the Yafet process. When the microscopic spin-orbit interaction is taken into account, the
Bloch function with a fixed spin projection is not an eigenfunction of the total Hamiltonian. Because the eigenfunction
always contains a contribution with an opposite spin projection, even spin-independent scattering with phonons generates
a small probability of spin flips, which is the Elliott process.

In order to analyze the spin relaxation in silicon, both, the Elliott and the Yafet processes must be taken on equal footing. In
this way a good agreement between the experimentally observed and calculated spin life time as a function of temperature
has been achieved, confirming that in bulk silicon the Elliott-Yafet mechanism is the dominant spin relaxation mechanism
at ambient temperatures [34]. The spin lifetime in undoped silicon at room temperature is about 10 ns, which corresponds
to a spin diffusion length of 2 wm. In case of heavily doped silicon the spin lifetime is determined by the Elliott-Yafet
mechanism due to ionized impurity scattering and is expected to be around 1 ns at Ny = 10'° cm—3, in agreement with
experiments. In contrast to mobility, the spin relaxation depends significantly on the doping atom type in heavily doped
silicon [94]. As it has been revealed in [35,94,95], the spin relaxation is due to the scattering between the valleys along
different crystallographic axes (f-processes) while the electron mobility is determined by intravalley elastic scattering.
Therefore, the momentum relaxation time is governed by the tail of the ionized impurity potential at large distances from
an impurity, which is identical for donors considered in [94], while the spin relaxation is due to the short range impurity
potential behavior where spin-orbit interaction is the strongest, thus giving rise to the spin relaxation dependence on the
doping atom type [94].

Because the intervalley f-processes are responsible for spin relaxation in bulk Si, it is advantageous to partly lift the
degeneracy between the valleys in order to reduce the spin relaxation. This can be achieved by stress. Biaxial in-plane tensile
stress or uniaxial out-of-plane compressive stress favors the two out-of plane valleys to lower their energies and become
populated by electrons at the expense of the reduced occupation of the four in-plane valleys. If the energy splitting becomes
larger than the energy of optical phonons needed for f-type intervalley scattering, the spin lifetime is predicted to increase
by a factor between two and four, depending on the spin injection orientation relative to stress [96].

In confined electron systems of transistor channels the valley degeneracy, or rather the degeneracy between the two-
dimensional subbands, is lifted due to different confinement energies for different valleys. It is well known that in (001)
oriented silicon inversion channels the energy spectrum consists of primed and unprimed subbands. Primed subbands
with higher subband energies originate in four in-plane valleys and are therefore four-fold degenerate, while the unprimed
two-fold degenerate subbands are from the two out-of-plane valleys [97]. Despite partial degeneracy lifting in confined
systems, the spin lifetime is significantly shorter in gated structures [98,99] due to the existence of the interface. Because
of an ongoing shift from bulk field-effect transistors to transistors with the channel built on ultra-thin silicon-on-insulator
(SOI) films and three-dimensional fin-like structures at the 22 nm and more recent 14 nm technology node and beyond
allowing tighter confinement and thus better electrostatic control, it is expected that spin relaxation will further increase,
and ways to boost the spin lifetime in SOI transistors are urgently needed. In the next section we show that uniaxial stress
applied along [110] direction is very efficient in boosting the spin lifetime in (001) silicon films. The physical reason is
also elucidated: It turns out that the remaining two-fold degeneracy of the unprimed subbands is successfully lifted by
shear strain efficiently produced by [110] stress. This reduces significantly the principal contribution to the spin relaxation
in thin films due to surface roughness and acoustic phonons mediated g-type scattering between the equivalent valleys
along the same crystallographic axis, or, more precisely, the intersubband spin relaxation. Stress techniques and especially
uniaxial stress along [110] oriented channels are routinely used by the semiconductor industry to enhance the transistor
performance. It is therefore very attractive to use the same well developed techniques to increase the spin lifetime. It makes
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the use of thin SOI films for spin applications very promising because, in contrast to the electron mobility, which is enhanced
by a factor of two, the spin lifetime is boosted by an order of magnitude.

2.3. Spin lifetime in thin films and surface layers

The main contribution to spin relaxation in bulk silicon is due to optical phonon scattering between the valleys residing
at different crystallographic axis, or f-phonons scattering [35,95]. An enhanced intervalley scattering due to accelerated
f-phonon emission at high driving electric fields results in an unusual combination of reduction of the carrier transition time
between the injector and the collector accompanied by a decrease in spin polarization [ 100]. This independently confirms the
importance of f-phonon mediated intervalley scattering in bulk silicon spin relaxation. In electrically-gated lateral channel
silicon systems a relatively large spin relaxation has been experimentally observed [98,99] indicating that the extrinsic
interface induced spin relaxation mechanism becomes important. This may pose an obstacle in realizing spin-driven CMOS
compatible devices, and a deeper understanding of fundamental spin relaxation mechanisms in silicon inversion layers, thin
films, and fins is needed. The theory of spin relaxation must account for the most relevant scattering mechanisms. In confined
electron systems these are the electron-phonon interaction, surface roughness and impurity scattering. In order to evaluate
the corresponding scattering matrix elements, the wave functions must be provided. We briefly outline an approach based
on an effective k-p Hamiltonian, which allows to capture the important physics while keeping the simulation costs relatively
low. The effective k- p Hamiltonian must include the effective spin-orbit interaction [35], which, apart from scattering, is the
main ingredient of the Elliott—Yafet spin relaxation mechanism. In addition, the confinement potential must be incorporated.
It is also mandatory to have a sufficiently accurate model of the conduction band describing its non-parabolicity and warping
under external stress [101].

2.3.1. Silicon conduction band and the two-band k - p Hamiltonian

The conduction band in silicon consists of six equivalent valleys situated close to the edges of the Brillouin zone at
the X-points. Each valley dispersion is anisotropic and described by the transversal effective mass m; = 0.19mg in the
plane perpendicular to the axis connecting the I and the corresponding X-point and by the longitudinal effective mass
m; = 0.91my along the same axis within the parabolic approximation [97]. At higher energies the non-parabolicity of the
conduction band must be taken into account. In order to do so we resort to a more general method of obtaining the energy
dispersion: The k - p method which is well established to describe the band structure analytically. It turns out that the k - p
method with only two bands taken into account reproduces the band structure of silicon accurately below 0.7 eV, which is
sufficient to describe the subband structure and transport properties of most silicon-based devices.

Let us consider a valley along [001] axis. In the diamond-like crystal structure of silicon, the lowest two conduction bands
are X1 and Xy. In unstrained silicon their dispersions along the [001] symmetry axis are described as

#@+#@+W@
2m 2my 2my

Hl-?(k) = (-UHikzp + g )
Mo

wherei = 1, 2 numbers the bands, k, is the wave number relative to the X-point,and p = (p,)11 = —(p,)2 defines the slope
of the dispersion at the X-point. The dispersions (2) describe the two valleys with their minima located at ko = |£0.1527 /ao|
symmetrically with respect to the X-point, where qy is the lattice constant in silicon. We note that the two lowest bands (2)
are degenerate exactly at the edge of the Brillouin zone as prescribed by a symmetry due to the presence of the three glide
reflection planes [102]. We therefore consider the application of the k - p method relative to this degeneracy point at the
edge of the Brillouin zone rather than at the valley minimum usually considered in literature.

The degeneracy between the conduction bands at the X-point can be lifted, if uniaxial stress along [110] direction is
applied [101,103]. In this case the strain tensor contains a shear component &,, which couples the two bands. This coupling
is described by the off-diagonal terms in the two-band basis [ 103]:

Hy; = H?z - nyexya (3)
where D,, = 14 eV denotes the shear deformation potential, and

1% kyk
H?z (k) = —

ky, k, are the transversal wave vector components. The parameter M can be evaluated from the k - p perturbation theory,
with its numerical value close to M =~ m; /(1 — m;/my) reported in [103].

The two-band k - p Hamiltonian we consider is therefore written in the form [104]: The Hamiltonian of the valley pairs
along the [001]-axis is then given as [105]

Hy1 Hp
H= . 4
[H21 sz] (4)
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Fig. 1. Comparison of the dispersion relation (6) at the valley minimum (dashed-dotted contour lines) with the EPM results (solid lines). The distance
between the equi-energy contour lines is 50 meV (cf. [104]).

The strain-induced shift of the conduction band minimum §E¢ has to be included in the diagonal elements for completeness
by the substitution H; = H;; + SEc. Here, SE¢ is defined as [106]

8Ec = Dy(exx + &y + &2) + Dyéy, (5)

with Dy denoting the dilation and D, the uniaxial deformation potentials for the conduction band and ¢, j = X, y, z being
the diagonal elements of the strain tensor.

Considering the off-diagonal elements H;, as a perturbation, one obtains the following dispersion relations for the [001]
valleys including the shear strain component:

R K2 h(kE+ k) h 2 2 ko, \
E(k) = —2 XY 4 SEc 4,/ —k D - 6
(k) 2y + m, +oEc <m0 <zP> +< xyExy M (6)

In unstrained silicon (&, = 0) the dispersion relation (6) goes beyond the parabolic approximation. It allows to reproduce
correctly the isotropic non-parabolic correction [ 104]. Even more, it describes correctly the conduction band warping seen
in numerical band structure calculations. A comparison to the results of the empirical pseudopotential simulations of the
in-plane dispersion displays good agreement as shown in Fig. 1.

With uniaxial stress along [110] direction introduced, the dependence of the effective mass on shear strain follows from
(6). Defining a dimensionless variable n = 2Dy, &x,/A with A = 0.53 eV being the energy difference between the two
lowest conduction bands in unstrained silicon at the valley minimum, the dependence of the effective mass on shear strain
is[107]:

(1-0T) " i< ”

me(n) = m; . mey—1 )

sen7) . Il >
sgn(n) denotes the sign function. The shear strain component is positive for tensile and negative for compressive uniaxial
[110] stress. The effective mass depends linearly on the shear strain component, in contrast to an assessment in [ 106] that
within the linear deformation potential theory there should not exist any warping of the conduction band. A comparison
of the theoretical effective mass dependences on strain with that extracted from the mobility measurement in strained
samples [ 108] shows excellent agreement [ 104].

2.3.2. Conduction band Hamiltonian including spin

The two-band k - p Hamiltonian (4) is sufficient to deal with charge transport properties, for instance, to explain a
linear dependence of the effective mass on strain followed from the mobility enhancement measurements in uniaxially
stressed silicon. In order to handle spin-dependent characteristics including the spin relaxation time, the spin degree of
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freedom has to be taken into consideration. By choosing the spin projection axis along [001] direction, we augment the
two lowest conduction band basis by including the two spin projections, positive and negative, on the given axis. The basis
is conveniently chosen as [XlT’ Xy, Xt Xu], where 4 and | indicate the spin projection at the quantization z-axis. The
Hamiltonian of the valley pairs along the [001]-axis including spin is then written as [35,105]

__|H1 Hs
o=l k) Y

where Hq, H,, and Hs are

i 2 (12 2
H = |:h2 k? . (=1 h? kok, N h (kx + ky)] I, (9)
2m m 2my
h? ky k ,
Dyexy — ———  (ky — ki) Ago
H; = M (10)
? ) h? ky k,
(—ky —kei) Ayy Dy &y — Y

Here, I is the identity 2 x 2 matrix. In the Hamiltonian (8) kg = 0.15 x 27 /ag is the position of the valley minimum relative
to the X-point in unstrained silicon.

The inclusion of the spin degree of freedom results in the appearance of the effective spin-orbit term 7, ® A, (kxox —ky0y)
with

h? Z XilpjIn) (nl[vV x p;j|Xar)

Ay, =
¥ 2mic? E, — Ex

(11)

n

This effective spin-orbit term couples the states with the opposite spin projections from the opposite valleys. In (11) E,, is
the energy of the nth band at the X-point, Ex is the energy of the two lowest conduction band X; (or X} ) at the X-point, p is
the momentum operator, V is the bulk crystal potential, oy, 0y, and o are the spin Pauli matrices, 7, is the y-Pauli matrix in
the valley degree of freedom, and c is the speed of light. We stress that the spin-orbit term 1, ® A, (kox — ky0y) is caused
by the intrinsic spin-orbit interaction due to an electron spin moving in the crystal potential V and must be distinguished
from the electric field-dependent spin-orbit coupling of the Rashba type used to manipulate the electron spin under the
gate in a SpinFET channel. Indeed, the spin-orbit interaction 7, ® As,(kxox — kyoy) does not lift the degeneracy between
the energies of electrons moving with the same velocity but having opposite spin projections, in contracts to the electric
field-dependent spin-orbit coupling responsible for spin manipulation.
The energy dispersion of the two lowest spin degenerate conduction bands is thus given by

2k (2 +k 2 2
AL Ll (M> B2, (12)
2my; 2my m
where
K2 keky \
B:\/Ago (k2 4+ k2) + (nygxy— Iv: Y> , (13)

This expression generalizes the corresponding dispersion relation [35] by including shear strain [ 105].

The dispersion relation (12) allows to calculate the strength A, of the effective spin-orbit interaction. Indeed, close to
the X-point in an unstrained sample the gap between the X; and X}, conduction bands can now be opened by A, alone, if
one evaluates the dispersion for ky # 0 but k, = k, = 0. The band splitting along the x-axis is then equal to 2 | A ky|. By
using the empirical pseudopotential method (EPM) [104,107] we found A, = 1.27 meV nm [105], in good agreement with
the one reported in [35].

The Hamiltonian (8) is sufficiently rigorous to capture all physical phenomena needed. Indeed, apart from the conduction
band non-parabolicity and warping under external stress, it includes the effective spin-orbit interaction [35]. The spin-orbit
interaction is responsible for spin flips, even when the electrons scatter on non-magnetic potentials. It is the main ingredient
of the Elliott-Yafet spin relaxation mechanism [18]. At the same time, the effective Hamiltonian (8) is relatively simple
compared to those required for tight-binding or empirical pseudo-potential calculations. It can be used to evaluate the
energy spectrum and the wave functions in confined systems while still allowing to keep the computational efforts bearable.
The wave functions are the main ingredients to evaluate the scattering matrix elements and relaxation rates in confined
systems.

2.3.3. Wave function calculations: Analytical solution for an infinite box potential
The Hamiltonian (8) is used to describe the electron spectrum and subbands in a confined electron system. After
supplementing the diagonal parts with the confinement potential U(r) as

H; = H; + U(D)I, (14)
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the corresponding Schrodinger equations for the wave functions ¥, (r) are obtained. For definitiveness let us consider a
(001) oriented silicon film for which the confinement potential depends only on z and the wave function can be written as

¥, (r) = exp(iKR) ¥k, (2), (15)

where Yk, () is the confined wave function describing the subband n with the spin projection o. Because of the non-
parabolicity of the Hamiltonian (8) ¥k, (z) also depends on the in-plane wave vector K.

This dependence, and a double integration with respect to the in-plane wave vector K present in the scattering rates,
makes the calculation of the spin relaxation time with the numerically determined wave functions prohibitively expensive.
It is mandatory to reduce the simulation time by obtaining the wave functions in an analytical form.

This can be achieved, if the confinement potential U(z) is approximated by an infinite square well potential of width t.
The wave functions are then localized within the well and vanish at the interfaces: ¥k, (£t/2) = 0. First let us consider
the unprimed subbands’ ladder in a (001) silicon film originating from the [001] valleys described by (8). It is convenient to
perform a unitary transformation on the basis functions [109]:

1 , L\ ke — ik
B = o | Kur +X50) £ (X1, +X,) —— (16)
[k + K2
1 ky — ik
Eax =3 (Xir = X50) £ (K1) = X)) ———= (17)
[k + K2

N @
NING)

) (18)

Y3‘4 = &g+ COS ( ) (19)

Aso /ki + k)Z/
— (20)

h2 keky

Y12 = B¢ cos < F iE44 sin (

)
)

N @
|

FiZgy sin <

tan (@) =

Deyy —

The Hamiltonian (8) in the new basis transforms into

g=[ﬁ’1 ’?3], 1)
A A,
with
. K2 R (k2 + K2
PR L Ul B (22)
zml th
1 kok,
Hy=| ™ 23
3 h? kok, (23)
0 - =
m

and splits into two equivalent 2 x 2 Hamiltonians describing the two pairs of coupled states. The coupled states within each
pair are with opposite spins along the spin-orbit field axis (kx, —k;). The states from different pairs with the same energy
have opposite spin projections on (ky, —ky). Thus, the spin degeneracy is preserved for arbitrary (ky, k,) and in presence of
strain .

Alinear combination of the two degenerate states of the same energy but opposite spins ¥jk, and ¥jx_, allows creating
the wave function with a spin along any arbitrarily chosen axis. If the direction 1 of the axis is defined by the polar angles
6 and ¢, the coefficients in the linear combination must be chosen such that the resulting wave function

UM = Yy,
24
i b = Yy (24
satisfies [35]
g IFl ) =0, (25)

GgnIFjf >0,
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Fig. 2. The large component of the wave function of the lowest unprimed subband in an unstrained film located in the valley centered at k¢ (cf. [109]).

where
F = 0, cos(9) + (ox cos(¢) + o, sin(¢)) sin(6). (26)

For definitiveness let us consider the wave functions with the spin quantization axis along [001], or z direction. The wave
functions fulfilling the Schrédinger equation with (21) and satisfying the zero boundary conditions at the interfaces can be
written in a closed form [104].

The four-component wave functions in the initial two valley-two spin projection basis are now straightforwardly
obtained. These four functions from the lowest unprimed subband are (k, = 0):

51,1 —W‘I’Lz
Yin = wi‘; - = g::; ’

) 11

LZ®) ¥ 7
Uy = _11;2,’2%2 , Uy = _lpgz,’zﬁzi]

@5y —¥5,

In unstrained films the dominant components denoted as ¥ 1 and ¥, , for ¥; and ¥, respectively, are well described by

: 4
W1,1(2,2) = E'Ikoz sin (T) N (28)

as shown in Fig. 2. The wave function (28) is the usual envelope quantization function located at the valley minimum
ko = 0.1527”. In the presence of shear strain &, and confinement the degeneracy between the two valleys is lifted. This
results in slightly different envelope functions ¥; ; and ¥, ; (Fig. 3).

The small components of the four-components’ wave function are proportional to the spin-orbit interaction strength.
The amplitude of these components shown in Fig. 4 for an unstrained film of 4 nm thickness for k, = 0 depends strongly on
ky. For k, = 1 nm™" the small components of the wave functions are pronounced, while decreasing the k, value makes the
small components vanishing.

Shear strain &,, considerably suppresses the small components as shown in Fig. 5. ¥ ; for a strain value of 1% is almost
washed out, while in an unstrained film the wave function component is significant (Fig. 5). Vanishing values of the small
components indicate the decrease in the spin mixing between the states with the opposite spin projections, which should
result in a longer spin lifetime.

2.3.4. Valley splitting by shear strain

It is usually assumed that, because the unprimed subbands are originating from the two equivalent [001] valleys, they
are double (or four-fold with spin included) degenerate [97]. However, this is true only in the parabolic band approximation,
when the two valleys are independent. Due to the presence of the off-diagonal terms Hs, the Hamiltonian (8) couples the
[001] valleys. This coupling results in an unprimed subband degeneracy lifting in confined systems, which is termed the
valley splitting [97]. We note that the bulk valleys remain degenerate: However, the presence of the (001) confinement
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Fig. 3. The large components of the two unprimed subbands with &, = 0.05% (cf. [109]).
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Fig. 4. The small components are proportional to the strength of the spin-orbit interaction (cf. [109]).

and/or interfaces combined with the off-diagonal valley coupling results in the degeneracy lifting of the unprimed subband
ladder.

The k - p Hamiltonian (8) allows to obtain the unprimed subband dispersion relations. In case of the infinite square well
potential the dispersion relations can be cast in accurate analytical forms [ 104,105]. The valley splitting AE is approximately
described by the following expression [ 104,105]:

2y’B 1—y2—p?
AE = Y sin [/ —2— kot || . (29)
kot /(1 =2 = n2) (1 - ?) 1-y
T
=_, 30
Y= ot (30)
_ mlB (31)
"= k2 h*’

t is the film thickness. To obtain (29) the theory [104] for valley splitting has been generalized by including the spin-orbit
coupling [105]. The valley splitting is inversely proportional to the third power of the position of the minimum kg, in
agreement with earlier considerations [97].

. . . . —2_2 .
The degeneracy between the subbands is exactly recovered, when the oscillation sin (,/ ! 1y7y2" kot) term is zero.

However, this degeneracy is insignificant, because it does not result in any peculiar behavior of the spin relaxation scattering
matrix elements. In recent experimental studies of the valley splitting and spin relaxation in quantum dots, however, an
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Fig. 5. The small components are considerably suppressed by tensile shear strain (cf. [109]).

enhancement of spin relaxation at the exact valley degeneracy point tuned by the magnetic field was observed [110]. As it
has been shown, this can be explained by an additional spin-orbit coupling field not accounted in the model (8), the physical
nature of which is not understood [110].

In contrast, the minimum of the B term in (29) reveals a very strong increase of the intersubband spin relaxation. Under
these conditions the subband splitting is purely determined by the effective spin-orbit interaction term and is linear in

Aso,/ ki + k3. This linear dependence of the splitting is similar to the Zeeman splitting in a magnetic field. Therefore, the

spin-orbit interaction term Agok with k = (ky, —k,) can be interpreted as an effective magnetic field, while the states
within the pair Wy, Yox— and Wik, Yo it couples have similarities with the Zeeman spin-up, spin-down states split by
the effective field. If we now inject spin along the z-direction, it will precess in the in-plane effective magnetic field Asok.
This results in a large mixing between the opposite spin states, which causes a large relaxation. Therefore, the minimum
of B in (29) defines the conditions for spin relaxation hot spots which should be contrasted against the hot spots in bulk
silicon [35], appearing far away from the valley minima at the edge of the three-dimensional Brillouin zone. The origin of
the spin relaxation hot spots in thin films lies in the unprimed subband degeneracy in a confined electron system which
is lifted by the effective spin-orbit interaction alone. Because the hot spots are determined by the minimum of B, they are
located in the middle of the two-dimensional Brillouin zone in an unstrained film. They contribute strongly to the spin
relaxation, however, when shear strain is applied, the spin relaxation hot spots are moved towards higher energies. Pushing
the hot spots above the Fermi energy outside the occupied states region will result in a considerably reduced spin relaxation
and an increase of the spin lifetime with shear strain.

The expression for the valley splitting (29) accounts only for a contribution due to quantum interference of the wave
functions belonging to different valleys in a confined system. The interference is most influenced by the coupling between
the valleys through the X-point, which can be easily enhanced by shear strain &,,. According to (29), the splitting is
proportional to the gap opened at the X-point between the otherwise degenerate states X; and X, by the off-diagonal term
Hs. Other contributions to the valley splitting, for instance, due to surface effects [114,115] can be taken into account. Let us
consider the valley splitting in unstrained films attributed to the [001] equivalent valley coupling through the I"-point [97].

The values of the valley splitting in an unstrained silicon film from a 30-band k- p model [ 111], an atomistic tight-binding
model from [112], and from [113] are summarized in Fig. 6. Although looking irregular, the results follow a certain law. Fig. 7
demonstrates a good agreement of the results of the tight-binding calculations with an analytical expression for the subband
splitting similar to (29):

© (Kort)?

Here A is the splitting at the I'-point, Koy = 0.85%. A good agreement is found for A = 2 eV. Then the total valley
splitting is given by [105]

AEr =/ AE?2 + A% (33)

with AE from (29).

r sin(Kort). (32)
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Fig. 6. Valley splitting in a Si quantum well at zero strain as a function of the quantum well from [111-113] (cf. [113]).
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Fig. 7. Dependence of the valley splitting on the quantum well width from the 30 band k - p model [111] and the analytical expression with A = 2.0 eV
(cf.[113]).

Fig. 8 shows the dependence of the lowest unprimed subbands’ energies on shear strain with and without accounting for
the A term. The A term lifts the subband degeneracy in unstrained films, while shear strain gives the major contribution
to the splitting at higher strain values.

2.3.5. Electron-phonon and surface roughness induced spin relaxation rates
In the following, we briefly outline the calculation of the spin relaxation time. The spin and momentum relaxation times
are evaluated by thermal averaging [35,95,116] as

S e B (1= f E) iy

1
— = . (34)
s J f (E) dKq
Here f (E) is the Fermi-Dirac distribution function:
fE)= (35)

1+ exp (51
By using the subband dispersion

E(Ky) = E? + E,(Ky,) (36)
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Fig. 8. Dependence of the energy of the 1st and the 2nd subbands together with the subband splitting on shear strain for the film thickness 2.1 nm
(cf. [109]).

one obtains [116]

2 oo I< E
/dK _/ / GO (37)
0 |2k

BKn Kn(E,0)

where K, (E, ¢) is the absolute value of the subband wave vector:

Ki(E, ) = (Ku(E, @) cos(@), Kn (E, ¢) sin(@)). (38)

The partial derivative is taken along the direction of constant ¢ for a given energy value E (36).

We take into account the main mechanisms determining the mobility in thin silicon films, namely surface roughness
and electron-phonon scattering, and analyze their role in spin relaxation. In contrast to the corresponding momentum
relaxation rates in surface layers [97,116,117] and thin films, the spin relaxation rates are not available in the literature and
are therefore summarized below. The surface roughness scattering matrix elements are proportional to the product of the
subband function derivatives at the interface [97]. The surface roughness at the two interfaces is assumed to be equal and
statistically independent. The surface roughness spin relaxation rate is calculated in the following way:

L o /Z”dmsz 1 KE.) KW)(M)]
K hQr)? 57 o e (K — K,) am? ‘3& dz dz et

(.
JIK(E.@)

r
2

(K — 2
X exp <(Kj4Kn)L) O (Ei(K) — Ejo). (39)

Here E is the electron energy, K,, K; are the in-plane wave vectors before and after scattering, ¢ is the angle between K,
and K;, € is the dielectric permittivity, L is the autocorrelation length, A is the mean square value of the surface roughness
fluctuations, ¥k, and ¥jk, are the four components wave functions, o = £1 is the spin projection to the {}-axis chosen to
be along [001], and @ (x) is the Heaviside function [ 109].

The spin relaxation rate due to the electron-phonon interaction with acoustic phonons is considered in the deformation
potential. By analogy to the momentum relaxation the corresponding spin relaxation rates can be written as [118]

1 2kgT 7de [*dg, K(E, @)
T (K,) XU: fipv? XJ:/ / 27 351 Z

2
apf
Kj(E @)

2

t
|:/ dz exp (—iq;z) ¥, ,K —o (@) DopWkyo (Z)} O (E(K;) — Ej0)7 (40)

where p = 2329 k& ¢ is the silicon density, v, and e are the v-branch phonon velocity and polarization, (qx, qy) =K, - K;
andDisthe4x4 deformatlon potential matrix in the basis of the states at the X-point. In the case of the isotropic deformation



18 V. Sverdlov, S. Selberherr / Physics Reports 585 (2015) 1-40

potential approximation which is valid for low field electron mobility calculations, only the interaction with the longitudinal
acoustic phonons described by the phonon polarization

e =aqp/a, B=xy.z2 (41)
is considered. In this case
Dypg = 84pD, (42)
and the matrix D is diagonal in the basis of the states at the X-point,
D 0 0 O
=0 0 ) ol (43)
0 0 0 D

In order to reproduce the low field electron mobility in surface layers and thin films, the value D of the isotropic acoustic
deformation potential is taken slightly above its value in bulk silicon, usually around 12-14 eV.
After performing the integration with respect to g, one gets:

1 4mksT 1 KB ) 2 0
_— E d DYk, & O(E;(K) —E). 44
714 (Kn) ﬁ,OUm / 47'[ OE; / z ‘ JKi—o (2) D% (2)| O (Ej(K;) — Ey) (44)

Ms

Ki(E. @)

Another important contribution is due to the shear deformation potential D,,, which couples the opposite valleys. In this
case the deformation potential matrix is in the form

— D —
0 0 % 0
Dy
0 0 0 -
Dy=|p (45)
= 9 0 0
2 p
o =2 o 0
- 2 -

Performing an integration over g, one obtains for the acoustic longitudinal phonons:
1 4mksT 7 de K;(E;,
AmksT Z/ do K(E. ¢) /dz/ dzexp —J@2+a|z— )
T (Kn) hpvd, 471 <’EJ Y
KJ(E ®)

X [ Kj—o (Z) DXyWnKnU (Z)] [ JK; (7( ,) nylpnl(na (Z/):I

409, 2 — 1| O (E(K) — E), (46)
ey

where vy = 8700 ? is the speed of the longitudinal phonons.
For the two branches of the transversal acoustic phonons the corresponding expression is:

1 AmkgT 2 do Ki(E, ¢) / /
dz dz’' ex + z— )
Ky | hpvd, Z/ o p(-yai +;|

KJ(E ®)
X [ Kj—o (Z) nyq/nl(na (Z)] I:l[/]}L( 6( /) nyq/nl(na (Z/)]
8¢;q; — (02 + @2
x| J@+a@ - —> — ~ ) |z — 2| | O Ei(K) — ED). (47)
a; +a;

where vy = 5300 % is the speed of the transversal phonons.
The Yafet type contribution due to the spin-orbit interaction term modified by stress has to be included [95]. In the
isotropic approximation the corresponding term reads:

1 dmksT " dy Ki(Ej, ¢) / 2
E d‘ Dy Wk o - O (K — E%). 48
7y (Ky) hpu f aEJ Z Wik, (2) DyWiiyo (2) (E;(K)) — E}) (48)

J 1K (E, @)
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Fig.9. Dependence of the normalized intersubband relaxation matrix elements on shear strain for a film thickness of 2.1 nm. The inset shows the ratio of
the matrix elements with the A term to the matrix elements without the A term (cf. [109]).

Here the matrix Dy is written as:

_[o D}
o =[0 4] .
0 Dso (—ry + iT'X)
Dy = . . 50
Y [Dso (ry +irx) 0 (50)

(ry, rx) = K; + K; and the value of Dsp = 15 meV/ky is determined from the pseudopotential calculations describing the
dependence of the splitting due to spin-orbit interaction between the conduction bands at the X-point under homogeneous
stress. The value deduced is close to the one reported by [95].

The remaining entries of the deformation potential are zero: They correspond to the opposite spin coupling within the
same valley.

2.3.6. Spin lifetime enhancement by shear strain

The scattering rates due to surface roughness scattering and electron-phonon interactions are evaluated in the following.
In contrast to the mobility calculations, for which it is sufficient to evaluate the corresponding rates by using the wave
functions only at the subband minima at K; = 0 [116], the in-plane momentum of the wave functions’ dependence must be
preserved for the spin relaxation calculations. Indeed, at K; = 0, the small components in the subband wave functions (27)
are zero, and spin-flips are absent. The knowledge of the scattering rates on a fine mesh in the momentum space needed for
an accurate double integration makes the spin lifetime computations (34) extremely time consuming even when the wave
functions are found analytically, and an extensive code parallelization is required [109].

Fig. 9 shows the surface roughness scattering induced intersubband spin relaxation matrix elements for K; = —K;.
Without the A term responsible for the valley splitting in unstrained films the matrix elements display a sharp maximum
which visualizes the spin relaxation hot spots appearing at the condition

h? KK, —o
M

Under the condition (51) the valley splitting (29) is minimal. It is determined by the spin-orbit field alone, which results in
a fairly strong spin relaxation.

The A term effectively “screens” and therefore reduces the pure spin-orbit contribution to the spin relaxation matrix
elements at the hot spots. This results in an increase of the spin relaxation time in unstrained samples as displayed
in Fig. 10 [109]. When a (001) film is stressed along [110] direction, a shear strain component leads to a strong increase of
the spin lifetime demonstrated in Fig. 10 [ 109]. With the valley splitting in a relaxed film included this increase is somewhat
less pronounced. However, even in this case the spin lifetime is boosted by almost two orders of magnitude.

The reason for the strong spin lifetime increase with strain lies in an effective reduction of the hot spots for spin relaxation.
Indeed, with shear strain increased, the spin relaxation hot spots defined by (51) are pushed by high energy states above the

Dyyexy — (51)
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Fig. 10. Dependence of spin lifetime on shear strain for T = 300 K and film thickness 2.1 nm (cf. [109]).

Fig. 11. Normalized intrasubband spin relaxation matrix elements in an unstrained film and the Fermi distribution (300 K).

Fermi level as shown in Fig. 11. Since these states are empty, they do not contribute to the spin relaxation time as follows
from (34) (see Fig. 12).

2.4. Electric spin manipulation

Utilizing spin properties of electrons for future microelectronic devices may complement or even replace charge-based
operated electric switches and memories. A textbook example of a device, where spin is used to manipulate the charge
current, is the SpinFET [13]. The ferromagnetic source contact injects spin-polarized electrons into the semiconductor
region. At the drain contact only the electrons with spin aligned to the drain magnetization can easily leave the channel
and contribute to the current. Therefore, the total current through the device depends on the relative angle between the
magnetization direction of the drain contact and the electron spin polarization at the end of the semiconductor channel.
The current modulation is achieved by tuning the strength of the spin-orbit coupling in the semiconductor region. In gated
systems the spin-orbit coupling is usually taken in the Rashba form [119,120], with the corresponding effective Hamiltonian

Hg = ag(kyoy — kyoy), (52)

where oy is strength of the spin-orbit coupling, ky, is the in-plane electron wave vector projection, and oy, is the
corresponding Pauli matrix. The spin-orbit coupling strength oz depends on the effective electric field created by the gate
voltage [119]. The electric field-dependent spin—-orbit coupling splits the degeneracy between the spin-up and spin-down
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Fig. 12. Normalized intrasubband spin relaxation matrix elements in a film under strain, &y, = 0.5%.

states which move with the same velocity in the same direction. The spin-orbit coupling can be therefore visualized as
an effective magnetic field, the strength and direction of which depend on the in-plane momentum. The dependence of
the spin-orbit magnetic field on the effective electric field opens a way to manipulate the degree of spin precession in the
channel by purely electrical means. Indeed, the spin precession angle A6 defined as the difference between the orientation
of the spin of the electron at the end and at the beginning of the semiconductor region is [47]

ZaRm*
a6 = =5

where m* is the effective mass of the electron, and L is the length of the semiconductor channel. In the absence of the
spin-orbit coupling and the external magnetic field the electrons propagate with their spin orientation conserved. The
strength of the spin-orbit coupling determines the minimum length of the semiconductor channel necessary to invert the
orientation of the injected spin. In the case of a material with strong spin-orbit coupling such as InAs the semiconductor
channel is shorter than that for a material with the weaker spin-orbit coupling such as silicon.

L (53)

2.4.1. Electric field-dependent spin-orbit coupling

Silicon is characterized by weak intrinsic spin-orbit interaction in the conduction band and, as a consequence, it has
a long spin life time. It is therefore an attractive material for spin applications. However, because of the weak spin-orbit
interaction, silicon was not considered as a candidate for a SpinFET channel material. Indeed, the electric field-dependent
spin-orbit coupling (52) is also expected to be small. Recently, however, it has been shown [121] that thin silicon films
inside SiGe/Si/SiGe structures exhibit relatively large values of spin—orbit coupling. The reason is that in a (001) silicon film
with an odd number of atomic layers the inversion symmetry is broken, and, therefore an appearance of the terms with the
structure (52) or the structure similar to the Dresselhaus form with a corresponding effective Hamiltonian [121]

Hp = B(kyox — kyay) (54)

is allowed. We note that the form (54) is similar to the effective spin-orbit coupling in surface layers of IlI-V materials,
although the physics behind the terms is quite different: in III-V materials this Dresselhaus term is due to the absence of
the inversion symmetry in the crystal lattice, while in silicon films it is due to the interface induced inversion symmetry
breaking.

In actual samples with rough interfaces the inversion symmetry is always broken, even if in average the film contains
an even number of atomic layers. Atomistic simulations taking into account the interfacial roughness must be carried out
in order to obtain the values of the electric field dependences of the spin-orbit coupling constants «, and S in silicon [122].
It has been discovered that in Si/SiGe heterostructure the main spin orbit coupling is of the Dresselhaus type (54), with the
constant 8 almost linearly depending on the effective electric field [122]. It has been demonstrated that for an assumed
built-in field of 50 kV/cm, the strength of the Dresselhaus spin-orbit coupling is found to be 8 ~ 2 peV nm, which is in
agreement with the value reported experimentally [ 123], while «g ~ 0.1 peV nm. The value of § is sufficient for realizing
a silicon SpinFET.

The spin-orbit coupling (52) or (54) leads to an enhanced spin relaxation. The Dyakonov-Perel mechanism is the
main spin relaxation mechanism in systems, where the electron dispersion curves for the two spin projections are non-
degenerate [ 18,19]. In quasi-one-dimensional electron structures, however, a suppression of this spin relaxation mechanism
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is expected [124]. Indeed, in case of elastic scattering only back-scattering is allowed. Reversal of the electron momentum
results in the inversion of the effective magnetic field direction. Therefore, the precession angle does not depend on the
number of scattering events along the carrier trajectory in the channel, but is a function of the channel length alone. Thus,
spin-independent elastic scattering does not result in an additional spin relaxation. In the presence of an external magnetic
field, however, spin-flip processes become possible, and the Elliott-Yafet spin relaxation mechanism will be activated [ 125].

2.4.2. A fin-based quasi-ballistic spinFET: model expressions for the magnetoresistance

A simple analytical expression for the magnetoresistance can be obtained for a quasi-ballistic one-dimensional
SpinFET [125,126]. The effective Hamiltonian in the ferromagnetic regions has the following form in the one-band effective
mass approximation

02

A= P yns, x<o, (55)
2mf

N p?

Hf = 2=+ he6,, x>1L, (56)
2my

where my is the effective mass in the contacts, hy = 2PEr/ (P? + 1) is the exchange splitting energy with P defined as
the spin polarization in the ferromagnetic regions, Er is the Fermi energy, and &, is the Pauli matrix; =+ in (56) stands for
the parallel and anti-parallel configurations of the contact magnetization. For the one-dimensional semiconductor channel
region the Hamiltonian has been formulated in [ 125-127]. The spin-orbit coupling for silicon is taken in the form (54). The
Hamiltonian in the channel reads

A

A D B.. 1 .
HS[]OO] = Z 27”:,; + 8En — Eaxpx + EgMBBU*, (57)
n

for [100] oriented fins and

A D B.. 1 .
AN =% z—n’;n + 8En — TGP+ 81sBG, (58)

n

for [110] oriented fins. Here m is the transport subband effective mass, §E, is the subband mismatch between the
ferromagnetic region and the channel, and 8 is the strength of the spin-orbit coupling, g is the Landé factor, 3 is the
Bohr magneton, B is the magnetic field, and

6% =6ycosy + 6ysiny (59)

with y defined as the angle between the magnetic field and the transport direction.

To calculate the dependence of the transport properties on the spin-orbit coupling one needs the electron eigenfunctions
in the various regions. By performing an appropriate unitary transformation on a four-component wave functions and taking
into account that without spin-orbit coupling the subband energies are degenerate and the subband wave functions are
equivalent, one can reduce the subband wave function in the transversal subband basis to a two-component spinor. For the
ferromagnetic regions spin-up and spin-down eigenstates have the form (1, 0)" and (0, 1), respectively. In these notations
the wave function in the left contact for incoming spin-up electrons has the following form:

. . 1 )
¥ (x) = (M 4+ Rpe k1Y) (o) +R ie”‘“‘(]) (60)

Correspondingly, kq(}) = , /Zm}‘ (E F hg)/ h? is the wave vector of the spin-up (spin-down) electron and R4(y) is the ampli-
tude of the reflected wave. For the right contact the wave function is given by

; 1 ; 0
‘I/R(X) — CTelka <0> 4 C\Lelkix <1) .

For the semiconductor region the wave function for a [ 100]-oriented fin can be written as

2 (k 2. [k 2k 2 [k
1505[100]()() — A+e1kx1 x( 11> + B+elkx2 x( 12> +A,e”‘x1 x( 3]) + B,e’kxz x( 41>’ (61)
where ki1+())<2) and ki;()>(2) are the two solutions for the wave vectors obtained from the equations

,.;2 "f st \/(Bguscosz()/)—ﬁk)z +<Bguszin()/))2=5’

S
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with + and —, correspondingly. The coefficients k1, ko, k3, k4 are calculated as:

iBgup sin(y) Bgup cos(y) (+)
— + Bk
ky = — 2 2 X1 ’ (62)

2 ) 2
Bgup cos(y) (+) Bgpup sin(y)
| (s — DY (g

iBgup sin(y) Bgup cos(y) (+)
- + Bk
ky = — : : T (63)

2 . 2
Bg g cos(y) (+) Bgup sin(y)
| (s g0 (g

iBg/up sin(y) Bgup cos(y) (=)
— + Bk
ks = : o (64)

2 ] 2
Bgup cos(y) (=) Bgup sin(y)
(g ) ()

iBg/up sin(y) Bgup cos(y) (=)
2 — 2 + Bky

2 2
Bgup cos(y) (=) Bgup sin(y)
\/( ) ()

The reflection and transmission coefficients are determined by applying the boundary conditions at the ferromag-
net/semiconductor interfaces.
We compute the current through the device as

P(AP) e >
I V = —
V) h/

SE

ky = (65)

1 1
[Ti(AP) (E) + Tf(AP) (E)] { E-Ep E—Ep+eV dE, (66)

1+e®k™ 14e &7

where AV is the voltage. The spin-up (Tﬁ) and spin-down (Tf) transmission probabilities for the parallel configuration of
the contact magnetization are defined as

k
I =16 + G (67)
t
p_kr 2
T = Elql +1C,I°. (68)
For the anti-parallel configuration of the contact magnetization the transmission probabilities are given by
k
T = ﬁmz 112, (69)
Tf"’—chrkic2 70)
T =G P ICy 17 (
{
The conductance is defined as
[P(4P)
GP4P) = lim (71)
v—0 V

In the limit of low temperature the conductance must coincide with the one obtained from the Landauer-Biittiker
formula:

2
6" = = (T E) + T ). (72)
Finally, the tunneling magnetoresistance (TMR) is defined as
GP _ GAP

Fig. 13 shows the dependence of the TMR on the value of the band mismatch SE. between the ferromagnetic source contact
and the semiconductor channel. Here we assume the effective mass for the ferromagnetic region mjf = mg and for the
semiconductor region mj;, = 0.036m, where my is the electron rest mass. The TMR oscillates between positive and negative
values. As the length of the semiconductor channel decreases, the period of the oscillations increases roughly proportionally
to the inverse length of the semiconductor channel.

Temperature exerts a significant influence on the device characteristics as shown in Fig. 14. For a channel length
L = 0.05 pm the oscillatory amplitude of the TMR decreases for T = 77 K and completely vanishes for T = 180 K. The
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(cf. [127]).

reason for the oscillatory behavior to disappear at T = 180 Kiis a relatively short period of the conductance oscillations (and
correspondingly TMR oscillations) shown in Fig. 13 with respect to 3E,,. When the temperature becomes comparable with
the period, it averages out the TMR oscillations making the signal very small. However, for a shorter channel the amplitude
of the oscillations should be sufficient to modulate the current in the SpinFET at elevated temperatures.

2.4.3. Confinement effects on the transport effective mass in wires and fins

Due to the fact that the parabolic band approximation for the band structure in silicon is not sufficient to accurately
obtain the subband structure in thin and narrow silicon fins, a more accurate subband description [104] based on the
bulk k - p dispersion (8) [101,105] must be employed. We consider square silicon fins of [100] and [110] orientations,
with (001) horizontal faces. The resulting Schrédinger equation with the confinement potential appropriately added to the
Hamiltonian [101] is discretized the box integration method and solved for each value of the conserved momentum p, along
the current direction using efficient numerical algorithms available through the Vienna Schrédinger-Poisson framework
(VSP)[129].

Fig. 15 shows the dependence of the subband energies as function of the fin thickness t for the lowest subbands. The
fin orientation is along the [110] direction. The increase of the splitting between the unprimed subbands which would be
degenerate in the effective mass approximation for thinner fins is seen. The splitting between the subbands in a [100] fins
and nanowires is negligible [ 128]. However, the dependence of the effective mass of the ground subband in [100] fins on t
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Fig. 16. Ground subband effective mass dependence on t in [100] and [110] fins. Open symbols are from [128] (cf. [127]).

shown in Fig. 16 is more pronounced as compared to [110] fins. Results of these k - p calculations are in good agreement
with density-functional calculations [ 128] also shown in Fig. 16.

2.4.4. Magnetoresistance and fin orientation

Fig. 17 shows the dependence of the TMR for [100] and [ 110] oriented fins with t = 1.5 nm on the value of the spin-orbit
interaction. Fins with [100] orientation show a stronger dependence on 8 compared to [110] oriented fins. Thus [100]
oriented fins are to prefer for silicon SpinFETs. The reason of the stronger dependence is that the characteristic length, on
which the spin-orbit interaction produces the full spin precession is defined by the inverse of the wave vector kp = m}; 8/ 2.
As shown in Fig. 16, the effective mass for the [110] oriented fins is smaller compared to the one in [ 100] oriented fins, hence
for the same variation of kp in case of the [110] oriented fins a larger variation of § is required to achieve the same TMR
value modulation.

2.4.5. Tunnel barriers and magnetoresistance at elevated temperature

Asitis demonstrated in Fig. 14, temperature exerts detrimental effects on the TMR signal. To facilitate the injection of the
spin-polarized current into the channel, one has to introduce, following [ 125,126], tunnel barriers at the interfaces between
the contacts and the channel with the dimensionless strength

z =2m;U/h’ke, (74)



26 V. Sverdlov, S. Selberherr / Physics Reports 585 (2015) 1-40

0.4

f=1

0.2

0.2
) O---O [110] L = 5um
04 &— [100] L =5um |
L 1 L 1 L 1 L 1 L
0 10 20 30 40 50
B [ueVnm]

Fig. 17. TMR dependence on the value of the Dresselhaus spin-orbit interaction fort = 1.5nm,B= 4T,P = 0.6,z = 3,y = 0(cf. [127]).

04 : : : :

0.3

0.2

0.1

TMR
o

-—- L=0.2um
—— L=1.6um

L 1 1 A
2.15 2.152 2.154 2.156

3E, [eV]

Fig. 18. TMR dependence on the value of the 8E, for Er = 2.47eV,P = 0.4,z = 3,8 = 42.3 peV nm (cf. [127]).

where

ke = \/2m}{Eg/ i, (75)

Fig. 18 shows the dependence of the oscillations of the TMR on the value of the conduction band mismatch §E, fort = 1.5 nm.
The period of the oscillations is roughly inversely proportional to the length of the semiconductor channel, in agreement
with Fig. 13. The presence of the barriers at the interfaces between the contact and the channel exerts a significant influence
on the oscillation shape. For higher and thicker barriers, the TMR, although being a periodic function of the conductance
band mismatch, becomes positive (or negative) in a broad range of the conduction band mismatch. This sign definitiveness
leads to the preserved TMR modulation as a function of the spin-orbit interaction strength even at high temperatures
as shown in Fig. 19. This opens a practical possibility to modulate the TMR by changing the value of 8 even at room
temperature. Unfortunately, because the spin-orbit interaction in silicon is weak, the channel length needed to achieve
the TMR modulation is close to a micron [127].

As efficient means of all-electric spin manipulation in silicon are yet to be discovered, the long spin lifetime and spin
diffusion length allow to transfer the injected spin at large distances. This makes silicon attractive for use as efficient spin
interconnects [ 130] in lateral spin valves and logic gates [42,43] known as all-spin logic [44]. Spin interconnects are critical
for emerging spin-driven devices as they allow avoiding the spin-charge signal conversion thus reducing energy, delay, and
circuitry.



V. Sverdlov, S. Selberherr / Physics Reports 585 (2015) 1-40 27

-~ -—- T=0K |-

o2k s e—e T=50K ||
' AN +— T=300K

B [ueVnm]

Fig. 19. TMR dependence on the value of the Dresselhaus spin-orbit interaction for Er = 2.47 eV, 8E, = 2.154eV,P = 0.4,z = 3,L =8pum,V = 1meV
(cf. [127]).

In contrast to metallic spin channels [44] suffering from the short spin relaxation length at room temperature, silicon
can preserve the spin accumulation over distances of a few micrometers along a strong electric field [131]. The giant
enhancement of the spin lifetime by strain in thin silicon films makes silicon-on-insulator and fin-FET technologies currently
employed for 22 and 14 nm nodes CMOS fabrication a promising candidate for spin communication in reconfigurable logic
circuits [42].

For short silicon channels, the only option to realize a SpinFET is to exploit the relative magnetic orientation of the source
and drain ferromagnetic contacts [47]. This adds a possibility to develop reprogrammable logic where the information is
additionally stored in the relative magnetization orientation of the source and drain. In these reprogrammable transistors
different on-currents are expected under the same drain and gate voltage by changing the drain magnetization orientation
relative to the source. It is important that, once modified, the drain magnetization remains preserved infinitely long without
any extra power applied. The magnetization of the drain contact can be altered by an external magnetic field or by spin flow.
The large spin flow can be conceptually achieved by purely electrical means, when the spin current impinging the drain is
a large fraction of the charge current. Practically, however, the spin injection efficiency from a ferromagnetic contact into
silicon achieved up to date is still too small to influence the drain magnetization. The introduction of a tunnel barriers to boost
the spin injection efficiency and magnetoresistance ratio for parallel/anti-parallel source/drain magnetization orientation
reduces the on-current. However, the magnetoresistance ratio of 10% demonstrated at 12 K for a 10 pwm long silicon [132]
channel is not sufficient for applications. It is far inferior to the magnetoresistance ratio in magnetic tunnel junctions, where
the two ferromagnetic metals are separated by a thin tunnel barrier. The magnetization of one of the metal contacts can be
switched fast purely electrically by pushing the current through the structure. Once switched, the magnetization is preserved
without external energy sources. In addition to the high magnetoresistance ratio at room temperature and fast switching,
magnetic tunnel junctions are CMOS compatible and are considered as building blocks for emerging magnetic non-volatile
memory discussed in the next section.

3. Spin transfer torque magnetic RAM

Spin field-effect transistor research is still at the fundamental level. Indeed, several important issues related to spin
injection, detection, and spin manipulation by purely electrical means are not completely resolved or even unknown. At
the same time the introduction of non-volatility helps significantly reducing the heat generation, especially at stand-by,
booting, and resuming stages. With memory cells based on electric charge storage rapidly approaching the physical limits
of scalability the demand for new devices exploring innovative principles for information storage is rapidly increasing. Spin
or magnetization projection was successfully used to store the information in magnetic carriers and hard disk drives.

However, spins do not interact efficiently with electric fields and charges, the elements laying at the heart of modern
microelectronics. The use of magnetic fields for spin and magnetization manipulation is undesirable as it becomes impossible
to maintain the high currents needed to generate magnetic fields with all circuits elements scaled down, including the wire
cross-sections in magnetic coils.

An efficient coupling between the magnetic and electric degree of freedom is achieved at the quantum mechanical level.
Indeed, in magnetic tunnel junctions (MT]Js) a high resistance difference between the parallel and anti-parallel relative
magnetization orientation is achieved. These structures are thus attractive for information storage as they allow reading the
binary information by efficiently converting different relative magnetization orientations into very distinct voltage signals.
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Fig. 20. Schematic illustration of different MT] types: (a) penta-layer MTJ; (b) three-layer MTJ (cf. [133]).

Importantly, a memory cell based on an MT]J is non-volatile, scalable, simple in structure, requires relatively low operating
voltages, and exhibits low power consumption, high operation speed, and high endurance.

The external magnetic field was used to alter the magnetization orientation in earlier versions of magnetic RAM. As it
cannot be used for manipulation in scaled memory cells, the link between the electric charge/current and the magnetization
switching was missing. The prediction [45,46] of purely electrical switching of the magnetization by means of the spin
transfer torque (STT) makes STT magnetic random access memory (MRAM) a promising candidate for future universal
memory. Indeed, STT-MRAM is characterized by small cell size (4F?) and high density inherent to DRAM, fast access time
(less than 10 ns) intrinsic to SRAM, non-volatility and long retention time subject to flash as well as high endurance (10'4).
Most importantly, STT-MRAM is compatible with CMOS technology as MT]Js are typically grown on the top of a silicon wafer.
Several companies are working on developing STT-MRAM commercially, with first products already on the market.

The simple three-layer MT] (Fig. 20(b) represents a sandwich of two magnetic layers separated by a thin spacer which
forms a tunnel barrier. While the magnetization of the pinned layer is fixed, the magnetization orientation of the free layer,
which acts as the recording layer, can be switched between the two stable states parallel and anti-parallel to the fixed
magnetization direction. Switching between the two states is induced by spin-polarized current flowing through the MT].
Because the spin-polarized current is only a fraction of the total charge current passing through the cell, high currents are
required to switch the magnetization direction of the recording layer. Because of an expected limit of a MT]J cross-section
scaling needed to ensure an appropriate thermal stability, the value of the switching current is decreased by decreasing the
current density passing through an MT]. The reduction of the current density required for switching and the increase of the
switching speed are the most important challenges in STT-MRAM developments [ 134].

3.1. In-plane and perpendicular magnetization MTJs for STT-MRAM

The spin torque enhancement in a penta-layer MT] shown in Fig. 20(a) results in a significantly lower switching current
density at a switching delay comparable to that in three-layer structures [ 135], which makes the penta-layer cells attractive
for low power high performance memory applications. In order to improve the READ signal, the magnetization of one of the
fixed layers has to be flipped [ 136], possibly with a help of thermally assisted switching [ 137]. The penta-layer structure has
been investigated [ 138] by using the ballistic Green’s function formalism combined with the magnetic layer dynamics based
on the Landau-Lifschitz-Gilbert equation. The spin torque enhancement has been reported in the anti-parallel configuration
under dual barrier resonance tunneling conditions, when the current is high.

Depending on the orientation of the layer magnetizations, the magnetic elements can be divided into two categories:
Perpendicular with out-of-plane magnetization and in-plane with the magnetization lying in the plane of the magnetic
layers. The problem of a relatively high switching current density in in-plane structures is rooted in the specificity of the
switching dynamics, when the magnetization must turn out of plane, which results in an additional penalty contribution
to the switching barrier. In in-plane structures the thermal barrier separating the two stable states is due to the shape
anisotropy alone and is therefore lower than the switching barrier.

The solution of this problem is to resort to perpendicular MTJs. Indeed, in perpendicular MT]Js the switching path is
the same as the path for magnetization reversal due to thermal agitations. Therefore, the switching barrier is equal to the
thermal barrier. However, the reduction of the Hilbert damping and thus the switching current density [ 139] and the increase
of thermal stability in perpendicular structures [140,141] are substantial challenges for the known materials and prompts
effortful search for new materials with superior characteristics.

Below we present a different solution to the switching time and current reduction without sacrificing the thermal
stability. The idea is to use an in-plane structure with a composite free layer as recording layer, which is made of two half-
elliptic parts separated by a narrow gap [ 133]. The superior performance of an MT] with such a recording layer is proven by
micromagnetic simulations briefly outlined next.
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3.2. Micromagnetic modeling of STT-MRAM

Our simulations are based on the magnetization dynamics described by the Landau-Lifschitz-Gilbert-Slonczewski
equation:

dm
= T (moxhy) e mox (mx byl
+ S (@) (@ (m x p) — [m x (m x p)])
eVGMsd
— (@) - (@ - (m x py) — [m x (m x py)]))). (76)

¢ is the gyromagnetic ratio, « is the Gilbert damping parameter, g is the gyromagnetic splitting factor, ¢ is Bohrs magneton,
jisthe current density, e is the electron charge, d is the thickness of the recording layer, m = M/M; is the position-dependent
normalized vector of the magnetization in the recording layer, p; = Mp1/Ms1 and p, = M, /My, are the normalized
magnetizations in the first and second pinned layers, respectively. Ms, M1, and Mgy, are the saturation magnetizations of
the recording layer, the first pinned layer, and the second pinned layer, correspondingly. We use Slonczewski’s expressions
for the torque in the MT] with a dielectric layer [ 142]

£1(01) = 0.5 I[1+ IT* - cos(©1)] " (77)
and with a metal layer [45]
2:(0,) = [—4+ (1+ I1)’(3 4 cos(©,)) /4IT*?] (78)

between the ferromagnetic contacts, respectively, where I7 is a polarizing factor [45]. In the penta-layer structure the
two spin torques are acting independently on the two opposite interfaces of the recording ferromagnetic layer, provided
its thickness is larger than the scale on which the electron spins entering into the ferromagnet become aligned to the
ferromagnet’s magnetization. The local effective field is calculated as:

heff - hext + hani + hexch + hdemag + hth + hamp + thc (79)

h, is external field, hyy; is anisotropic field, hey is a exchange field, hgemgg is @ demagnetizing field, hy, is a thermal field,
hgnp is the Ampere field, and hy, is the magnetic coupling between the pinned layers and the recording layer.
In the uniaxial anisotropy case the anisotropic field is [ 143]:

2K,
hgni = (m-u)u, (80)
oMs
where u is a unit vector along an easy anisotropy axis. An easy axis is an energetically favorable direction of spontaneous
magnetization. For the cubic anisotropy the projection i of the field is calculated as:

ZDﬁ

hanii = — oM m;. (81)
Herewith

Di1 = Ky(m + m2) + Kymym?, (82)

Dy = Ki(m? + m2) + Kym2mZ, (83)

D33 = Ky(m} + m}) + Komim?, (84)

K7 and K, are the material-dependent anisotropy coefficients, and wq is the magnetic constant.
The exchange field is calculated as [143]:

2A

heyen (1) =
e oMs

> (m(r + 81;) — m(v))/[855[?). (85)
j

A is the exchange constant, and r + dr; specifies all j nearest neighbors to r. For calculating the demagnetization field we
used the method proposed in [ 144]. The thermal field is calculated as [145]:

o ZkBT
h[hj =0 - 2" . (86)
1+ a% yedVAtM;

Herej = X, y, z, o is a Gaussian random uncorrelated function, §V is the volume of cell, and At is the time step.
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Fig. 21. Illustration of the proposed MRAM cell with a composite recording layer.
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Fig. 22. Ratio of the switching time in the monolithic structure vs. in the composite structure as function of the thickness of the pinned layer. The top insets
show the averaged initial angle, the bottom inset: The dependence of the absolute values of the z-component of the averaged magnetic field (cf. [ 133]).

The eddy currents field is [ 146]:

Jj Ii— 1
hamp.i = RV . R (87)
amp,i j:lZN A [ |l'i _ rj|3

Here, J; is the current induced on every cell (j : 1..N).

3.3. Fast switching in a composite recording layer

Next we discuss the simulation results for the structure CoFe/MgO/Py/MgO/CoFe, where Py is Nig;Feg with an elliptical
cross-section. The system with a composite ferromagnetic layer is obtained by removing a central stripe of a certain width
from the monolithic recording layer (Fig. 21). When the current starts flowing through the structure with the monolithic
recording layer, the spin torque remains marginal in the central region, where the magnetization is along the x-axis. As the
amplitude of the end domains, precession increases, the central region experiences almost no spin torque and preserves
its initial orientation along the x-axis, thus preventing the whole layer from alternating its magnetization orientation.
This is albeit not the case, when the central region is removed in the composite structure and the end domains become
virtually independent. Fig. 22 demonstrates a substantial decrease of the switching time in the penta-layer structure with
the composite recording layer, for the same current density, as a function of the thickness of the pinned ferromagnetic
layers. Due to the removal of the central region which is the “bottleneck” for switching in the monolithic structure, the
switching time decreases. The reduction of the switching time depending on geometry parameters is investigated in detail
in [147,148].
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Fig. 23. Magnetization components vs. time for an elliptical 52.5 x 25 nm? MT]J with a composite recording layer. The magnetizations of the left and right
halves shown separately stay in-plane explaining the acceleration of switching (cf. [ 147]).
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Fig. 24. Dependence of the demagnetization energy for MT]Js with (A) monolithic and (B, C) composite recording layers as a function of the cross-sectional
area. The state (C) with anti-parallel alignment of the magnetizations between the left and right halves is characterized by the smallest energy and thus by
the smallest switching barrier (cf. [147]).

3.3.1. Switching energy barrier reduction

In order to reveal the reason for fast switching, we investigate the magnetization dynamics of the left and right parts of
the composite structure separately (Fig. 23). A structure with an elliptical 52.5 x 25 nm? cross-section and the following
layer sequence CoFeB(5 nm)/MgO(1 nm)/CoFeB(2 nm)/MgO(1 nm) /CoFeB(5 nm) is considered. The central 2.5 nm stripe is
removed from the middle CoFeB layer. Fig. 23 shows that the switching processes of the left and right parts of the composite
recording layer occur in opposite senses to each other. Most importantly, the magnetization of each half stays almost in-
plane. This switching behavior leads to a decrease of the switching energy barrier.

To find the switching path due to thermal agitations, it is necessary to determine the state for which the barrier separating
the two stable magnetization states in the recording layer is minimal. Fig. 24 shows that the switching path due to thermal
agitations must go through the state with magnetizations of the halves opposite to each other (the C state in Fig. 24). Since
during the switching the composite layer proceeds through the same state, we conclude that, as in perpendicular MT]Js, the
switching barrier and the thermal barrier are the same [147] as shown in Fig. 25. Reduction of the switching barrier in the
composite structure leads to a reduction of the switching time compared to the conventional MT], provided the current
densities are the same.

3.3.2. Optimization of thermal stability and switching uniformity

Next we analyze the influence of scaling the dimensions of the recording layer on the thermal stability factor. Due to the
removal of the central region in the monolithic structure and anti-parallel alignment of the two parts of the composite layer,
the thermal barrier is reduced by 30%. However, to boost the thermal stability factor, it is sufficient to increase the thickness
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Fig. 26. Thermal stability barrier for MT]s with composite recording layer as a function of the short axis length for several recording layer thicknesses d.
The long axis is fixed at 52.5 nm; the fixed layer thickness layer is 5 nm (cf. [147]).

of the recording layer and/or the aspect ratio. Fig. 26 shows the thermal stability factors of MT]s with a composite recording
layer as a function of the recording layer thickness d. An MT] with 52.5 x 10 nm? cross-section and d = 5 nm recording layer
thickness has a thermal stability factor ~60kgT comparable to the one of a perpendicular MT] with a monolithic layer [ 149].

Because of the magnetizations of each part of the composite layer moving in opposite senses, the magnetic field generated
by an opposite part helps switching the magnetization of the given part. This makes the switching not only faster but also
more homogeneous as compared to that of the structure with the monolithic layer. Indeed, the width of the switching
time distribution for MT]s with a composite recording layer can be almost ~2000 times narrower than that for MT]Js with a
monolithic layer (Fig. 27).

Finally, a structure with a recording layer composed of ellipses with the axes a/2 and b inscribed into a rectangle a x b
(Fig. 28)is investigated. By means of micromagnetic simulations it is shown that the structure is characterized by a switching
time similar to the one in a previously considered structure (Fig. 21). The switching time is also similar to that in a smaller
MT] shown in Fig. 28(b) with a monolithic layer of an elliptical cross-section corresponding to one-half of the recording layer
shown in Fig. 28(a). However, the smaller MT] possesses the thermal stability factor of nearly two times smaller than the
composite structure Fig. 28(a). It demonstrates the potential of the in-plane structures with the composite recording layer
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Fig. 27. Ratio of the standard deviation of the switching time in the monolithic structure and composite structure as function of thickness of the recording
layer and short axis length. The long axis is fixed at 52.5 nm and the thickness of the fixed layers is 10 nm (cf. [ 148]).

Fig. 28. Schematic illustration of penta-layer MT]s (cf. [133]).

for STT-MRAM applications. Importantly, since the MT] in Fig. 28(a) does not require a narrow gap between the two parts
of the composite recording layer, it can be easily fabricated.

3.4. New architectures and materials for efficient magnetization switching

MT]Js with a perpendicular magnetization orientation are promising for the STT-MRAM application. In order for
STT-MRAM to become a competitive alternative to DRAM, it is mandatory to have MT]Js with a large thermal stability
barrier E over 80 kgT, a small junction size (less than 20 nm in diameter), and a higher than 100% TMR ratio [150]. Many
materials for the recording magnetic layer and the ferromagnetic electrodes have been explored. It appears that a composite
structure [151] of the recording layer is needed to fulfill the requirements. It is shown [150] that a carefully designed
recording layer containing a Co/Pt multilayer with a CoFeB/Ta insertion layer provide MT]Js with desired characteristics.

To generate spin-polarized currents needed for the magnetization switching of the recording layer in MTJs ferromagnetic
electrodes are required. Recently, it has been discovered that a current passing through a non-magnetic material with high
values of the spin Hall angle may flip the magnetization in a nanomagnet fabricated on it [ 152]. Based on the phenomenon, a
three-terminal MT] has been suggested, where the magnetization of the recording layer is switched by the torque generated
by the spin current appearing due to the Rashba effect and/or the spin Hall effect from the current passing in a non-magnetic
material. If a VLSI compatible material, Cu doped with 10% Ir, is used as a channel material, the switching happens at a current
density less than 10® A cm~2 [153], comparable to that reported in two-terminal MTJs. Magnetization reversal in an MT]
with perpendicular magnetization due to the spin torques produced by the current in a non-magnetic material has also been
recently reported [154].

An electric field alters the properties of a ferromagnet, in particular the magnetization anisotropy, through the
modulation of the carrier density. A combination of STT and electric field mediated switching allows to reverse the
magnetization faster and more reliably [155]. An electric field also helps to invert the magnetization in a three-terminal
MT]J [156].

Materials with high spin Hall angle or Rashba torques are required for efficient switching in three-terminal MT]Js. Due to
the spin-momentum locking in the conducting states at the interface resulting in a large spin polarization, when the current
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Fig. 29. MT]J-based two-input (a) and three-input (b) reprogrammable logic gates [160,161]. (c) Voltage-controlled (VC-IMP) and (d) current-controlled
(CC-IMP) implication logic gates [ 162]. The resistance states of the target (T) and the source (S) MT]Js act as the inputs (t and s) and the final logic state of
T (t') is the output of the implication gates.

is flowing through the states [157], a relatively new class of materials, topological insulators, are promising for spintronic
applications. Indeed, a very large spin transfer torque [ 158] and a magnetization switching by giant spin-orbit torque [ 159]
were recently reported in a magnetic heterostructure containing a topological insulator, prompting for a swift appearance
of devices with topological insulators on the market.

4. STT-MRAM based logic-in-memory

4.1. Non-volatile logic

The spin field-effect transistors research reviewed in Section 2 is still at a fundamental level because of several important
issues related to spin injection, detection, and manipulation by purely electrical means. At the same time the introduction of
non-volatile logic could help significantly reducing heat generation, especially at stand-by, booting, and resuming stages. It
is extremely attractive to use the same elements as memory and latches, which reduce the time delay and energy waste
while transferring data between CPU and memory blocks in conventional computer architectures. As demonstrated in
Section 3 STT-MTJ-based memory has all the characteristics of a universal memory [ 163]. Furthermore, the MT] technology
is attractive for building logic configurations which combine non-volatile memory cells and logic circuits (so-called logic-in-
memory architecture) to overcome the leakage power issue [ 164-166]. Several MT]/MOS hybrid logic-in memory circuits
have so far been proposed [ 167]. A six-input lookup table circuit using non-volatile logic in memory architecture is a standby-
power free field-programmable array which also allows to reduce the transistor count by 62% [ 168].

Recently, the realization of MTJ-based non-volatile logic gates has been successfully demonstrated, for which the MT]
devices are used simultaneously as non-volatile memory cells and main computing elements [160-162]. In [160,161]
reprogrammable logic gates (Fig. 29(a) and (b)) realize the basic Boolean logic operations AND, OR, NAND, NOR, and the
Majority operation. All basic Boolean logic operations are executed in two sequential steps including an appropriate preset
operation in the output MT]J and then applying a voltage pulse (V4) with a proper amplitude to the gate. Depending on the
logic states of the input MTJs, the preset in the output MT], and the voltage level applied to the gate, a conditional switching
behavior in the output MT] is provided, which corresponds to a particular logic operation [161].

4.2. Material implication based logic-in-memory

The MT]-based logic gates reported in [ 162] are designed on a voltage-controlled implication circuit topology (Fig. 29(c))
and on a beneficial current-controlled topology (Fig. 29(d)) to realize Boolean implication (IMP) operations. Compared to
the TiO, memristive switches [170], MTJs provide a higher endurance, which is still a major challenge for memristors
to be used as universal memory cells or computing elements [171,172]. Furthermore, the bistable resistance state of the
MT]Js eliminates the need for refreshing circuits, which are required in memristive computations due to the state drift
phenomenon as explained before. According to the simulation results from [173,174], without refreshing the states in a
memristive implication gate, state drift can cause a one-bit error in less than ten sequential logic steps.

In the voltage- and current-controlled implication gates (Fig. 29(c) and (d)) the logic operation (N)IMP is realized based
on a conditional switching in the target MT] (T). Depending on the initial resistance states of the source and the target MT]Js,
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a switching event is enforced in the target MT] only, when both MT]Js are initially at high resistance states. For the other input
patterns, the resistance states of the MT]Js are left unchanged. In the MT]J-based voltage-controlled implication (VC-IMP) gate
(Fig. 29(c)), the logic operation is executed by simultaneously applying the voltage pulses Vconp and Vsgr. As [Veonn| < | Vserl,
the voltage drop on S is smaller than the critical voltage level required for STT switching and thus S is left unchanged. The
resistance state of S provides a voltage modulation across T through R. Due to this modulation, T switches, when S is in the
high resistance state, but remains unchanged, when S is in the low resistance state.

In the current-controlled implication (CC-IMP) gate (Fig. 29(d)) the logic operation is performed by applying the current
pulse Ijyp to the gate [162]. Iyyp is applied in a direction which tends to enforce high to low resistance state switching events
on both MT]Js. The current Ipp is split between S and T inversely proportional to the total resistance of each branch. The
current split depends on the input pattern as the resistance value of each branch is a function of the logic state of its MT].
The only desired switching event is the high to low resistance switching in T when both S and T are in the high resistance
state. Due to R¢, a majority part of the current I;yp flows through T. This current is higher than the critical current required for
switching. When S is in the low resistance state, the current flowing through T is decreased below the critical level required
for switching as the current in the other branch increases. Because of R, the current flowing through S is always below the
critical current level required for switching and thus S is left unchanged.

The MT]-based CC-IMP gate (Fig. 29(d)) provides superior performance [ 175]. However, its structural asymmetry caused
by R; makes the generalization of the CC-IMP gate to a large-scale implication logic circuit more problematic. Indeed, as
R¢ is connected in series to S, S (T) can be used only as source (target) MT] for the implication operations and the logic
result stored in T cannot be used as a source input for the next implication operation. Therefore, intermediate read/write
operations are required to read the data stored in a target MT] and to write it to a source MT], which increases complexity,
energy consumption, and delay.

The problem of asymmetry is addressed by an innovative solution [ 175] using the access transistor as a voltage-controlled
resistor. In the MRAM array, the structural asymmetry required for the CC-IMP is provided, when the select and pre-select
voltage signals (Vs and V) are applied to two arbitrary world lines (WLs) as shown in Fig. 30. As V,; < Vg, the transistors
exhibit different channel resistances and the required structural asymmetry is provided by the pre-selected transistor
showing a higher resistance which acts as R¢. The logic operation is performed by applying simultaneously the current
Iimp to the common bit line (BL) and Vi and Vs to the WLs of the target and the source 1T/1MT] cells, respectively. The logic
result is stored as the final resistance state of the selected (target) MTJ, which can be used now as a source input by pre-select
in the next operations.

The logic implementation using MTJ-based logic gates relies on a conditional switching behavior provided by state-
dependent current modulations on the output (target) MT]Js. These modulations are caused by the changes in the MTJs’
resistances for different initial logic states. The resistance modulation between the high and low resistance states in the MT]
is proportional to the TMR ratio of the MT]Js. Therefore, from a device point of view, the average error probabilities of all
MT]J-based operations are expected to decrease with increasing TMR ratio which is considered as the most important device
parameter for the reliability [176].

5. Summary and conclusion

Because of the recent ground-breaking experimental and theoretical findings silicon is now gaining momentum to be
used in electronic applications involving spin. All-electrical spin injection and propagation at room temperature in lightly-
and heavily-doped silicon has been successfully demonstrated. However, the several orders of magnitude larger than the



36 V. Sverdlov, S. Selberherr / Physics Reports 585 (2015) 1-40

expected amplitude of the spin accumulation signal obtained within the three-terminal method casts reasonable doubts
on the signal nature. A recently offered explanation of the large magnitude of the observed signal based on spin-dependent
trap-assisted tunneling suggests that it is not caused by the spin accumulation in silicon and, therefore, a more sophisticated
non-local detection scheme must be applied to quantify spin injection. Based on the non-local detection schemes it is proven
that spins are injected in n-type silicon, while an unambiguous demonstration of electrical spin injection into p-type silicon
is still pending due to an extremely short spin lifetime and diffusion length.

Silicon is a perfect material for spin-driven application due to the weak strength of the spin-orbit interaction in the
conduction band and the non-magnetic atoms it is composed of, which results in a long electron spin diffusion length even
at room temperatures. In silicon-on-insulator and fin-based structures additional spin relaxation due to surface roughness
and phonons causes spin lifetime shortening, by analogy to the mobility degradation in ultra-thin silicon body MOSFETs.
However, in contrast to the momentum relaxation determined by intra-valley scattering, the spin relaxation is determined
by intra-valley transitions. In (001)-oriented ultra-thin films the valley degeneracy is partly lifted, so the main spin-flip
processes defining the spin relaxation are the g-type transitions between the two low-energy valleys along the same [001]
direction. The remaining degeneracy is lifted due to the valley-orbit interaction which can be greatly enhanced by applying
uniaxial [110] stress. This suppresses the most efficient spin-flips due to inter-valley scattering, which results in a giant,
almost exponential with shear strain, spin lifetime enhancement. Therefore, mechanical stress routinely applied to enhance
the electron mobility can also be used to boost the spin lifetime. This makes strained silicon thin films and nanowires
potentially strong candidates for spin interconnects in all-spin logic devices and circuits.

The weak spin-orbit interaction in the conduction band of silicon renders the all-electric spin manipulation by means
of Rashba-type electric field-dependent spin-orbit fields inefficient. The typical channel length needed to achieve the spin
direction inversion is about a micron in strong effective field. A lack of an efficient way to couple spins with the electric
field makes the realization of silicon-based SpinFETs highly improbable, and the search for an all-electric way to manipulate
spins in silicon must be continued.

At the same time, an efficient coupling between the electrical and the magnetic degrees of freedom is achieved in
magnetic tunnel junctions at the quantum-mechanical level. This makes magnetic memory cells with all-electric switching,
STT-MRAM, a viable candidate for future universal memory, which is fast, non-volatile, and CMOS compatible. While the first
MRAM arrays are already commercially available, the reduction of the switching current, while preserving the high thermal
stability barrier, is the main challenge in the area. A composite structure of the recording layer helps reducing the critical
current density without compromising the thermal stability in MRAM cells with perpendicular and in-plane magnetization
orientation.

Finally, STT-MRAM arrays are perfectly suited for implementing an intrinsic logic-in-memory architecture, where the
same elements are employed to store and to process information. Indeed, an implication logic gate can be built by using any
of the two MRAM cells, which opens the way to store and to process the data on the same elements.

Regardless of an ultimate progress and indisputable advantages in understanding room temperature spin properties in
silicon many exciting challenges are lying ahead. They include but are not limited to finding efficient ways of manipulating
spins in silicon and MTJs by means of electric fields and voltages alone, as well as inventing new energy efficient
computational architectures with high performance. Modeling methods and simulation tools, which, according to the ITRS,
help reducing R&D costs by 40% already now, are indispensable instruments for assisting to resolve these exciting challenges
on a thrilling path of progress.
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