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Editorial

Special Issue of Solid-State Electronics, dedicated to EUROSOI-ULIS 2016

The current special issue of Solid-State Electronics includes 29 extended papers presented at the 2016 Second Joint International EUROSOI Workshop and International Conference on Ultimate Integration on Silicon (EUROSOI-ULIS 2016) held in Wien, Austria, on January 25–27, 2016. The papers entering to the special issue have been selected by the EUROSOI-ULIS 2016 Technical Program Committee based on the excellence of abstracts submitted and presentations delivered at the conference. In order to comply with the high standards of Solid-State Electronics the manuscripts went through the standard reviewing procedure.

The papers cover the vast variety of topics including fabrication, characterization and modeling of the cutting-edge fully depleted SOI, FinFET and nanowire-based devices, tunnel FETs, and novel emerging devices for memory and industrial applications.

The problem of an accurate extraction of the effective oxide thickness and the work function in extremely scaled 14 nm fully depleted SOI devices is addressed in the paper by B. Mohamad et al.

Simulation study of silicon ultra-scaled gate all around nanowire FETs including the line-edge roughness by 3D Finite Element Monte Carlo Simulations is performed by M. Elmessary et al.

Another aspect of variability due to electron scattering on randomly positioned impurities and the problem of self-averaging of impurity-limited resistance in quasi-one dimensional nanowires is addressed in the paper by N. Sano.

Drain current variability in 28 nm n-MOSFETs in both linear and saturation regimes is studied in details by T. Karatsori et al.

Continuing the line of extremely scaled devices, the computational benchmarking of III–V semiconductors tunnel FETs against the 10 nm CMOS FinFET technology is performed by S. Strangio et al. at an example of basic arithmetic circuits.

An extensive comparison of the analog performance of fabricated line tunnel FETs with respect to other tunnel FET- and MOSFET-based architectures is reported in the paper by P. Agopian et al.

Confinement orientation effects on source to drain tunneling are addressed by C. Medina-Bailon et al.

Process modules for GeSn nanoelectronics with high Sn-concentration reported by C. Schulte-Braucks et al. provide a base for further optimization of GeSn FETs and novel tunnel FET devices.

An experimental evaluation of the analog performance of n- and p-type SOI nanowire FETs in a broad temperature range from room temperature down to 100 K is performed by B. Paz et al.

The influence of temperature on drain-induced barrier lowering in ultra-thin box and body fully depleted SOI MOSFETs is analyzed by A. Pereira et al. based on extensive experimental data, numerical simulations, and analytical modeling.

Continuing the line of exploiting materials with improved transport characteristics for the next generation transistors, the influence of layout effects including mechanical stress in 14 nm UTBB FDSOI SiGe channel p-MOSFETs is investigated and characterized both experimentally and by modeling in the paper by R. Berthelon et al.

Fabrication process and conduction mechanisms in back-gated InGaAs-on-insulator lateral N‘NN‘ junctionless MOSFETs are reported by H.J. Park et al.

DC and first RF characterization of InGaAs replacement metal gate n-FETs on SiGe-on-insulator FinFETs fabricated by 3D monolithic integration is presented by V. Deshpande et al.

A new MOSFET threshold voltage characterization method suggested by D. Tomaszewski et al. allows elimination of the channel current effects by using junction capacitance measurements.

D. Boudier et al. describe how low frequency noise measurements can provide an essential information on the quality of the gate oxide and the silicon film of tri-gate SOI FinFETs and thus can be used as a non-destructive characterization tool at sub-10 nm technology nodes.

A systematic method for electrical characterization of random telegraph noise in MOSFETs is presented by C. Marquez et al. aiming to facilitate massive on-wafer characterization of noise MOSFET characteristics.

In the work by B. Kazemi Esfeh et al. it is shown that a trap-rich layer in trap-rich high resistivity SOI wafers with thinner BOX does not alter RF characteristics of the MOSFET transistors while it allows for improved thermal properties thus making the technology viable for SoC applications.

The paper by C. Jungemann et al. continues along the line of frequency-dependent phenomena in MOSFETs and provides an efficient numerical simulation tool capturing plasma oscillation effects in silicon MOSFETs used for THz detection.

Efficient approaches for accurate high-performance TCAD simulations are reported by the CDL Laboratory for high-performance TCAD at TU Wien: V. Simonka et al. describe the anisotropic interpolation method of SiC oxidation growth rates for three-dimensional simulation, while P. Manstetten et al. present a computationally efficient framework to evaluate the neutral flux in high aspect ratio structures during three-dimensional plasma etching simulations.
T. Baldauf et al. address by simulations the effect of mechanical stress on tunneling and the transfer characteristics in two independently gated Schottky junctions of Schottky barrier-based reconfigurable nanowire transistors.

Continuing the reconfigurable FETs topic, C. Navarro et al. highlight the main advantages, limitations, and ways to improve the performance by employing TCAD for careful optimization and benchmarking reconfigurable field effect transistors.

Concerning new applications and devices employing advanced FD-SOI technology, a novel scalable three-dimensional single-photon avalanche diode pixel with high fill factor is proposed and extensively studied by simulations in the work of M. Vignetti et al.

A novel electrostatic discharge protection based on reconfigurable ultra-thin film gated diode merged NMOS is proposed and fabricated with 28 nm UTBB FD-SOI high-k metal gate technology in the work by S. Athanasiou et al.

Another new sharp-switching band-modulation back-gated device fabricated in advanced FD-SOI technology is presented by H. El Dirani et al.

Finally, recent developments in promising devices and concepts beyond SOI MOSFETs for future non-volatile memory and logic applications are given in the paper by A. Grossi et al., where electrical characterization and modeling of one-transistor/one-resistor resistive random access memory arrays with amorphous and polycrystalline HfO₂ as an active medium is presented.

A substantial reduction of the switching current in spin-transfer torque due to inverse magnetostriction induced switching barrier lowering is predicted by Y. Takamura et al. A magnetic random access memory cell based on the magnetic tunnel junction surrounded by a piezoelectric gate operates at low voltages, which promises a large reduction of the write energy without degradation of the thermal stability.

We would like to express our gratitude and thank all the authors for accepting the invitation and preparing the excellent quality manuscripts within a tight time frame. We would also like to acknowledge all the reviewers for their time spent to provide highly professional comments to the authors, which indisputably helped boosting the overall paper quality to meet the highest publication standards adopted by Solid-State Electronics. Our special thank is dedicated to the Solid-State Electronics Editor Sorin Cris-toloveanu for his constant encouragements, support, and help.
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SOI technology for power management in automotive and industrial applications

Johannes M.C. Stork IEEE Fellow, George P. Hosey *

ON Semiconductor, Phoenix, AZ, USA

ABSTRACT

Semiconductor on Insulator (SOI) technology offers an assortment of opportunities for chip manufacturers in the Power Management market. Recent advances in the automotive and industrial markets, along with emerging features, the increasing use of sensors, and the ever-expanding “Internet of Things” (IoT) are providing for continued growth in these markets while also driving more complex solutions. The potential benefits of SOI include the ability to place both high-voltage and low-voltage devices on a single chip, saving space and cost, simplifying designs and models, and improving performance, thereby cutting development costs and improving time to market. SOI also offers novel new approaches to long-standing technologies.

1. Introduction

Today’s modern cars contain an enormous amount of electrical wiring and electronic circuits used for a variety of applications, and the trend is for even greater integration and complexity. Likewise, the industrial segment continues to grow and expand with the “Internet of Things”. With each new advance and each new opportunity come new challenges. In power management, these challenges include the ability to fabricate high-voltage power electronics and the low-voltage MOS devices required to control them without the additional space and cost of multi-chip and co-packaged solutions. Semiconductor-on-Insulator technology offers the advantage of integrating both high-voltage devices and low-voltage circuitry on the same chip [1]. The monolithic integration of vertical power devices together with control circuits increases the functionality and minimizes the size of the chips [2]. SOI also offers improved performance as a result of lower parasitic leakage and capacitance, leading to improved model accuracy and fewer development iterations, resulting in reduced development costs and quicker time to market, as well as improved reliability. In addition, SOI provides new ways to improve older technologies and opens paths to novel process integrations.

2. Automotive and industrial applications

The automotive segment has enjoyed one of the fastest growth rates of any large segment in the worldwide chip market, averaging 8% annual growth between 2002 and 2012. The average automobile currently has around $350 in semiconductor content with even higher dollar content found in hybrid and luxury vehicles [3]. The vast majority of this content is in microcontroller units, analog, and power. (Fig. 1 shows a breakdown of the semiconductor content in various automobile families by family and by semiconductor type.)

Key trends in automotive semiconductors include:

- Fuel Economy & Emissions Reduction
- Active Safety & Autonomous Driving (autonomous cruise control, collision warning/avoidance)
- Vehicle Electrification (Hybrids, plug-ins, electric cars)
- Connectivity (Bluetooth, in-car WiFi)
- Light Emitting Diode (LED) Lighting

ON Semiconductor offers a vast array of solutions in these areas, including

- Power Management, Igniters, Application-Specific Integrated Circuits (ASICs), Application-Specific Standard Products (ASSPs)
- Image Sensors, Communications, Sensor Interface

* Corresponding author.
E-mail address: George.Hosey@onsemi.com (G.P. Hosey).
Insulated Gate Bipolar Transistors (IGBTs), High Efficiency FETs, Power Integrated Modules (PIMs), Gate Drivers, Intelligent Power Modules (IPMs)

Wireless Charging Circuits, In-Vehicle Networking

LED Drivers, Motor Control, MOSFETs

Smart Passive Sensors, Protection

The industrial segment also offers incredible growth opportunities in the coming years courtesy of trends in

The “Internet of Things” – Home security, smart homes, smart office buildings, building security and surveillance

High-efficiency power supplies and motors

The seemingly ubiquitous sensors we encounter every day.

for which ON offers solutions that include

Power modules (IPMs, PIMs)

Smart Passive Sensors, Image sensors, ISPs, DSPs

Wired/wireless communications, motor drivers, and LED drivers

As well as a host of comprehensive power management solutions.

3. Automotive BCD process integration

Bipolar–CMOS–DMOS (BCD) is a key technology in power integrated circuits, and thus, has become a key technology in automotive power applications. The marriage of BCD with SOI wafer technology allows the same chip to carry both low-voltage control circuitry and high-voltage DMOS power devices. Devices with ratings exceeding 35 V are common in 12 V automotive systems, while 120 V rated devices are seen in the emerging 42 V battery systems as designers and manufacturers look for robust "load dump" capability. Even higher voltages, 500 V or more, are required for some applications, such as ignition IGBTs [1]. As automotive manufacturers continue to seek the simplest, lowest-cost solutions, SOI technologies, with the ability to house control and driver circuits in a single chip will become more and more a technology of choice.

SOI offers additional benefits as well. Wafer costs for SOI substrates are considerably higher than those for traditional bulk silicon wafers, however, when the layout and integration are fully-optimized, SOI offers chip size (silicon area) savings, as shown in Fig. 2, and mask count savings as well.

As shown in Fig. 3, effective savings of 10–30%, depending on the SOI wafer fabrication techniques employed, are achieved when SOI-based processing is used in place of HV-bulk-Si technology.
Fig. 4. Parasitic junctions in a typical bulk DMOS device.

Fig. 5. (a and b) Parasitic junctions in a typical SOI DMOS device and cross-section.
SOI technology also brings improved IC performance through reductions in parasitic leakage currents and parasitic capacitances. Every set of PNP or NPN junctions creates a parasitic transistor with some inherent gain and an associated, resulting, leakage current. Typical parasitics for a bulk device are shown in Fig. 4.

The same is, of course, also true for devices in SOI technology platforms, however, the sheer number of such parasitic junctions is greatly reduced by the SOI integration. Fig. 5 shows the parasitic junctions for the same device when fabricated in an SOI platform.

It is also worth noting that, for each of these parasitic junctions, not only is a parasitic transistor created, but a parasitic junction capacitance as well.

While any one of these parasitic junctions might not greatly impact device or circuit performance, taken together, they can greatly affect the results, so the more parasitic junctions are present, the greater the risk.

Parasitics lead to greater model complexity as modeling teams work to identify and characterize each and every parasitic path. With this increased complexity comes greater inherent inaccuracy of the models. Inaccuracies in the models, in turn, result in additional design/development cycles which prolong development, increase development costs, and delay release to market.

Conversely, SOI technology offers simpler, more accurate models, leading to fewer design cycles, shorter development times, reduced development cost, and quicker time to market (and profitability).

SOI is not, of course, without its integration challenges as well. One of the primary challenges in using SOI is the accumulation and dissipation of heat within the chip and especially the power devices. As semiconductor devices shrink, heat dissipation becomes ever more challenging. While the task is already difficult in bulk silicon devices, it takes on even greater difficulty in a silicon-on-insulator (SOI) device. In bulk silicon, the heat can travel through the silicon to the package lead frame. In SOI devices, however, the buried oxide and oxide trenches surrounding the device act as heat insulation, trapping the generated heat within the SOI tub. The thermal resistance of SOI devices has been seen to be as much as an order of magnitude higher than that for bulk silicon devices [4].

Fig. 6 shows a comparison of SOI vs bulk silicon temperature response. It is seen that there is a significant difference in self-heating between SOI and bulk silicon, and that this difference is greatest for short power transients because the initial temperature rise in the SOI devices is more rapid than that for the bulk devices [5].

Fig. 7 shows a modeled temperature response for BOX thicknesses ranging from 0.5 μm to 1.5 μm. As would be expected, the self-heating for the devices increases with the thickness of the BOX layer as the thicker BOX increases the thermal resistance of the device.

4. Motor control using IGBT’s

SOI technology offers tremendous opportunities for device performance in Insulated Gate Bipolar Transistors (IGBTs) as well. IGBTs have enjoyed popularity for automotive ignition applications because they combine the fast-switching capability of a MOSFET with the low conduction losses (high efficiency) of a bipolar junction transistor (BJT).
Until recently, automotive systems other than the ignition module had no need for the high voltage performance of IGBTs, but new developments in both conventional and hybrid autos are changing that. High-Intensity Discharge (HID) headlamps and super-accurate direct fuel-injection systems have become common in today’s cars and commercial vehicles, such as buses and trucks. Their associated electrical drives and controls operate at voltages above 100 V. In addition, hybrid/electric vehicles (HEVs), which require efficient power control at voltages close to 1000 V, will drive demands for new types of automotive IGBTs [7].

IGBT design and performance are a study in trade-offs. Fig. 8 shows what is called the “IGBT Triangle”. The points of the triangle are the three key aspects of IGBT performance – Switching Losses (efficiency), Conduction Loss (Vce), and Ruggedness (energy absorption ability as displayed in short circuit and UIS testing).

Efforts to improve one aspect of performance (one point of the triangle) diminish one or both of the other aspects. Fig. 9 illustrates an example of such a trade-off. As shown, increasing the dopant concentration results in reduced conduction loss, but it also increases switching loss. Conversely, decreasing the dopant concentration improves switching loss while bringing about an unwanted increase in Vce.

Decreasing the thickness of the “drift” region, however, offers the opportunity to reduce both the switching loss and conductance loss. The drift region (visible in Fig. 10) is an epitaxy layer through which minority carriers must travel when the device is in operation. The drift region is typically quite thick and very lightly-doped relative to other regions of the device, so it is not surprising that this region of silicon contributes significantly to the “on” resistance of the device, and thus the conduction loss (also known as Vceon using the bipolar nomenclature, or Vdson using the MOS nomenclature).

Process options for fabricating these thinner drift regions include the use of glass carrier wafers and the use of SOI silicon carrier wafers. The silicon wafer carrier method is illustrated in Fig. 11.

While both the glass carrier method and the SOI wafer carrier method will work to achieve the desired thinning of the drift region, the glass carrier process encounters two serious challenges:

- The glue attaching the glass carrier to the silicon limits the backside processing temperature to less than 300°C.
- The glass and the silicon have different thermal expansion coefficients, resulting in wafer bow and/or warp issues, or other manufacturing issues such as equipment handling.

The SOI wafer carrier method overcomes both of these challenges as the BOX does not limit processing temperature like glue does, and both the device and carrier wafers are silicon, so the coefficients of thermal expansion are perfectly matched.

5. Image sensors

Image sensors are a rapidly-growing segment of the automotive electronics market. As today’s (and tomorrow’s) cars become more and more sophisticated and incorporate collision avoidance and autonomous driving, the need for image sensors will continue to expand. Today’s cars have the potential for 20 or more sensors per vehicle for back-up cameras, blind spot detection, collision warning, and numerous other applications as displayed in Fig. 12.

Like any emerging market, automotive image sensors present both challenges and opportunities. The rapid adoption of LED lighting in both vehicles and traffic signs has made the problem of LED flicker in video viewing and machine vision a high priority for automotive OEMs.

ON Semiconductor has positioned itself as a leader in LED Flicker Mitigation (LFM) technology with the release of AR0231AT, a CMOS image sensor that eliminates high frequency LED flicker from traffic signs and vehicle LED lighting and allows Traffic Sign Reading algorithms to operate in all light conditions. AR0231AT
uses the latest 3.0 μm Back Side Illuminated (BSI) pixel with ON Semiconductor’s DR-Pix™ technology.

BSI technology also offers higher quantum efficiency (QE) and reduced cross-talk.

Stacked wafer technology is another image sensor technology opportunity. In a stacked wafer process, one wafer contains the pixels while the other contains the mixed signal devices. The “sensor” wafer is then bonded to the “ASIC” wafer as shown in Fig. 13. This approach allows for individual optimization of each wafer for both cost and performance. Fig. 14 shows the resulting cross-section of Pixel and ASIC wafers connected using through-silicon vias (TSV).

6. Conclusions

The market for power management ICs and Discretes continues to grow at a steady pace thanks to new automotive technologies, the proliferation of ever-more sensor applications, and the “Internet of Things.” SOI technologies offer numerous cost, performance, and integration improvement opportunities. Using SOI integration, chip manufacturers are able to shrink parts, offer both low and high voltage devices in a single chip, improve IGBT performance without suffering the trade-offs seen in bulk technologies, and create novel sensor technologies. SOI technologies also offer the chance to reduce parasitics, leading to improved performance and more accurate models, which in turn, lead to reduced development costs and faster times to market.
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\textbf{A B S T R A C T}

Effective work function and equivalent oxide thickness are fundamental parameters for technology optimization. In this work, a comprehensive study is done on a large set of FDSOI devices. The extraction of the gate stack parameters is carried out by fitting experimental CV characteristics to quantum simulation, based on self-consistent solution of one dimensional Poisson and Schrodinger equations. A reliable methodology for gate stack parameters is proposed and validated. This study identifies the process modules that impact directly the effective work function from those that only affect the device threshold voltage, due to the device architecture. Moreover, the relative impacts of various process modules on channel thickness and gate oxide thickness are evidenced.

\textcopyright{} 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The effective Work function (\(W_{\text{Feff}}\)) and the Equivalent Oxide thickness (EOT) are key parameters for FDSOI device characterization. \(W_{\text{Feff}}\) and EOT are the values of Work Function and Thickness that an ideal Metal/SiO\(_2\) gate stack should have to account for the measurements. They directly influence Capacitance Equivalent thickness (CET), Threshold voltage (\(V_T\)) and therefore on-current. Both are strongly related to the process: dielectric thickness, metal gate work function and dielectric interface dipole \cite{1}. Former methodologies \cite{2,3} for automatic and statistical extraction of \(W_{\text{Feff}}\) and EOT were fitted for bulk but are no longer sufficient for FDSOI technology. Capacitance–Voltage extraction of the flat band voltage (\(V_{FB}\)) in the accumulation region has traditionally been the method for \(W_{\text{Feff}}\) extraction for the bulk technology. The absence of CV signal in the accumulation and flat band regions compared to standard bulk capacitance pushes us to look for alternative solution for \(W_{\text{Feff}}\) and EOT extraction. Indeed the inversion region (\(V_T\)) still available in FDSOI can be exploited to extract the \(W_{\text{Feff}}\) and EOT. The extraction difficulties are due to the complexity of the FDSOI structure (Fig. 1) and the strong influence on \(V_T\) of several technological parameters such as: channel thickness \(t_{\text{si}}\), buried oxide (BOX) thickness \(t_{\text{box}}\) and well doping level of substrate \(N_{\text{Well}}\) at BOX backside. We will present a comprehensive study on numerous devices combining the process modules on metal gate, dielectric, channel material (Si & SiGe) and well implantation type (P & N doped). Reliable parameter extraction is presented by comparison between quantum simulations and experimental CV characteristics allowing the identification of the process modules that really influence EOT and \(W_{\text{Feff}}\).

2. Process technology and experimental results

Fig. 1 shows two standard FDSOI MOS devices (P (a) & N (b) MOS) that feature a gate stack characterized by a metal bilayer (Poly and TiN) on the top of oxide bilayer (High-k dielectric HfON & SiON). To get such devices, the process starts from an ultra-thin silicon body over a buried oxide. The strained Si\(_{0.75}\)Ge\(_{0.25}\) channel (cSiGe) is selectively processed in PMOS areas by epitaxy growth process followed by a Ge condensation, before shallow trench isolation (STI) regions are patterned and the back side wells are implanted. The channel thickness is around 6–8 nm of Si or Si\(_{0.75}\)Ge\(_{0.25}\) over a 20 nm BOX with a P or N-Well with a \(10^{18} \text{ cm}^{-3}\) doping level at its backside. Two different interlayer (SiON) dielectrics, can be deposited corresponding to two different final oxide thicknesses: EOT = 1 nm for GO1 and EOT = 3 nm for GO2. The bilayer high-k HfON/SiON is deposited by Atomic Layer Deposition, Metal Organic Vapor deposition and decoupled plasma nitridation. To
obtain N and P gate types, before the final metal gate, a sacrificial gate is deposited, specifically to each N or P gate type. Sacrificial gate includes specific additives which are diffused by thermal annealing in order to adjust dipole at oxide bilayer inner interface [1,4]. The final metal gate bilayer (TiN + Poly) is the same for all the devices (N and P-MOS) and it is deposited right after the sacrificial gate etching. After final gate deposition, the Source-Drain implantations (specific to each FDSOI MOS type) are carried out, followed by final annealing. From these standard FDSOI MOS, a wide set of devices has been obtained by combining the process modules on metal gate, dielectric, channel and well type (Table 1).

![Image](image.png)

**Fig. 1.** Standard (a) PMOS and (b) NMOS FDSOI devices: both feature a gate stack TiN + Poly on a bilayer oxide HfON + SiON but (a) with SiGe channel and N-Well substrate and (b) with Si channel and P-Well substrate. The interlayer (SiON) dielectrics, is deposited in order to have two different final oxide thicknesses: EOT = 1 nm for GO1 and EOT = 3 nm for GO2.

**Table 1**

<table>
<thead>
<tr>
<th>Device</th>
<th>Device definition (GO1 &amp; GO2)</th>
<th>GO1</th>
<th>GO2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Channel</td>
<td>Metal</td>
<td>Well</td>
</tr>
<tr>
<td>NMOS</td>
<td>Si</td>
<td>N</td>
<td>P</td>
</tr>
<tr>
<td></td>
<td>Si</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>PMOS</td>
<td>SiGe</td>
<td>P</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>SiGe</td>
<td>N</td>
<td>P</td>
</tr>
<tr>
<td></td>
<td>SiGe</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Si</td>
<td>P</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Si</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>
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**Fig. 2.** Gate-to-channel capacitance at back bias VB = 0 V for PMOS and NMOS FDSOI GO1 with Vt shift to reference architecture.
is measured on Source and Drain. For $C_{bc}$ measurements, the small AC signal is applied on the back side contact and the induced capacitive current is still measured on Source and Drain. In both the experimental configurations Source and Drain are grounded. These measurements have been performed for all the devices and their relative gate-to-channel capacitances, corrected by subtracting their parasitic capacitances, are reported in Fig. 2 for GO1 devices and Fig. 3 for GO2 devices. As summarized in Table 1, we have the opportunity to test various devices, N-MOS and P-MOS, on which we can get various channel materials, Gate type and Well type for ground plane. A reference can be identified for each MOS structure. N-MOS has a N-Gate and P ground plane with a Si channel whereas P-MOS has P-Gate and N ground plane with a SiGe channel. Arrows in Figs. 2 and 3 identifies the $V_T$ shift from reference when we modify some process module of the gate stack. $V_T$ shifts are reported in Table 1 and we will try in following part to account for such $\Delta V_T$ variations.

3. Simulation and extraction

The extraction of gate stack parameters ($EOT$ and $W_{Feff}$) for these devices (Table 1) is obtained by fitting Quantum Simulation to experimental capacitance-voltage characteristics (CV). Indeed, for a specific gate stack ($W_{Feff}$, $EOT$, $t_{Si}$, $t_{box}$, $N_{Well}$), we can simulate the channel charge of the MOS device and compare it to experi-
mental measurements. We can consider that \( W_{\text{Feff}} \) and \( \text{EOT} \) are correctly identified if we account for the various dependences of the experimental capacitances with Gate and Body biases. These simulations are based on the self-consistent solutions of the Poisson and Schrodinger equations (PS), carried out by NUMERICAD Simulator (UTOXPP [6]).

In order to accurately calculate the charge distribution in the channel and substrate of the FDSOI stack (Fig. 4), parabolic effective-mass approximation (EMA) of the valence and conduction band are taken into account. As shown in Fig. 4, the PS simulations are carried out in \( z \)-direction, orthogonal to the channel-oxide interface (Fig. 4a yellow line). With the purpose of including electron and hole wave function penetration, the PS formalism is not just solved in the channel and substrate (Well) but also in complementary regions as the front oxide (EOT) and back oxide (BOX) (Fig. 4b). To calibrate the EMA simulation parameters, a more complex and accurate 6-K\( \text{P} \) band self-consistent simulation has been performed, leading to corrected in-plane effective masses: i.e. for the heavy hole valence band \((n_{\text{HHP-1}})\) of 2.5\( m_0 \) for Si and 1.5\( m_0 \) for SiGe channel [3], with \( m_0 \) as the electron mass.

The calculated density of charge \( \rho(z, V_g, V_b) \) from the PS equation can be used to compute the channel charge as

\[
Q_{\text{ch}}(V_g, V_b) = \int_{z_s}^{z_f} \rho(z, V_g, V_b) \, dz
\]  

From such channel charge, we can calculate the gate-to-channel capacitance, defined by

\[
C_{gc} = \frac{dQ_{\text{ch}}(V_g, V_b)}{dV_g}
\]

and the back-gate-to-channel capacitance by

\[
C_{bc} = \frac{dQ_{\text{ch}}(V_g, V_b)}{dV_b}
\]
These simulated capacitances will be compared with the experimental CV curves in order to extract the FDSOI stack parameters. To evaluate the quality of parameter extraction, various hypotheses on physical parameters (t_{box}, t_{si}) have been compared for a same experimental device (Standard PMOS GO2). A good fit of $C_{gc}(V_g)$ can be obtained for the three different set of parameters (Fig. 5) leading to three different values for EOT and $W_{Feff}$. These values are given with a precision of 0.01 nm and 3–4 meV. Whereas, EOT is found to be independent of $t_{box}$ and $t_{si}$ values (with precision below 0.01 nm), a 25 meV $W_{Feff}$ uncertainty is found. Such a result confirms the importance of a previous extraction on $t_{box}$ and $t_{si}$ in order to accurately extract $W_{Feff}$.

To extract $t_{box}$, we have recently proposed a new CV measurement, the $C_{bc}$ earlier mentioned, with back side wafer contact as Gate [5]. Fig. 6 shows back-gate-to-channel capacitance experimental configuration and measurements results. The corresponding CV curves for GO1 and GO2 (Fig. 6) shows characteristics similar to the standard gate-to-channel capacitance but at a significantly lower level. Adjustment with quantum simulation makes possible a reliable extraction of the box thickness, independently of $t_{si}$ and EOT [5]. A 20 nm box thickness is necessary in order to fit $C_{gc}$ capacitances for both the standard PMOS (GO1 and GO2). Concerning $t_{si}$, it can be obtained by comparison between simulations and experiments on a large set of CV characteristics for which back biases vary from 0 V to large values leading to back interface inversion (Fig. 7). We can notice that there is only one channel thickness that takes into account the real capacitance deformation for strong back interface inversion. $t_{box}$ and $t_{si}$ are expected to shift $V_T$, $W_{Feff}$ could also vary with channel material (Si versus SiGe) but it is obviously independent of the Source and Drain or Well type. Indeed, during the device fabrication, the implantation of the Source-Drain as well as the back substrate well are carried out without any influence on the MOS stack. A reliable parameter extraction must verify the independence of $W_{Feff}$ and EOT with variations on types of Source and Drain or Well implantation. This feature has been confirmed on three different MOS devices, corresponding to two different well types (Fig. 8) and two different MOS types (Fig. 9). Moreover Fig. 9 validates the good
choice of $m_{\text{DOS-HH}}$ of 2.5$m_0$ for Si channel [3]. Indeed, only a good value of mass, related to electrons (conduction band) and holes (valence band), can reproduce both capacitances with a same $W_{\text{Feff}}$ and $\text{EOT}$.

4. Results

In Fig. 10, are shown the $W_{\text{Feff}}$ and $\text{EOT}$ extracted for the fifteen different tested MOS devices (Table 1). The agreement reported above on $W_{\text{Feff}}$ & $\text{EOT}$ for three different MOS structures (Figs. 8 and 9) is identified in Fig. 10 with a blue arrow. Among the fifteen different devices, other configurations correspond to same gate stack and channel material but different Source and Drain or back side well types. They all lead to a good agreement which are identified with green arrows in Fig. 10.

We report in Fig. 11 the dependence of $t_{\text{si}}$ with $\text{EOT}$. It appears to depend only on channel and oxide type. Indeed, it is equal to 6.1 nm for Si and 7 nm for SiGe for all GO1 devices and 6.8 nm for Si and 7.9 nm for SiGe for all GO2 devices. SiGe channel is found to be 1 nm thicker than Si channel and, in both cases, GO2 process leads to less channel consumption.

$t_{\text{box}}$ is reported in Fig. 12 and it is found at the same 20 nm value for all the different MOS devices, a value corresponding to the target of the SOI substrate. $\text{EOT}$ is reported in Figs. 10–12. It depends primarily on oxide type (GO1 and GO2) but also on channel material. As already evidenced in previous studies [7], the gate oxide formation leads to a slight interlayer regrowth in case of SiGe substrate. We notice here an interlayer regrowth around 0.12 nm for GO1 and 0.3 nm for GO2.

$W_{\text{Feff}}$ appears to depend on gate type, channel material and oxide (GO1 and GO2). Considering first GO1, we notice an average shift of 100 mV from N to P metal gate. It is the expected effect of Al dipole created at HfON/SiON interface by the sacrificial gate process [1]. With SiGe channel, $W_{\text{Feff}}$ report an additional shift of 145 mV. In Fig. 2 we can notice that $V_t$ shift with SiGe channel reaches 320 mV. It is partially explained by the shift of valence band for SiGe semiconductor, but an additional $W_{\text{Feff}}$ shift of 145 mV is required to account for the whole $V_t$ shift. It has been attributed to an interface dipole at SiGe/SiON interface [7]. For GO2, both dipoles at HfON/SiON and SiGe/SiON device interfaces decreases of 45 and 95 mV, respectively.

5. Conclusion

Robust $\text{EOT}$ and $W_{\text{Feff}}$ extractions on FDSOI devices have been proposed through a methodology based on comparison between experimental CV characteristics and Poisson-Schrodinger simulations. To be reliable, it requires a first identification of buried oxide thickness ($t_{\text{box}}$) and channel thickness ($t_{\text{si}}$). It has been validated on a large set of MOS devices. Such analysis evidences the relative impact of process modules on $t_{\text{si}}$, $\text{EOT}$ and $W_{\text{Feff}}$. Channel thickness and equivalent oxide thickness appear to depend on the channel material and the gate oxide interlayer process. Whereas effective

![Fig. 9. Fitting between simulation and experimental data for two different MOS devices having a same gate stack and two different source and drain implantations (GO2 NMOS with N-Well & GO2 PMOS with N-Well and N-Gate metal and Si channel).](image)

![Fig. 10. $W_{\text{Feff}}$ versus $\text{EOT}$ for different PMOS and NMOS FDSOI structures. Impact of Ge and sacrificial metal gate and coherence of $W_{\text{Feff}}$ and $\text{EOT}$ extractions are shown.](image)

![Fig. 11. $t_{\text{si}}$ dependence with $\text{EOT}$. It appears to depend only on channel and oxide type.](image)
work function is a combined effect of interlayer, channel interlayer and sacrificial gate type.
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\begin{abstract}
3D Finite Element (FE) Monte Carlo (MC) simulation toolbox incorporating 2D Schrödinger equation quantum corrections is employed to simulate \(I_{\text{D}-\text{V}_{\text{C}}}\) characteristics of a 22 nm gate length gate-all-around (GAA) Si nanowire (NW) FET demonstrating an excellent agreement against experimental data at both low and high drain biases. We then scale the Si GAA NW according to the ITRS specifications to a gate length of 10 nm predicting that the NW FET will deliver the required on-current of above 1 mA/\mu m and a superior electrostatic integrity with a nearly ideal sub-threshold slope of 68 mV/dec and a DIBL of 39 mV/V. In addition, we use a calibrated 3D FE quantum corrected drift-diffusion (DD) toolbox to investigate the effects of NW line-edge roughness (LER) induced variability on the sub-threshold characteristics (threshold voltage \(V_{\text{th}}\), OFF-current \(I_{\text{OFF}}\), sub-threshold slope (SS) and drain-induced-barrier-lowering (DIBL)) for the 22 nm and 10 nm gate length GAA NW FETs at low and high drain biases. We simulate variability with two LER correlation lengths (CL = 20 nm and 10 nm) and three root mean square values (RMS = 0.6, 0.7 and 0.85 nm).
\end{abstract}

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Gate-All-Around (GAA) nanowire (NW) FETs are considered to be excellent candidates for future CMOS integration for sub-10 nm digital technology to continue transistor downscaling \cite{1}. The GAA NW FETs have superior electrostatics and immunity to short channel effects while still delivering a large on-current \cite{2–4}. However, to have a full realistic assessment of these potential candidates, we must take into account the exact device geometry and also determine how different sources of device variability can affect device characteristics and reliability. Variability of transistor characteristics is induced by material properties and by fabrication processes and can affect their performance in circuits. One of such sources is line-edge roughness (LER) which has a major impact on variability in NW/FinFETs \cite{3,5–7}.

In this work, we report on performance, scaling and variability of nanoscale GAA Si NW FETs. We use an in-house 3D Finite Element (FE) Monte Carlo (MC) simulation toolbox which includes newly integrated calibration-free 2D FE anisotropic Schrödinger equation based quantum corrections (SEQC) \cite{8} along the device channel. More details on the 3D FE MC toolbox are in Refs. \cite{8–11}. Here, we start by comparing results from our 3D FE SEQC MC toolbox against experimental data of a 22 nm gate length GAA Si NW FET \cite{2} with a (110) channel orientation. We then simulate the (100) channel orientation for the same NW for comparison. Next, we scale the NW to a gate length of 10 nm according to the International Technology Roadmap for Semiconductors (ITRS) specifications \cite{12} and simulate the (100) and (110) channel orientations with the 3D FE SEQC MC. Finally, we use our 3D quantum corrected FE drift-diffusion (DD) simulation toolbox to study the LER-induced variability on the sub-threshold characteristics (threshold voltage \(V_{\text{th}}\), OFF-current \(I_{\text{OFF}}\), sub-threshold slope (SS) and drain-induced-barrier-lowering (DIBL)) at both low and high drain biases for the 22 nm and the 10 nm gate length GAA NW FETs. We simulate the variability with LER correlation lengths...
2. 3D Monte Carlo simulations

The 3D FE method incorporated into 3D SEQC MC toolbox is capable of accurately describing the complex 3D geometry of the nanoscale devices. The accurate description of the simulation domain in nanoscale semiconductor devices is essential in determining quantum transport at highly non-equilibrium conditions. In our case, we chose a semi-classical transport technique, a 3D ensemble MC [8–11], with calibration-free quantum confinement corrections, the SEQC. Our in-house 3D FE MC simulation toolbox employs fully anisotropic 2D FE Schrödinger equation based quantum corrections (QC) [8] which depends on valley orientation and considers longitudinal and transverse electron effective masses. The MC transport engine considers an analytical anisotropic non-parabolic band structure model with the same longitudinal and transverse masses and the following scattering processes: the acoustic phonon scattering, non-polar optical phonon scattering \((g, f\)-processes) [13], ionised impurity scattering using the third-body exclusion model by Ridley [14] with a static screening model self-consistently calculating Fermi energy and electron temperature [15], and the interface roughness scattering using Ando’s model [16]. This combination has been shown to be a very good compromise between the precision and the speed for accurate physical simulations of carrier transport in nanodevices which are strongly quantum confined systems at highly non-equilibrium transport conditions [9–11].

We start by comparing results from our 3D SEQC MC toolbox against experimental data of a 22 nm gate length GAA Si NW [2] with a \((110)\) channel orientation. The NW has elliptical cross-section (Fig. 1) with a shorter diameter of 11.3 nm and a longer diameter of 14.22 nm; with an effective diameter (elliptical circumference/\(\pi\)) \(D_{\text{NW}} = 12.8 \text{ nm}\) and \(E_{\text{OT}} = 1.5 \text{ nm}\) which can be accurately described by the FE method.

The 3D FE quantum corrected (QC) drift-diffusion (DD) simulations using density gradient (DG) [17] were used to reverse engineer a doping profile in the sub-threshold region at \(V_G = 0.05 \text{ V}\) and \(V_D = 1.0 \text{ V}\) by changing the Gaussian-like doping profile (a doping maximum and a spread \(X\) which determine the abruptness of the doping profile) as shown in Fig. 2. The effective masses in the DG approach were used as calibration parameters. Fig. 3 shows examples of this reverse engineering process for the sub-threshold region which achieved excellent agreement with a maximum doping of \(5 \times 10^{19} \text{ cm}^{-3}\), a work function of 4.512 eV, and a S/D size of 30.8 nm. We then use the 3D FE SEQC MC toolbox to simulate the \(I_G-V_G\) characteristics of the 22 nm gate GAA Si NW at low and high drain biases achieving an excellent agreement with the experimental data [2] as can be seen in Fig. 4. The current is normalised by nanowire perimeter (elliptical circumference = 40.21 nm). Note here that the resulted drain current from 3D SEQC MC simulations gives the agreement with experiment without any need for additional lumping of external resistance from the experiment. This is because the S/D resistance is accurately reproduced in physically based 3D ensemble MC technique thanks to the size of the S/D access regions included into simulation domain.

Fig. 5 compares the average electron velocity at \(V_G = 0.8 \text{ V}\) and \(V_D = 1.0 \text{ V}\) for the 22 nm gate length GAA NW along the \((100)\) and the \((110)\) channel orientations, along with the average veloc-

---

Fig. 1. Schematic of the 22 nm gate length n-channel Si GAA nanowire, showing LER and examples of 2D slices used for Schrödinger solver.

Fig. 2. Cross-section of Gaussian-like doping profile along the transport \(x\)-direction in the 22 nm gate length GAA NW FET.

Fig. 3. Devising doping profile for the 22 nm GAA NW FET at \(V_G = 0.05 \text{ V}\) and \(V_D = 1.0 \text{ V}\) via DD simulations by changing the size of the S/D region and the doping spread \(X\) (open red triangles and orange squares). Final MC simulations (green open circles and stars) are compared to experimental data (black full circles and stars). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
ity in the three silicon valleys $\Delta 1$, $\Delta 2$ and $\Delta 3$. We see that the electron velocity exhibits a typical behaviour along the channel. The total average velocity in the $\langle 100 \rangle$ orientation is higher than the one in the $\langle 110 \rangle$ orientation due to a higher electron mobility in the $\langle 100 \rangle$ crystallographic orientation in Si. The source injects electrons at relatively large injection velocity of about $3.0 \times 10^6$ m/s where they are quickly accelerated along the gate reaching their maximum velocity of $2.0 / 1.75 \times 10^4$ m/s, respectively, on the drain side of the gate. Then electrons decelerate into a heavily doped drain due to enhanced optical phonon emission assisted by ionised impurity scattering [18].

In the $\langle 100 \rangle$ orientation channel, the $\Delta 1$ velocity is the smallest because it has the heaviest mass in the transport direction. The $\Delta 2$ and $\Delta 3$ velocities are equal in the $\langle 100 \rangle$ channel device because they have the same effective transport masses. On the other hand, in the $\langle 110 \rangle$ channel, the $\Delta 3$ velocity is the largest because it has the lightest effective transport mass. The $\Delta 1$ and $\Delta 2$ velocities are equal because they have equal effective transport masses.

We then scale the Si GAA NW according to the ITRS specification [12] to a gate length of 10 nm and an EOT of 0.8 nm. Fig. 6 compares the eigenmodes $|\psi(y, z)|^2$ corresponding to the lowest energy eigenvalue, in the $\langle 110 \rangle$ channel orientation, of the three $\Delta$ valleys in the middle of the channel for the 22/10 nm gate length GAA NW, respectively, at $V_D = 1.0 / 0.7$ V and $V_C = 0.8$ V (note that $\Delta 1$ and $\Delta 2$ have the same effective mass tensor in the $\langle 110 \rangle$ channel orientation, so they will have the same wavefunction). The asymmetry seen in the eigenmode of the $\Delta 3$ valley in the 22 nm gate NW FET (top–left) is the result of drain induced change into potential in the channel at a large applied drain bias of 1.0 V. This effect will not occur in the 10 nm gate device because this transistor, with a much stronger quantum confinement, has a much better control of the transport so that the drain induced change into potential is negligible.

Fig. 7 shows $I_D$-$V_C$ characteristics (the current is normalised by nanowire perimeter (elliptical circumference $= 20.29$ nm)) for the scaled 10 nm gate length NW FET at $V_D = 0.05$ V and $V_D = 0.7$ V along the $\langle 100 \rangle$ and the $\langle 110 \rangle$ channel orientations obtained from the 3D FE SEQC MC. Table 1 compares device operating characteristics with gate lengths of 22 nm and 10 nm predicting that the scaling to the 10 nm gate will ensure superior electrostatic integ-
downscaling transistors to the nano regime increases the undesirable performance mismatch in identically designed transistors [19]. The line-edge roughness (LER) is considered as one of the major sources of device variability [20] which may lead to serious device parameter fluctuations and limit the performance in the VLSI circuit applications. Therefore, studying the LER variability, especially in GAA NWs which have all the channel interfaces affected by the LER, is essential for predicting device behaviour in digital circuits. Here, we study the effect of uncorrelated LER (where we apply different LER profile at each side of the device, thus changing the width of the device across its length) using Fourier synthesis with Gaussian autocorrelation [21] implemented as described in Refs. [20,22]. The LER is characterised by a correlation length (CL = Λ), and a root mean square value (RMS = σ). The simulation method is based on the inverse discrete transformation and the application of a Gaussian filter over a list of random phases. The correlation length will be accounted for by the width of the Gaussian filter, and the amplitude will set the root mean square (RMS) value. To model the Fourier spectra, we use the following autocorrelation function:

\[ S_c(k) = \sqrt{\pi} \sigma^2 A e^{-k^2 \Lambda^2 / 4}. \]

The simulations of variability for the 22 nm and the 10 nm gate length NW FETs are carried out using the 3D density gradient (DG) quantum corrected FE DD with a LER correlation length (CL)

Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Gate length [nm]</th>
<th>22</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>(V_T) [V]</td>
<td>0.3</td>
<td>0.35</td>
</tr>
<tr>
<td>DD</td>
<td>(SS_{22nm}) [mV/dec]</td>
<td>74</td>
<td>67</td>
</tr>
<tr>
<td>DD</td>
<td>(SS_{10nm}) [mV/dec]</td>
<td>76</td>
<td>68</td>
</tr>
<tr>
<td>MC</td>
<td>(DBL_{110}) [mV/V]</td>
<td>81</td>
<td>66</td>
</tr>
<tr>
<td>MC</td>
<td>(I_{100}) [(\mu)A/(\mu)m]</td>
<td>1222</td>
<td>1320</td>
</tr>
<tr>
<td>MC</td>
<td>(I_{110}) [(\mu)A/(\mu)m]</td>
<td>1000</td>
<td>1100</td>
</tr>
</tbody>
</table>

Fig. 8. Comparison of the \(V_T\), SS, \(\log_{10}(I_{off})\), and DIBL variability versus the RMS height due to LER for the studied 22 nm and 10 nm gate length GAA NW FETs as a function of the drain bias, and the correlation length (CL). \(V_{G_{low}} = 0.05\) V and \(V_{G_{high}} = 1.0\) V for the 22 nm gate length NW, and \(V_{G_{low}} = 0.05\) V and \(V_{G_{high}} = 0.7\) V for the 10 nm gate length NW.
of 20 nm and 10 nm and three root mean square values (RMS = 0.6, 0.7 and 0.85 nm) chosen to represent the RMS values observed in experiments [2,3].

After we have calibrated DD-DG simulations to the results from 3D FE SEQC MC simulations, we analyse the LER-induced variability affecting the sub-threshold region of the device comparing four figures of merit: threshold voltage ($V_T$), OFF-current ($I_{OFF}$), sub-threshold slope (SS), and drain-induced-barrier-lowering (DIBL). Ensembles of 300 devices have been used to investigate the LER-induced variability in the sub-threshold regions. We extract the threshold voltage using the fixed current approach and the OFF-current is extracted at $I_{OFF} = 0$ V. Fig. 8 shows a comparison of the $V_T$, SS, $\log_{10}(I_{OFF})$ and DIBL variability due to the LER for the studied 22 nm and 10 nm gate length GAA NWs as a function of the drain bias, the correlation length, and the RMS height. In the presence of LER, the observed variations for the four figures of merit are smaller in the 22 nm gate length GAA NW at low and high drain biases than the ones observed in the 10 nm gate length GAA NW. As expected, the standard deviations for the four figures of merit are increasing with the increase of the RMS value. Note here that the standard deviations for the four figures of merit are strongly affected by the drain bias and the correlation length values in both NWs. The standard deviations for the four figures of merit are increasing with the increase of the correlation length value, and also with the increase on the drain bias.

Fig. 9 shows the DIBL variability as a function of $V_T$ at low and high drain biases due to LER variations (CL = 20/10 nm and RMS = 0.6/0.85 nm) for the 22 nm gate GAA NW FET. $V_{T,low} = 0.05$ V and $V_{T,high} = 1.0$ V. Correlation coefficients (CC) are also calculated.

Fig. 10 shows the DIBL variability as a function of $V_T$ at low and high drain biases due to LER with CL = (20 and 10 nm) and RMS = (0.6 and 0.85 nm) for the 10 nm gate length NW FETs. In all cases, the DIBL shows larger strong negative correlations with $V_{T,high}$ (CC ranges from $-0.969$ to $-0.988$) than with $V_{T,low}$ (CC ranges from $-0.945$ to $-0.979$). We can see that, for the 10 nm gate length NW, the CC values are larger than those for the 22 nm gate length NW. The Q-Q plot indicate more Gaussian behaviour as expected in a larger device but the DIBL for some specific 10 nm gate length devices can overtake the DIBL in the 22 nm one.

Fig. 11 shows the scatter plots of the threshold voltages at a high drain bias ($V_{T,high}$) against the threshold voltages at a low drain bias ($V_{T,low}$) for the 22 nm gate length Si GAA NW with CL = (20 and 10 nm) and RMS = (0.6 and 0.85 nm). The threshold voltage at low and high drain biases are strongly correlated so we have used the same ranges for both the horizontal and vertical axis to show clearly the different behaviours. We can see that the threshold voltages with CL = 20 nm have a larger CC value that those for the CL = 10 nm which means the device variability is less sensitive to the change at the drain bias. In addition, the threshold voltages at a low drain bias ($V_{T,low} = 0.05$ V) is more spread in the case of CL = 20 nm. Fig. 12 shows the OFF-current ($I_{OFF,high}$) versus the threshold voltages ($V_{T,high}$) at $V_D = 1.0$ V for the 22 nm GAA NW with CL = (20 and 10 nm) and RMS = (0.6 and 0.85 nm). The log
Fig. 10. Scatter plots showing the DIBL variation as a function of the $V_T$, at both low and high drain biases, due LER variations (CL = 20/10 nm and RMS = 0.6/0.85 nm) for the 10 nm GAA NW. $V_{D,low} = 0.05$ V and $V_{D,high} = 0.7$ V. Correlation coefficients (CC) are indicated as well.

Fig. 11. Scatter plot showing the distribution of the threshold voltages at high drain bias ($V_{T,high}$) against the threshold voltages at low drain bias ($V_{T,low}$) for the 22 nm GAA NW with LER (CL = 20/10 nm and RMS = 0.6/0.85 nm) with respective correlation coefficients (CC).
of the OFF-current exhibits the typical linear dependence on the decreasing $V_{\text{T,high}}$, suggesting near-to-Gaussian behaviour as expected. Again, we can see that the variability with CL = 20 nm have a larger CC value than those for the CL = 10 nm, a characteristic of a lower variability in the SS.

4. Conclusion

We have employed our 3D SEQC FE MC simulation toolbox to obtain the $I_d$-$V_g$ characteristics of a 22 nm gate length GAA Si NW FET. The simulation toolbox accurately describes the nanoscale geometry of multi-scale transistors using the FE method, and employs a completely parameter-free model of carrier transport which uses fully anisotropic transport model together with fully anisotropic quantum corrections which depend on the valley orientation (longitudinal and transverse electron effective masses orientation along the device channel). The $I_d$-$V_g$ characteristics at low and high drain biases obtained from the 3D MC toolbox demonstrated exceptional agreement with the experimental data [2] without any additional post-processing of lumping access resistance. We have then scaled the GAA Si NW FET to the 10 nm gate length and predicted that the scaled device will deliver an on-current of 1320/1100 µA/µm for the (100)/(110) channel with superior electrostatic integrity of a nearly ideal sub-threshold slope of 68 mV/dec and a DIBL of 39 mV/V. Finally, we have studied the effects of LER-induced variability on the sub-threshold characteristics ($V_{\text{T,high}}, \sigma V_{\text{T}}$, $SS$ and $DIBL$) for both the 22 nm and the 10 nm gate length GAA NW FETs for the 10 nm node and beyond. The LER induced variability for the 10 nm GAA NW FETs is much larger. The variability of the threshold voltage, $\sigma V_{\text{T}}$, is about 19.5–42 mV and, the variability of the OFF-current, $\sigma \log_{10}(I_{\text{OFF}})$, is about 0.35–0.76 A at a high drain bias. The 22 nm gate length GAA NW shows smaller variations for the four figures of merit at low and high drain biases than the ones observed in the 10 nm gate length GAA NW (see Fig. 8) as expected but the increase in the device variability is relatively small when comparing correlation coefficients (CC) [6,7]. This demonstrates that the GAA NW FETs are strong candidates for future generation of digital transistors delivering large on-current required in a circuit design accompanied by a well controlled device variability.
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Variability and self-average of impurity-limited resistance in quasi-one dimensional nanowires
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Abstract

The impurity-limited resistance in quasi-one dimensional (quasi-1D) nanowires is studied under the framework of the Lippmann–Schwinger scattering theory. The resistance of cylindrical nanowires is calculated theoretically under various spatial configurations of localized impurities with a simplified short-range scattering potential. Then, the relationship between the phase interference and the variability in the impurity-limited resistances is clarified. We show that there are two different and independent mechanisms leading to the variability in impurity-limited resistances; incoherent and phase-coherent randomization processes. The latter is closely related to the so-called “self-average” and its physical origin under nanowire structures is clarified. We point out that the ensemble average also comes into play in the cases of long channel nanowires, which leads to the self-average resistance of multiple impurities.

1. Introduction

Si nanowires have been receiving great attention in the past few decades because of their possible application of future electronic and photonic devices [1,2]. However, because of their small structures in size, the device performance often fluctuates over great ranges, depending on the configuration of localized impurities in the substrate [3,4]. So far, theoretical studies on such variability observed in mobility or resistance of nanowires are limited with large-scale numerical simulations [5–10]. It has been demonstrated that the transport properties indeed fluctuate in short channel nanowires. Clearly, the phase interference would be of crucial importance in understanding the physics behind the variability.

It should be noted that the phase interference also plays a dominant role in self-averaging the transport properties such as resistance in long channel devices, in which many impurities are distributed uniformly in the substrate. Many different configurations of impurities in the substrate allows us to use the space-average impurity scattering rates in calculating the mobility etc, although the precise impurity configuration is different for each device. This is often referred to as “self-average” and the phase interference is deeply involved in its averaging mechanism [11].

Despite its importance, however, almost no attention has been paid so far on the interference effects among multiple impurities on transport properties under nanowire structures.

2. Theoretical foundations

2.1. Impurity-limited resistance

We consider a cylindrical nanowire with the radius of \( r_s = 2 \) nm and the impurity density in the substrate is assumed to be uniform \( n_{\text{imp}} = 2 \times 10^{19} \text{ cm}^{-3} \), i.e., localized impurities are distributed uniformly in the channel region. The channel length \( L \) of the wire changes in accordance with the number of impurities doped in the channel region, namely, \( L = 4 \) nm for one impurity, \( 8 \) nm for two impurities, etc. In addition, the extreme quantum limit, in which only the lowest subband is involved in electron transport, is assumed in which the phase interference is most effective.

Theoretical expressions of the impurity-limited resistance due to localized impurities in the nanowires are derived from the Landauer formula under the linear response regime. The conductance \( G \) of the doped channel region is calculated from the transmission coefficient \( T_A(E) \) of the in-coming electrons in the lowest subband \( A \) with total energy \( E \) from the reservoirs (source and drain):
The work-function difference between the substrate and the gate also contributes to this long-range potential modulation.

Furthermore, the resistance caused by the long-range potential modulation mentioned above is ignored by assuming that the channel potential is flat along the wire axis. This could be achieved by properly imposing the gate voltage. This also implies that we ignore the direct tunneling from the source to the channel and/or the drain regions. As a consequence, the impurity-limited resistance is obtained by simply subtracting the contact (quantum) resistance from the total resistance, \( R_t = R_{tot} - R_0 \), and, thus, given by

\[
R_0 = \frac{\pi h}{e^2} \left( \frac{1}{1 - \langle R_A(E) \rangle} \right) = R_0 \left\{ \langle R_A(E) \rangle + \left( \langle R_A(E) \rangle \right)^2 + \cdots \right\}
\]

with

\[
\langle R_A(E) \rangle = \int_{-\infty}^{\infty} dE R_A(E) \left( - \frac{\partial f_{FD}(E)}{\partial E} \right).
\]

Here, the contact (quantum) resistance is given by \( R_0 = \frac{\pi h}{e^2} \) and \( R_A(E) (= 1 - T_A(E)) \) is the reflection coefficient of the in-coming electrons with total energy \( E \) in the lowest subband. We also assume that the chemical potential in the reservoirs is well above the bottom of the lowest subband in the channel. If \( R_t \) is truncated by the first term in the last expression of Eq. (2), the resulting expression corresponds to the usual Born approximation provided that the reflection probability \( \langle R_A(E) \rangle \) is also approximated by the lowest order with respect to the interaction strength.

### 2.2. Transmission and reflection coefficients

The transmission and the reflection coefficients, \( T_A(E) \) and \( R_A(E) \), are calculated from the asymptotic forms of the scattered wave function by solving the Lippmann–Schwinger (LS) equation given by

\[
|\psi^{\text{out}}(E)\rangle = |\psi^{\text{in}}(E)\rangle + G_0^\text{r} (E) \langle V | \psi^{\text{in}}(E)\rangle,
\]

where \( |\psi^{\text{in}}(E)\rangle \) is the scattered state vector with total energy \( E \), \( |\psi^{\text{in}}(E)\rangle \) is the unperturbed state vector, \( V \) is the scattering potential operator, and \( G_0^\text{r} (E) \) is the unperturbed (retarded) Green operator [12–15]. The unperturbed state vector \( |\psi^{\text{in}}(E)\rangle \) is the eigenstate of the unperturbed Hamiltonian \( \hat{H}_0 \), which is expressed by

\[
\hat{H}_0 = -\frac{\hbar^2}{2m} \nabla^2 + U_{\text{cyl}}(\mathbf{R})
\]

under the effective mass approximation for the cylindrical wire. Here, \( m \) is the electron effective mass and \( U_{\text{cyl}}(\mathbf{R}) \) is the single-particle potential energy which confines the electrons inside the cylindrical wire. Assuming that the electrons are confined by the infinite potential barrier, the unperturbed eigenfunction in the lowest subband \( A \) is simply given by

\[
\phi_A(\mathbf{R}) = \frac{1}{\sqrt{L}} \text{e}^{ik_z z} \zeta_A(\mathbf{r}) = \frac{1}{\sqrt{L}} \text{e}^{ik_z z} \frac{1}{\sqrt{\pi \sigma}} J_0 \left( x_{01} \frac{r}{R_1} \right),
\]

where \( \mathbf{R} = (r, z) = (r, \phi, z) \) in the cylindrical coordinates, \( L \) is the wire (channel) length, \( \zeta_A(\mathbf{r}) \) is the subband wavefunction, \( J_0(x) \) is the 0-th order Bessel function, and \( x_{01} \) is the first root of \( J_0(x) = 0 \). The total electron energy \( E \) in the lowest subband is then given by

\[
E = \varepsilon_k + \varepsilon_{01} = \frac{\hbar^2 k_z^2}{2m} + \frac{\hbar^2}{2m} \left( x_{01} \frac{r}{R_1} \right)^2.
\]

As for the scattering potential due to localized impurities, we employ the short-range \( \delta \)-function potential defined by

\[
V(\mathbf{R}) = \sum_{i=1}^{N_{\text{imp}}} (v_i aS) \delta^3(\mathbf{R} - \mathbf{r}_i).
\]
where $N_{imp}$ is the number of impurities in the channel, $v_t$ is the scattering potential energy, $a = 0.5$ nm is the characteristic length along the axis direction over which the scattering potential is effective, and $S (= \pi r^2)$ is the cross-sectional area of the wire. $R_{r,s} = (r_0, z_0)$ is the position of the $r$-th impurity ($r = 1, 2, ..., N_{imp}$). As already discussed in our previous paper [12], the expression employed here for the impurity scattering potential oversimplifies the reality: The present model represents only the singular part of the Coulomb potential due to ionized impurities and corresponds to the cases of extremely strong screening. Since the long-range part of the potential always smoothenes the fluctuations in the transport characteristics, the present scattering potential somewhat exaggerates the phase interference effects among the localized impurities. Nevertheless, as we shall show in Fig. 2, in which the present analyses are compared with more elaborate NEGF simulations, the present model does represent properly the essential features associated with the phase interference among multiple localized impurities.

Thanks to the simple form of the impurity scattering potential, the exact transmission and reflection coefficients could be analytically derived from the LS equation and given, respectively, by

$$T_A(E) = |1 + I^+(E) |^2$$

and

$$R_A(E) = |I^+(E) |^2,$$

where $I^+(E)$ is expressed as

$$I^+(E) = \left( e^{ik_2z_0} + e^{-ik_2z_2} + \cdots + e^{-ik_2z_N} \right) \left( -i \tilde{\Gamma}(E) \right) \left( \frac{1}{1 + i \Sigma(E)} \right) \left( e^{ik_2z_0} + e^{-ik_2z_N} \right)$$

by employing the matrix representation with respect to impurity site indices. The matrix elements of $\tilde{\Gamma} (E)$ and $\Sigma(E)$ are then defined by

$$(\tilde{\Gamma}(E))_{rs} = \frac{m a}{\hbar^2 k} v_t s S \tilde{\gamma}_r (r_0) \tilde{\gamma}_s (r_0)$$

and

$$(\Sigma(E))_{rs} = e^{ik_2r_2 - z_0} \tilde{\gamma}_r (E) = \frac{e^{iA \Delta_s r_s}}{\gamma_r (E)},$$

where $A = |z_0 - z_0|$ and $\tilde{\gamma}_r (r_0)$ is the subband wavefunction of the $r$-th impurity site. It should be noted that $\tilde{\gamma}_r (E)$ is a dimensionless real number and represents the strength of the coupling between electron and impurity.

As a concrete example, the exact expression of the reflection coefficient $R_A(E)$ of two localized impurities is given by

$$R_A(E) = \frac{\Lambda(E)}{1 + \Lambda(E)}$$

with

$$\Lambda(E) = \gamma_1^2 + \gamma_2^2 + 2 \gamma_1 \gamma_2 \cos(2k\Delta) + (\gamma_1 + \gamma_2) \sin(2k\Delta)$$

where $\Delta = \Delta_{12} = |z_0 - z_0|$ and $\Delta$ is the separation between the two impurities along the wire axis direction. Notice that Eq. (14) is bounded above and its supremum is unity, as it should be.

### 3. Results and discussion

#### 3.1. Variability and phase interference

We first show the impurity-limited resistance $R_l$ of two localized impurities for 1000 different configurations inside the channel as a function of the impurity separation $\Delta$ for $T = 300$ and $30$ K in Fig. 2. The scattering potential energy is set at $v_t = 183$ meV, corresponding to the screening length of $\lambda_s = 2$ nm [12]. For comparison, similar results from more elaborate NEGF simulations [16] are also shown with solid symbols in Fig. 2(a).

In the NEGF simulations, we have carried out the simulations for more than 500 different impurity configurations. Since it is not possible to carry out the simulations coupled self-consistently with the Poisson equation so many times, the impurity scattering potential has been approximated with the Yukawa potential plus the image charges associated with the interface with the gate. This approximation is not crucial because our main concern is to find out how the difference in shape of the scattering potential, namely a finite extension of the scattering potential in real space, affects the variability associated with the phase interference. In addition, the device structure employed in the NEGF simulations is a square nanowire with the side length of $3.5$ nm. The difference in shape is again insignificant because the cross-sectional area is very similar in both cases.

The fluctuations associated with the subband wavefunction (and the screened Coulomb potential) are greatly suppressed, compared with the case of the short-range scattering potential in the LS approach, due to the long-range nature of the scattering potential. However, the variations of $R_l$ along the wire axis direction are very similar to those calculated from the LS equation: $R_l$ is large at small
Δ, whereas $R_s$ approaches to some constant value and, thus, the variation along the wire axis direction vanishes at large Δ.

In either case of the LS or NEGF, the value of the resistances $R_s$ scatters over a few orders of magnitudes and such large fluctuations result in the two different physical origins: The fluctuations in $R_s$ at fixed Δ are attributed to the variations in $\gamma$, (the subband wavefunctions), whereas the fluctuations along the wire axis direction Δ are due to the trigonometric function dependence in Eq. (15) and, thus, due to the phase interference of electrons among the impurities. Therefore, the former has nothing to do with the phase correlation among multiple impurities⁵; each impurity could be regarded as nearly independent. Since the central-limit theorem could be applied in this case [17], the fluctuations with respect to the vertical direction in Fig. 2 would diminish under some particular impurity configuration as the channel length becomes longer.

On the other hand, the variations in $R_s$ along the Δ direction do not generally vanish even for long channel wires, as noted by Kohn and Luttinger [11]. In order to demonstrate this point, we eliminate the fluctuations associated with the subband wavefunctions; we carry out similar calculations by placing two impurities on the wire axis for three different temperatures, $T = 30, 100, \text{and } 300 \text{ K.}$ The calculation results are shown in Fig. 3 along with the uncorrelated value $2R_{\text{single}}$ for $T = 300 \text{ K}$, where $R_{\text{single}}$ is the resistance of the single-impurity located on the wire axis. We would like to mention that the Born approximation completely breaks down and the coupling between the electron and impurity is enhanced due to the confinement in nanostructures [12]. A large oscillatory behavior in $R_s$ is observed in the first few nm at any temperature. This oscillation results from the trigonometric function dependence in the reflection coefficient $R_s(E)$ in Eq. (15) and represents the constructive phase interference among the two impurities. This interference effect becomes very strong at low temperature and would lead to the Anderson localization if the coupling between the electron and impurity is strong enough. However, at room temperature, this oscillation rapidly damps and $R_s$ approaches $2R_{\text{single}}$, that is, the uncorrelated limit.

The above findings also hold true for the cases of more than two impurities doped in the channel. Similar calculations of the impurity-limited resistance $R_s$ are carried out by placing three or four impurities on the wire axis. The exact formulas of the reflection coefficients $R_s(E)$ are analytically derived from the LS equation. The calculation results for $T = 300 \text{ K}$ are shown in Fig. 4 as a function of the maximum separation among the impurities $\Delta_{\text{max}}$. The locations of the impurities are schematically drawn. All impurities are located on the wire axis. The horizontal dotted lines show the uncorrelated values, $3R_{\text{single}}$ and $4R_{\text{single}}$, with $R_{\text{single}}$ being the single-impurity resistance located on the wire axis.

Fig. 3. Impurity-limited resistance of two impurities from the LS equation at $T = 30, 100, 300 \text{ K}$ as a function of the impurity separation Δ. Both impurities are located on the wire axis. The horizontal dotted line shows the uncorrelated value $2R_{\text{single}}$, with $R_{\text{single}}$ being the single-impurity resistance located on the wire axis.

Fig. 4. Impurity-limited resistance of (a) three and (b) four impurities at $T = 300 \text{ K}$ as a function of the maximum separation among impurities $\Delta_{\text{max}}$ as shown in (c), where the locations of impurities are schematically drawn. All impurities are located on the wire axis. The horizontal dotted lines show the uncorrelated values, $3R_{\text{single}}$ and $4R_{\text{single}}$, with $R_{\text{single}}$ being the single-impurity resistance located on the wire axis.

⁵ There exists a slight phase dependence due to the trigonometric function involved in $R_s(E)$ of Eq. (15), though Δ is fixed.
over the configurations of impurities nor energy dissipating scattering which randomizes the electron phase is included in the above analyses. In other word, the phase randomization is taking place even under the fully coherent circumstances under some particular impurity configuration. This is attributed to the self-average, as we shall discuss below.

3.2. Origin of self-average

The fact that the impurity-limited resistance of multiple impurities approaches the uncorrelated values at room temperature implies that the phase correlation among the impurities is somehow washed out as the impurity separation along the wire axis becomes large, namely, larger than some phase correlation length $\Delta_{\text{phase}}$.

We find that the physical origin of this phase randomization along the wire axis direction is closely related to the broadness of the energy spectrum of in-coming electrons from the reservoirs (source and drain). That is, $R_s$ is averaged by the in-coming electrons with many different kinetic energies (wavelengths) when the spectrum is broad (or equivalently, temperature of the reservoirs is high). Therefore, if the temperature is low enough such that the energy spectrum of the in-coming electrons is limited to a very narrow range around the Fermi energy of the reservoirs, the phase coherence would last much longer distances and $R_s$ deviates from the uncorrelated value even at large impurity separation. This is indeed confirmed from Fig. 3, in which the oscillation in $R_s$ at $T = 30$ K is sustained over the entire channel region.

Notice that this is also consistent with the arguments given by Kohn and Luttinger [11] for “self-average.” They claim that some averaging procedure, in addition to averaging over the impurity configurations, is necessary to lead to self-average the transport properties under coherent circumstances. In their cases, the density of states for the final states after impurity scattering plays that role because their consideration is restricted to the electron gas in bulk. In the present case, the final states after scattering are rather limited in quasi-1D nanowires and it is not strong enough to lead to self-averaging. Instead, the broadness of the energy spectrum of the in-coming electrons from the reservoirs is attributed to another averaging process.

However, as is clear from Fig. 4, the values of $R_s$ at large $\Delta_{\text{max}}$ for the cases of three and four impurities scatter to some extent around the uncorrelated values, contrary to the case of two impurities. This results from the fact that the transmission probability $T_s(E)$ is very close to zero at such large impurity separation ($\Delta_{\text{max}} \geq 10$ nm) and electrons hardly go through the channel region. As a result, $R_s$ is greatly affected by a tiny fluctuation in $T_s(E)$ and scatter around the uncorrelated value. We should notice that at room temperature, phonon scattering is always inevitable even in nano-scale channels [18,19]. Since its mean-free-path is around 10 nm, the phase coherence is almost always destroyed at such large impurity separation. Then, the ensemble-average over various impurity configurations comes into play in the cases of long channel nanowires. In other words, thanks to the energy dissipating scattering, the variations shown at large $\Delta_{\text{max}}$ in Fig. 4 would vanish due to averaging over various impurity configurations as the channel length increases. This is indeed true as we shall show below.

3.3. Self-average versus ensemble average

Here, we would like to stress the difference between the self-average and the ensemble average of transport properties. The former averaging is taking place in a single nanowire under some fixed impurity configuration, whereas in the case of ensemble average the average is taken literally over various impurity configurations.

In the present case, the phase correlation length $\Delta_{\text{phase}}$ where the constructive phase interference is significant is about 5 nm at room temperature, as seen in Figs. 3 and 4, and $\Delta_{\text{phase}}$ is much smaller than the channel length $L$ (~8–16 nm). Therefore, the phase correlation volume inside the nanowire is a fraction of the entire volume of the channel region. If one takes an ensemble average of the resistances over many nanowires where impurities are assumed to be distributed uniform, the ensemble average resistance becomes very close to the value of the uncorrelated resistance unless the scattering potential energy $\nu_s$ is extremely large. That is, the ensemble average resistance would be a simple sum of $R_{\text{single}}$, where $R_{\text{single}}$ is the ensemble average resistance of the single-impurity under the uniform impurity configurations. This is confirmed from Fig. 5, in which the ensemble average resistance of two impurities under various uniform impurity

---

**Fig. 5.** Ensemble average resistance of two impurities under uniform impurity distributions as a function of temperature of the reservoirs for three different scattering potential energies, $\nu_s = 50, 100, 200$ meV. $2R_{\text{single}}$ represents the uncorrelated limit, where $R_{\text{single}}$ is the ensemble average resistance of the single-impurity under uniform impurity configurations.

**Fig. 6.** Ensemble average resistances of three and four impurities at $T = 300$ K as a function of the maximum impurity separation $\Delta_{\text{max}}$. Impurities in between are placed on the wire axis at random by fixing the maximum separation $\Delta_{\text{max}}$ among impurities. $R_{\text{single}}$ represents the resistance of the single-impurity placed on the wire axis.
distributions is plotted as a function of temperature of the reservoirs for three different scattering potential energies, $v_C = 50$, 100, 200 meV. The uncorrelated average resistance, $2R_{\text{single}}$, is also shown. The deviation between the two results, the exact and the uncorrelated ones, is large when the coupling strength $v_C$ is large. However, as temperature increases, the deviation decreases even for $v_C = 200$ meV, which is close to the reality.

A similar scenario holds true even for the cases of three and four impurities: Fig. 6 shows the ensemble average resistance $R_e$ of three or four impurities placed on the wire axis as a function of the maximum impurity separation $\lambda_{\text{max}}$. The locations of the impurities in between are chosen at random with the fixed $\lambda_{\text{max}}$. Since all impurities are placed on the wire axis, the average values of $R_e$ are somewhat exaggerated. Nevertheless, the large variations at large $\lambda_{\text{max}}$ observed in Fig. 4 are greatly suppressed in both cases and the ensemble average resistance at room temperature becomes close to the uncorrelated value (within a factor of three or so). Hence, the classical Ohm’s law is recovered. This is also consistent with our finding from more elaborate NEGF simulations, in which the ensemble average resistance is indeed proportional to the number of impurities [16].

4. Conclusions

We have investigated the variability in the impurity-limited resistance due to localized impurities in quasi-1D nanowires from the viewpoint of the phase interference. We have clarified the physical origin of the “self-average” of resistances under quasi-1D nanowire structures: Averaging is dominantly taking place through the broadness of the energy spectrum of in-coming electrons from the reservoirs. However, another averaging process is also required to achieve the “self-average” of the resistance under long-channel nanowire structures, namely, the ensemble average over impurity configurations. Since the energy-dissipating phonon scattering is always involved at room temperature, it breaks the phase coherence among the multiple impurities at large impurity separations (around 10 nm or more). Then, in addition to the averaging over the in-coming electrons with broad energy spectrum, the ensemble average also comes into play to self-average the resistance of multiple impurities in long channel nanowires. Thanks to this energy-dissipating scattering, the variations of $R_e$ found at large impurity separation under fully coherent circumstances diminish. Then, the entire resistance becomes self-averaged and close to the uncorrelated value, namely, the series resistance of the single-impurity resistances. Hence, the classical Ohm’s law is recovered.

Acknowledgment

This work was supported in part by Ministry of Education, Science, Sports, and Culture under Grant-in- Aid for Scientific Research (B) (No. 15H03983).

References


Drain current local variability from linear to saturation region in 28 nm bulk NMOSFETs

T.A. Karatsori a,b,⇑, C.G. Theodorou a, S. Haendler c, C.A. Dimitriadis b, G. Ghibaudo a

a IMEP-LAHC, INPG – Minatec, 3 Parvis Louis Néel, CS 50257, 38016 Grenoble, France
b Department of Physics, Aristotle University of Thessaloniki, Thessaloniki 54124, Greece
c STMicroelectronics, BP16, 38921 Crolles, France

A R T I C L E   I N F O
Article history:
Available online 15 October 2016

Keywords:
Mismatch
Local variability
Threshold voltage
Gain factor
Source–drain series resistance
Modeling
28 nm bulk
CMOS

A B S T R A C T
In this work, we investigate the impact of the source–drain series resistance mismatch on the drain current variability in 28 nm bulk MOSFETs. For the first time, a mismatch model including the local fluctuations of the threshold voltage ($V_t$), the drain current gain factor ($\beta$) and the source–drain series resistance ($R_{SD}$) in both linear and saturation regions is presented. Furthermore, it is demonstrated that the influence of the source – drain series resistance mismatch is attenuated in the saturation region, due to the weaker sensitivity of the drain current variability on the series resistance variation. The experimental results were further verified by numerical simulations of the drain current characteristics with sensitivity analysis of the MOSFET parameters $V_t$, $\beta$ and $R_{SD}$.

1. Introduction

Usually, process variations within CMOS technologies are categorized into global and local variations. Concerning the global variations, the device parameters change smoothly all over the wafer. On the other hand, for local variability or mismatch, each MOS transistor is affected differently even from its close neighbor. Mismatch is by nature an uncorrelated stochastic process, which is increasing due to the scaling down of CMOS technology. As a result, a crucial issue in MOSFETs and especially in advanced nano-scaled devices is the study of drain current local variability, as it affects the performance of analog but also digital circuits like SRAM cells.

According to the first mismatch studies, the main sources of the drain current, $I_D$ mismatch are related to the local fluctuations of the threshold voltage, $V_t$ and the current gain factor, $\beta$ [1,2]. The source–drain (SD) series resistance mismatch and its impact on the drain current variability of FDSOI devices has been reported in recent works [3–5].

In this work, we study the SD series resistance mismatch on the drain current variability in bulk NMOS transistors processed with 28 nm Gate-first technology and extend for the first time the drain current local variability model in the saturation region as well.

2. Devices and experimental details

The devices measured in this work are bulk n-MOS transistors, issued from 28 nm planar CMOS technology with channel width ($W$) varying from 10 down to 0.08 $\mu$m and channel length ($L$) varying from 5 down to 0.03 $\mu$m. The devices were fabricated by ST Microelectronics in France and present also pocket implants. A sample of 70 pairs of identical MOS transistors (namely, MOS1 and MOS2), electrically independent with symmetric connections, spaced by the minimum allowed distance and laid out in an identical environment, was necessary for matching measurements. Drain current measurements in both linear ($V_D = 30$ mV) and saturation regions ($V_D = 1$ V) were performed with Agilent B1500 Semiconductor Device Analyzer. Fig. 1(a)–(d) present typical $I_D$–$V_G$ characteristics in both linear and saturation regions, illustrating the single device variability over full wafer for the nominal device.

As in nominal dimension devices, the drain current difference between two paired transistors might reach several decades, the drain current mismatch, $\Delta I_D/\bar{I}_D$, is no longer evaluated with a linear difference but using the log difference as [4].
The limitation of all above equations is that they are only valid in the linear operation regime. In the present work, we extended the drain current local variability model described in [4] in order to include the saturation region in the calculation of the drain current mismatch. Using again the sensitivity analysis as in Eq. (2) and making the assumption that $R_D = R_D^0 / 2$, we can calculate the partial derivative of $I_D$ with respect to $R_{SD}$ as,

$$\frac{1}{I_D} \frac{\partial I_D}{\partial R_{SD}} = g_m / 2 + g_d$$

where $g_d$ is the output conductance.

As a result, combining Eqs. (2) and (5), it is easy to show that the drain current local variability from weak to strong inversion in both linear and saturation regions can be described by,

$$\sigma^2 \left( \frac{\Delta I_D}{I_D} \right) = \left( \frac{g_m}{I_D} \right)^2 \cdot \sigma^2 (\Delta V_t) + (1 - \left( g_m / 2 + g_d \right) \cdot R_{SD})^2 \cdot, \sigma^2 (\Delta R_{SD})$$

Note that, as compared to Eq. (3) which is valid in the linear region, Eq. (6) is generalized by including also the saturation region as manifested by the transconductance contribution that may dominate the output conductance term for large drain voltage.

4. Results and discussion

4.1. Experimental results

Fig. 2(a) presents the drain current local variability of n-MOS paired transistors of the nominal geometry, measured in the linear region. Note that the drain current deviation below threshold voltage exceeds 2 decades, making essential the use of the logarithm in Eq. (1). The respective Y-parameter mismatch presented in Fig. 2(b) shows a similar trend.

Moreover, the drain current mismatch at high drain voltage is illustrated in Fig. 2(c) and (d) for a small and a large area device, respectively. As expected, according to Pelgrom’s Law, the drain current mismatch is significantly lower in large area devices.

![Fig. 1. Experimental $I_D(V_G)$ variability characteristics and their mean value in linear (a and c) and logarithmic scale (b and d) at low (a and b) and high (c and d) drain voltage of an ensemble of 70 bulk n-MOSFETs with channel width $W = 0.08 \mu m$ and channel length $L = 0.03 \mu m$.](image)

![Fig. 2. Typical $\Delta I_D/I_D(V_C)$ (a) and $\Delta Y/Y(V_C)$ (b) curves in linear region for n-MOS devices with $W = 0.08 \mu m$ and $L = 0.03 \mu m$. The corresponding $\Delta I_D/I_D(V_C)$ characteristics at saturation region for a small (c) but also for a large area device (d).](image)
In Fig. 3(a) and (b), the normalized standard deviation of the drain current mismatch, \( \sigma(\Delta I_d/I_d) \), is plotted as a function of the gate voltage, \( V_C \), for various geometries in the linear and saturation regions, respectively. Note that, at low drain voltage, there are clearly cases at strong inversion where an increase of \( \sigma(\Delta I_d/I_d) \) of the gate voltage, \( V_C \), is observed. This increase, which is not observed in all geometries, was attributed to SD series resistance variability in FDSOI devices [4]. Therefore, it appears that this phenomenon also exists in bulk devices. On the other hand, we observe that, for the same geometries, no such behavior is clearly observed in the saturation region (see Fig. 3(b)).

In order to verify our model, we used Eq. (6) to fit the experimental data with 3 fitting parameters, the threshold voltage mismatch, \( \sigma(\Delta V_t) \), the current gain factor mismatch, \( \sigma(\Delta \beta/\beta) \) and the SD mismatch, \( \sigma(\Delta R_{SD}) \), in all operation regions. The value of \( R_{SD} \) was extracted with the Y-function method using several gate lengths [6]. The results are displayed in Fig. 4(a) and (b). Concerning the saturation region, we extracted values for \( \sigma(\Delta V_t) \), \( \sigma(\Delta \beta/\beta) \) and \( \sigma(\Delta R_{SD}) \), which are consistent with those extracted in the linear region. As it is shown in Fig. 4(b), we achieved good agreement between experimental and model results. This indicates that the influence of \( \Delta R_{SD} \) can be significantly attenuated in the saturation region. This feature can be understood through the last term of Eq. (6) which relates the drain current sensitivity with \( \Delta R_{SD} \), indicating that \( I_D \) is at least twice less sensitive to \( R_{SD} \) in the saturation region, where \( g_d \) is almost equal to 0 (see Fig. 5). This observation is confirmed in Fig. 6(a) and (b), where the individual matching parameter \( i_{A_{\Delta \beta/\beta}}(V_C) \) (Eq. (7)) is presented for various geometries in the linear and saturation regions, respectively.

\[
i_{A_{\Delta \beta/\beta}} = \sigma(\Delta V_t) / \sqrt{W \cdot L} \tag{7}
\]

The plateau observed in Fig. 6 at low gate voltages nearly corresponds to the individual matching parameter \( i_{A_{\Delta \beta/\beta}} \) (Eq. (8)). Note that the abnormal behavior of \( i_{A_{\Delta \beta/\beta}}(V_C) \) observed at low gate voltages in long channel devices is due to the fact that the devices are pocket implanted [7].

\[
i_{A_{\Delta \beta/\beta}} = \sigma(\Delta V_t) / \sqrt{W \cdot L} \tag{8}
\]

As we can see in more detail in Fig. 7, \( \sigma(\Delta V_t) \) has almost the same value for both linear and saturation regions. The difference observed between the two regions at high \( V_C \) values is due to the \( \sigma(\Delta R_{SD}) \) difference, while the slight increase of \( i_{A_{\Delta \beta/\beta}} \) in strong inversion is due to \( \sigma(\Delta \beta/\beta) \). From Fig. 7, it is also clear that the parameter \( i_{A_{\Delta \beta/\beta}} \) is smaller at \( V_D = 1V \), since the impact of \( \Delta R_{SD} \) on the drain current variability is less in the saturation region (Eq. (6)).

Figs. 8 and 9 present the individual matching parameters \( i_{A_{\Delta \beta/\beta}} \) and \( i_{A_{\Delta \beta/\beta}} \), respectively, as a function of the gate length (Eqs. (8) and (9)).

\[
i_{A_{\Delta \beta/\beta}} = \sigma(\Delta \beta/\beta) \cdot \sqrt{W \cdot L} \tag{9}
\]

The values corresponding to the \( i_{A_{\Delta \beta/\beta}} \) parameter are ranging between 2 and 6.5 mV/\( \mu m \), in agreement with [8], increasing slightly with the gate length. Moreover, \( i_{A_{\Delta \beta/\beta}} \) ranges from 0.4 to 0.6%/\( \mu m \), verifying that our fitting with including the gain factor mismatch is correct. Last but not least, the standard deviation of the SD series resistance mismatch versus the channel width is presented in Fig. 10. As can be seen, the \( R_{SD} \) and the \( \sigma(\Delta R_{SD}) \) follow the same trend and more specifically their values decrease as the channel width increases. Furthermore, a dependence on the gate length is observed at fixed width. Finally, it was found that the normalized series resistance local variability, \( \sigma(\Delta R_{SD})/R_{SD} \), is of the order of 5–20%, which is similar to FDSOI technologies [4].

4.2. Simulation results

To further verify the findings presented above, we performed numerical simulations of drain current mismatch characteristics in both linear and saturation regions. In order to accurately reproduce the drain current local variability behavior, we used a MOSFET compact model based on Lambert W-function and recalled below [9].

\[
i_D(V_C, V_D) = \frac{W}{2} \int_{0}^{V_D} \frac{\mu_{eff}(V_C, U_C) \cdot Q_i(V_C, U_C) \cdot dU_C}{1 + \frac{W}{2} \int_{0}^{V_D} \frac{\mu_{eff}(V_C, U_C) \cdot dU_C}{R(V_C, U_C) \cdot dU_C}} \tag{10}
\]

where the inversion charge \( Q_i \) is given by,

\[
Q_i(V_C, U_C) = \frac{kT}{q} \ln \left( \frac{U_C - \phi_m}{\phi_m} \right) \tag{11}
\]

with \( U_i \) being the quasi Fermi potential along the channel, \( C_{ox} \) being the gate oxide capacitance, \( k \cdot T/q \) the thermal voltage, \( n \) the subthreshold ideality factor and \( \phi_m \) the saturation carrier velocity. The factor \( R \) is related to inversion capacitance and gate oxide capacitance as [9],

\[
R(V_C, U_C) = \frac{C_{inv}}{C_{inv} + C_{ox}} \tag{12}
\]

![Fig. 3. Normalized standard deviation of the drain current mismatch versus gate voltage, \( V_C \), for different geometries in linear (a) and saturation region (b).](image-url)
where $C_{inv}$ is the inversion charge capacitance. This factor allows to activate the saturation velocity effect in strong inversion ($R \approx 1$) and to cancel it in weak inversion ($R \approx 0$). The effective mobility $\mu_{eff}$ is related as usual to the inversion charge by the first order approximation,

$$\mu_{eff} = \mu_0 \left(1 + \frac{h_1}{C_0(Q_i/C_{ox})}\right), \quad (13)$$

where $\mu_0$ is the low field mobility and $h_1$ is the first order mobility attenuation coefficient.

**Fig. 4.** Experimental results (symbols) of $\sigma^2(\Delta I_d/I_d)$ versus gate voltage, $V_G$, for small and large area devices in linear (a) and saturation (b) region and Model (lines).

**Fig. 5.** Channel conductance, $g_d$, as a function of the gate voltage, $V_G$, in linear (solid line) and saturation region (dashed line) calculated from the nominal device ($W = 0.08 \, \mu m$ and $L = 0.03 \, \mu m$).

**Fig. 6.** Individual matching parameter, $iA_{Dg}$ versus gate voltage, $V_G$, extracted by experimental data in linear (a) and saturation region (b) for different geometries.

**Fig. 7.** Individual matching parameter, $iA_{Dg}$ versus gate voltage, $V_G$, in linear (black symbols) and saturation region (red symbols) for an n-MOS with $W = 1 \, \mu m$ and $L = 0.05 \, \mu m$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
The effect of the SD series resistance has then been taken into account through the gate and drain voltage drops as 

\[ V_G = V_{G0} - \left( R_{SD}/2 \right) I_D \] 

and 

\[ V_D = V_{D0} - R_{SD} \cdot I_D \]

where \( V_{G0} \) and \( V_{D0} \) are the intrinsic gate and drain to source voltages, respectively.

Then, based on the above MOSFET model, the standard deviation of the drain current variability has been calculated numerically using the sensitivity equation (2) for \( I_D \) with respect to \( V_t \), \( \beta \) and \( R_{SD} \) for any gate and drain voltage. Fig. 11 shows typical simulated variations of \( \sigma(I_D) / I_D \) with \( V_G \) in the linear and saturation regions. It confirms that the \( \Delta R_{SD} \) mismatch has a smaller impact on the drain current variability in the saturation region, thus verifying the experimental results behavior. This finding is also supported by the simulated individual matching parameter characteristics, \( i_{A_{SVG}}(V_C) \), which is also lower in saturation region (see Fig. 12).

5. Conclusions

The impact of the SD series resistance mismatch on the drain current variability has been investigated for 28 nm Bulk MOSFETs. A mismatch model that takes into consideration the \( R_{SD} \) local variability was developed and used to extract all mismatch parameters, including \( \sigma(AV_t) \), \( \sigma(\Delta/\beta) \) and \( \sigma(\Delta R_{SD}) \), in the linear and saturation regions. It has been demonstrated that the impact of \( R_{SD} \) on the drain current variability is reduced in the saturation region due to the lower drain current sensitivity from the series resistance variation. Finally, as in FDSOI devices, the SD series resistance mismatch, \( \sigma(\Delta R_{SD}) \), was found to scale down with gate width as \( R_{SD} \), and the normalized series resistance local variability parameter \( \sigma(\Delta R_{SD}) / R_{SD} \) takes similar values as in FDSOI, demonstrating very good access resistance control in bulk technology.
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Abstract

In this work, a benchmark for low-power digital applications of a III-V TFET technology platform against a conventional CMOS FinFET technology node is proposed. The analysis focuses on full-adder circuits, which are commonly identified as representative of the digital logic environment. 28T and 24T topologies, implemented in complementary-logic and transmission-gate logic, respectively, are investigated. Transient simulations are performed with a purpose-built test-bench on each single-bit full adder solution. The extracted delays and energy characteristics are post-processed and translated into figures-of-merit for multi-bit ripple-carry-adders. Trends related to the different full-adder implementations (for the same device technology platform) and to the different technology platforms (for the same full-adder topology) are presented and discussed.

1. Introduction

The sub-threshold swing (SS) represents the key device parameter to improve the energy efficiency of digital circuits. Among various device proposals for future low power applications, the tunnel field-effect-transistor (TFET) beat the conventional MOSFET and is considered as promising solution to achieve sub-60 mV/dec operation at 300 K in standard CMOS compatible processes [1–13]. Therefore, many efforts are being devoted to the fabrication of TFETs with high performance electrical characteristics [1–5]. In this context, full-quantum simulators [6–8] are widely used as modeling tools to guide the design of such innovative devices, whereas mixed device/circuit simulations are exploited for early analysis at circuit level [9–13]. A virtual III-V TFET technology platform has been recently proposed by Baravelli et al. based on 3D full-quantum simulations [7,8]. An early benchmark against a future CMOS FinFET platform [14,15], based on single device and inverter operation, has been shown [8]. In particular, since the full quantum modeling approach used in [8] does not allow to perform circuit simulations, the inverter operation and the related figures-of-merit (e.g. voltage transfer characteristics - VTC -, \( V_{OUT}/V_{IN} \) gain, intrinsic rise and fall times, etc.) have been estimated (i.e. considering the device drain current characteristics and assuming equivalent effective capacitive loads instead of the intrinsic device capacitance characteristics).

The purpose of the present paper is to extend such a benchmark, by considering various 24T and 28T full-adders (FA) blocks as vehicle circuits. Figures-of-merit such as delay and average energy per cycle are extracted and discussed for both TFET and CMOS FinFET implementations. The present paper is an extended version of the work presented at EUROSOI-ULIS 2016 Conference [13], where only preliminary results on the standard 28T full-adder topology were discussed.

2. Simulation methodology

Fig. 1 sketches the device structures considered in this work, which are: (1) the complementary square cross-section InAs/AlGaSb TFET nanowires proposed in [8]; (2) the 10-nm node CMOS FinFETs described in [14]. Our analysis uses a multi-scale simulation approach, ranging from device simulations to circuit simulations. As regards the TFETs, the TCAD simulator Sentaurus SDEVICE [16] has been calibrated to reproduce the full-quantum simulation of the AlGaSb/InAs hetero-structure [7,8]. At the circuit level, the look-up table (LUT) compact models implemented in Verilog-A enabled time-efficient simulations. As regards the CMOS FinFETs, we used the Predictive-Technology-Models of Multi-Gate transistors (PTM-MG) projected to the 10-nm node available at [15].
for the direct tunneling process ($A_{\text{path}, \text{dir}}$ and $B_{\text{path}, \text{dir}}$, see [16]) were nonlocal-path Band-to-Band Tunneling (BtBT) model parameters. The energy gap $E_G$ and the electron affinity ($\chi$) have been chosen so as to reproduce the same band alignment as in [7]. The dynamic nonlocal-path Band-to-Band Tunneling (BtBT) model parameters for the direct tunneling process ($A_{\text{path}, \text{dir}}$ and $B_{\text{path}, \text{dir}}$, see [16]) were also recalculated by using the effective masses from bulk GaSb and InAs [17]. Finally, the effective valence and conduction band density of states ($N_V$ and $N_C$) have been increased compared to the default value for bulk crystals to improve the matching of the I-V curves between TCAD and full-quantum results. The calibrated parameters are summarized in Table 1.

Fig. 2 shows the $I_{DS}$-$V_{GS}$ transfer-characteristics of p-type and n-type AlGaSb/InAs TFET nanowires. Due to quantum confinement in the $7 \times 7$ nm$^2$ square cross-section of the nanowire, the default setup of the TCAD model parameters is not adequate. Thus, the energy gap $E_G$ and the electron affinity $\chi$ have been chosen so as to reproduce the same band alignment as in [7]. The dynamic nonlocal-path Band-to-Band Tunneling (BtBT) model parameters for the direct tunneling process ($A_{\text{path}, \text{dir}}$ and $B_{\text{path}, \text{dir}}$, see [16]) were also recalculated by using the effective masses from bulk GaSb and InAs [17]. Finally, the effective valence and conduction band density of states ($N_V$ and $N_C$) have been increased compared to the default value for bulk crystals to improve the matching of the I-V curves between TCAD and full-quantum results. The calibrated parameters are summarized in Table 1.

### 2.1. Devices and calibration of TFET models

The III-V TFET technology platform consists of n-type and p-type AlGaSb/InAs TFET nanowires. It has been shown that TFETs have uni-directional $I_{DS}-V_{DS}$ characteristics and thus source and drain terminals cannot be exchanged as in conventional MOSFETs. The source and drain terminals cannot be exchanged as in conventional MOSFETs. The TFETs feature a delayed turn-on behavior (superlinear $I_{DS}-V_{DS}$) [18], but also a better saturation than FinFETs at $|V_{DS}|$ above 300 mV.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>AlGaSb/InAsSb</th>
<th>InAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band-gap parameters (including quantization effects)</td>
<td>1.04</td>
<td>0.59</td>
</tr>
<tr>
<td>Energy gap $E_G$ (eV)</td>
<td>4.01</td>
<td>4.9</td>
</tr>
<tr>
<td>Electron affinity $\chi$ (eV)</td>
<td>1.51 $10^{20}$</td>
<td>1.44 $10^{20}$</td>
</tr>
<tr>
<td>$A_{\text{path}}$ (cm$^{-3}$ s$^{-1}$)</td>
<td>9.54 $10^{10}$</td>
<td>2.94 $10^{10}$</td>
</tr>
<tr>
<td>Effective conduction and valence band density of states</td>
<td>1.26 $10^{19}$</td>
<td>5.22 $10^{17}$</td>
</tr>
<tr>
<td>$N_V$ (cm$^{-3}$)</td>
<td>1.8 $10^{19}$</td>
<td>6.6 $10^{18}$</td>
</tr>
</tbody>
</table>

### 2.2. Circuit simulations

TFETs have uni-directional $I_{DS}-V_{DS}$ characteristics and thus source and drain terminals cannot be exchanged as in conventional MOSFETs. The source is thus marked in the TFET symbol, see Fig. 4a. For circuit simulations we employ a Verilog-A model (sketched in Fig. 4b) implemented within the Cadence environment. LUTs including the drain current $I_{DS}$, the gate-to-source capacitance $C_{gs}$ and the gate-to-drain capacitance $C_{gd}$ were set up.

**Table 1**

Calibrated parameters used in the TCAD simulations of the AlGaSb/InAs TFET templates.

**Fig. 2.** Transfer-characteristics ($I_{DS}$-$V_{GS}$) at $|V_{ds}|$ = 400 mV for the transistors simulated in this work. Off-currents are matched at 35 pA at $|V_{ds}|$ = 400 mV and $V_{gs} = 0$ V.

**Fig. 3.** Output-characteristics ($I_{DS}$-$V_{DS}$) at $|V_{gs}|$ = 350 mV for the transistors simulated in this work.

**Fig. 4.** (a) n-type and p-type TFET symbols definition. (b) Sketch of the Verilog-A model based on the look-up tables with the values of $I_{ds}$, $C_{gs}$, and $C_{gd}$ as a function of $V_{ds}$ and $V_{gs}$.
using the TCAD, by simulating the device at bias points in the $V_{GS}$ and $V_{DS}$ range (between $-800$ mV and $800$ mV, with $10$ mV voltage step).

As an example of circuit simulation with the proposed approach, we consider a self-loading inverter, that is an inverter loaded by an identical inverter (Fig. 5a). This condition has been already studied in [8], by assuming an equivalent constant load capacitance representative of both the input capacitance $C_{in}$ of the loading inverter and of the Miller capacitance due to the device $C_{gd}$ of the driving inverter itself. Differently from [8], however, here we simulate the inverter by taking into account the actual bias dependence of the device capacitances, i.e. by employing current and capacitance LUTs for all the devices, as sketched in Fig. 5a. Fig. 5b and c show the simulated voltage signals for both the rise and fall transitions of the output voltage, respectively. As explained in [13], since we consider the Miller capacitances as bias-dependent capacitors connected between input and output and not only as an effective load, the simulated output waveforms show a plateau as well as a voltage undershoot, which are peculiar behaviors due to the input-to-output capacitive coupling. These features were not included in the simplified estimation of [8], thus resulting in an underestimation of the rise and fall times [13].

3. Benchmark of TFETs vs FinFETs considering full-adders

In this section, the vehicle circuits used for the benchmark are presented along with the benchmarking protocol. Then, the simulation results are presented and discussed.

3.1. Full-adder topologies

The transistor level designs of the full-adder topologies are reported in Fig. 6 (TFET implementations only). We consider the standard and the mirror implementations with 28 transistors (Fig. 6a and b, respectively), and the transmission-gate implementation with driving capacitance (24T-tgd in the following), that is with inverter stages acting as output buffers, implemented with 24 transistors (Fig. 6c). Concerning the 24T-tgd, due to the unidirectional conduction of TFETs, the correct operation of the adder is ensured only if the n- and p-type TFETs implementing the transmission-gates are properly connected. In particular, the circuit scheme is such that the nTFET and the pTFET of each transmission-gate has the source (drain) connected toward the input (output) pin. In fact, although both devices are active during the transmission phase (i.e. when $V_{VGS,TFET} = V_{DD}$ and $V_{VGS,TFET} = 0$), only the n-type (p-type) device is efficient in transmitting the ‘0’ (‘1’) logic value. Thanks to this arrangement of the transistors, the nTFET transmits the logic ‘0’ by allowing the current to flow in the direction opposite to the data flow (i.e. from outputs toward inputs), whereas the pTFET permits the transmission of the logic ‘1’ (with the current flowing in the same direction as the data flow). In case of bidirectional transistors (as for FinFETs) there is no need to take care of the device orientation due to symmetric drain/source terminals.

Although other full-adder implementations are possible [19,20], they will not be considered here because they are amenable to operate in the ultra-low voltage regime (e.g. the transmission-gate topology without output buffers) which is the focus of the present paper.

3.2. Test bench and simulation protocol

The block diagram in Fig. 7 has been conceived as a general test-bench for the simulation of full-adders under normal operating conditions. In fact, the block under test (central box) is placed in a framework including realistic driving and loading blocks. The $A_{wfm}$, $B_{wfm}$ and $C_{wfm}$ signals consist of random binary waveforms with a length of 100 bits, where each bit is held for a bit-time ($T_{bit}$) of 100 ns. This relatively relaxed timing condition has been chosen in order to allow the circuit to operate down to ultra-low $V_{DD}$ values.

For each transition of the sum waveform $S_{wfm}$ the related delay is computed, taking as a reference the specific input signal that triggers the transition (i.e. the latest signal to switch among $A_{wfm}$, $B_{wfm}$ and $C_{wfm}$). The delay of the carry out signal $Co$ is calculated for different cases: propagation of ‘1’ or ‘0’ ($P1$ and $P0$), generate carry (G), delete carry (D). In the “propagate” mode (i.e. when $A \neq B$), $Co_{wfm}$ follows $C_{wfm}$. In the “generate” and “delete” modes (i.e. when $A = B$), we have $Co = A = B$, regardless of the value assumed by $C$. Thus, for each transition of $Co$, the delay is computed taking as a reference either $C$ (when the $Co$ transition takes place in the “propagate” mode) or the latest signal to flip between $A$ and $B$ (“generate” or “delete” modes). Although it is possible to define various delay metrics as discussed above, we will here consider the propagation delay ($t_{propagation}$). This corresponds to the worst case delay between $Co(P1)$ and $Co(P0)$ and it is the bottleneck for a multi-bit full-adder implemented as a Ripple-Carry-Adder (RCA) [20], where the theoretical minimum clock period $T_{CLK}$ is given approximately by $N \times t_{propagation}$, with $N$ being the length of the bit words.

The total energy is calculated by integrating the product $V_{DD} \times i_{wfm}$ over the simulation time, being $i_{wfm}$ the waveform of the overall current flowing through the full-adder under test. This is then normalized to extract the average energy per bit cycle.
(i.e. per $T_{\text{bit}} = 100$ ns in this case) as $E_{\text{tot}}(i/T_{\text{Sim}}=100\text{ns})/T_{\text{bit}} = 100$ ns per bit cycle, where $T_{\text{Sim}}$ is the overall simulation time ($T_{\text{Sim}} = 100\mu s$). At the same time, the steady state current is sampled at the end of each cycle ($I_{\text{DD,DC}}(i)$) in order to calculate the average static power as $P_{\text{Stat,avg}} = \frac{V_{DD}}{100} \sum_{i=1}^{100} I_{\text{DD,DC}}(i)$ and the static energy as $E_{\text{Stat}}(i/T_{\text{Sim}}=100\text{ns})/T_{\text{bit}} = P_{\text{Stat,avg}} \cdot T_{\text{bit}}$. Consequently, the average dynamic energy ($E_{\text{Dyn}}$ per bit cycle) can be also extracted, as the difference between the overall energy per cycle and the average static energy per cycle (note that the dynamic energy is essentially independent on $T_{\text{Sim}}$).

In order to evaluate the minimum energy per clock cycle needed by a 32-bit RCA for various $V_{DD}$ values, results extracted from such single-bit blocks were post-processed and translated
A clock period $T_{CLK}$ equal to the minimum time that ensures a correct functioning is assumed. $T_{CLK}$ is estimated as $\gamma N t_{propagation}$ for each $V_{DD}$, where $\gamma$ is a correction factor to accommodate the worst case propagation delay, and $N$ is the number of bits of the input operands (in this study: $\gamma = 2$, $N = 32$). Then, for each $V_{DD}$, besides weighting the dynamic energy and the static power to the 32 blocks of the 32-bit RCAs ($E_{Dyn,RCA}^{32bit} = 32 E_{Dyn,FA}^{32bit}$ and $E_{Stat,RCA}^{32bit} = 32 E_{Stat,avg}^{32bit}$ respectively), the average static power is multiplied by the minimum $T_{CLK}$ (instead of the fixed $T_{bit}$ of 100 ns used for the simulations) to obtain the corresponding static energy ($E_{Stat} = E_{Stat,avg}^{32bit} T_{CLK}$).

### 4. Results

Fig. 8 reports the propagation delays of all the considered full-adder blocks. For the same technology platform, the 28T mirror implementation turned out to be the fastest, whereas the 24T-tgd is the slowest (see insets in linear scale). However, irrespective of the particular circuit implementation, the TFET-based circuits show less performance degradation when scaling $V_{DD}$ compared to FinFETs; this allows the TFET solutions to become faster than their FinFET counterparts for $V_{DD}$ below $\sim 350$ mV. Beside the trivial consequence that TFET circuits can operate at a higher clock frequency for such reduced $V_{DD}$, the smaller performance degradation with $V_{DD}$ scaling with respect to FinFETs has also implications from the energy point of view.

Fig. 9 reports the estimated static, dynamic and total energy per cycle for 32-bit RCAs (each corresponding to 32 blocks of the topologies in Fig. 6, with either TFETs or FinFETs). The static energy in Fig. 9a follows qualitatively the same trends as the $t_{propagation}$ in Fig. 8 (aside from its further dependence on $V_{DD}$); in fact the increase of $T_{CLK}$ with the $V_{DD}$ scaling is much more pronounced than the linear dependence of $E_{Stat}$ on $V_{DD}$. For both the TFET and FinFET technologies, the 24T-tgd solution features slightly larger static energy consumption than the 28T implementations, despite the reduced number of transistors. A systematic analysis of the leakage paths suggests the following explanation for this finding: for certain input conditions (e.g. $(A,B,C) = (0,0,0)$), in the 24T-tgd adders there is a larger number of off-state transistors which are biased with $V_{DS} = V_{DD}$, whereas in the 28T implementation the $V_{DS}$ is smaller because of the voltage partitioning between off-state transistors in series thanks to the staking effect [21].

Looking at the dynamic energy components (Fig. 9b), the 24T solutions feature slightly lower active energy consumption per cycle, due to reduced effective load capacitance of the circuit.

The total energy per cycle for all the considered 32-bit RCAs is reported in Fig. 9c. For both technology platforms, the RCAs implemented with 32 24T-tgd blocks feature, compared to the RCAs implemented with 32 28T blocks, a slight energy saving at large $V_{DD}$ (i.e. where the dynamic energy dominates) but also a slight energy penalty at reduced $V_{DD}$ (i.e. where the static energy dominates). It should be noticed that, irrespective of the selected circuit topology, the minimum energy point (MEP) for all the FinFET implementations is close to 1000 aJ/cycle for a $V_{DD}$ close to 250 mV, whereas for the TFET implementations it is about 140 aJ/cycle for a smaller $V_{DD}$ close to 150 mV.

These results indicate that, from an energy efficiency point of view, using steep slope devices is more efficient than changing the circuit architecture.
5. Conclusions

A III-V TFET technology platform has been benchmarked against the predictive models for the 10 nm node CMOS FinFETs, considering three topologies of full-adder as test circuits. The propagation delay has been selected as the main performance figure-of-merit for single-bit full-adders. Irrespective of the particular circuit topology, full-adders implemented with TFETs are faster than the corresponding solutions implemented with FinFET technology for $V_{DD}$ below 350 mV. Considering 32-bit ripple carry adders implemented with a chain of 32 single-bit full-adder blocks, the TFET circuits allow energy saving at any $V_{DD}$ in the considered range; in particular, the minimum energy per cycle of each TFET implementation is $\sim$140 aJ/cycle (at $V_{DD} = 150$ mV), well below the minimum energy point of $\sim$1000 aJ/cycle values for the FinFET implementations (at $V_{DD} = 250$ mV). The difference in performance and energy produced by the circuit topology is practically negligible compared to the differences corresponding to that due to the transistor technology.
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Abstract

In this work the Line-TFET performance is compared with MOSFET and Point-TFET devices, with different architectures (FinFET and GAA; Gate-All-Around) at both room and high temperatures. This analysis is based on the experimental basic analog parameters such as transconductance ($g_m$), output conductance ($g_D$) and intrinsic voltage gain ($A_V$). Although the Line-TFETs present worse $A_V$ than the point-TFETs, when they are compared with MOSFET technology, the line-TFET shows a much better intrinsic voltage gain than both MOSFET architectures (FinFET and GAA). Besides the $A_V$, the highest on-state current was obtained for Line-TFETs when compared with other two TFET architectures, which leads to a good compromise for analog application.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Tunnel-FETs have been proposed by the international community as an alternative for MOSFETs, when focusing on extremely small technology nodes, due to their high switching capability [1] that allows to improve the energy efficiency of switches. However, as the low on-current is a problem of homo-junction TFETs, several works report research on different materials and different geometries aiming to reach a smaller subthreshold swing and an on-current improvement [2,3].

A planar Line-TFET is an alternative structure that increases the electric field at the source-pocket junction and consequently improves the on-current and reduces the subthreshold swing when compared with the point-TFET silicon devices [4–6].

Although the main focus of the tunnel-FET is the digital switch, some recent work has also pointed out the great potential of these devices for analog applications [7–10].

In this work the planar heterojunction Line-nTFET is experimentally analyzed through the basic analog parameters, focusing mainly on intrinsic voltage gain. A comparison of the intrinsic voltage gain of Line-TFETs with devices with different architectures like FinFET (MOSFET and TFETs) [7] and Gate-all-around (MOSFET and TFET) [11] is also performed, for temperatures ranging from room up to 150 °C. For vertical GAA-TFETs, different source compositions (Si and Si0.73Ge0.27) will be also considered.

2. Device characteristics

The studied Line-nTFETs are Si/SiGe heterojunction devices fabricated on silicon-on-insulator wafers at imec/Belgium. The p-type Si0.55Ge0.45 source extends under the gate and a thin intrinsic silicon pocket layer (~5 nm) is on top. The source and the drain regions are separated by a nominally undoped Si channel.

The gate stack is composed by a 1 nm interfacial SiO2 layer followed by 1.8 nm of HfO2, 2 nm of TiN and p-doped amorphous silicon. The channel width (W) ranges from 110 nm to 200 nm and two different gate lengths (L) (1 µm and 130 nm) were evaluated.

Fig. 1 presents a schematic structure of a Line-TFET and more details on this structure/fabrication can be found in [6].

3. Analysis and discussion

Since the source of Line-TFETs extends under the gate region, this architecture promotes tunneling in the same electric field direction, which is more efficient than the conventional point-tunneling. Besides, the position of the tunneling source/channel
junction makes the total tunneling proportional to the $L \times W$ dimensions.

Fig. 2 presents the transfer characteristic normalized by the channel width of a single Line-TFET for different drain bias (A) and for point-TFETs with different source composition (B) as a function of gate voltage. From Fig. 2, it is possible to observe that Line-TFETs (2A) reaches a higher on-state current than point-TFETs (2B), considering the same channel width. This ON-current improvement, promoted by the Line-TFET structure, is a result of the alignment of the electric field with the tunneling direction that in turns, results in a strong energy band bending, increasing the band-to-band current. It is also possible to observe from the Line-TFET transfer characteristics (Fig. 2A) that the smaller the drain bias ($V_{DS}$), the steeper the drain current ($I_{DS}$) in the sub-threshold region due to the off current reduction. The SS improvement becomes even more pronounced with increasing gate length and consequently the tunneling area as reported in [6].

Besides the high on state current, when the output characteristic is evaluated (Fig. 3), the line-TFET also presents a good plateau in the saturation like region, showing to be a promising device for
analog applications, as was already reported for point-TFETs [7,8]. However, at low gate bias, it is clear that the saturation like region does not present a plateau, i.e., the output characteristic is degraded and becomes inappropriate for this kind of application. Since the drain current level changes several orders of magnitude with the gate bias increase, the drain current was also plotted in a linear scale (inset), in order to better observe the plateau region, confirming the aforementioned.

Considering that the intrinsic voltage gain \( (A_V) \) is one of the most important figures of merit for analog applications and it can be calculated by the transconductance \( (g_m) \) over output conductance \( (g_D) \) ratio, these parameters were evaluated for different bias, channel lengths and channel widths, aiming to optimize the Line-TFET \( A_V \) performance.

The \( g_m \) and \( g_D \) analysis were performed for different channel lengths and different channel widths in order to select the best combination of the transistor dimensions to optimize the \( A_V \) value as can be seen in Fig. 4.

From Fig. 4A, it is possible to notice that although \( g_m \) increases with the gate bias due to the higher overlap between bands, similarly as occurs for point-TFETs, when the comparison between line and point TFETs focus on the \( g_m \) dependence with channel length, the line-TFETs presents a direct dependence on \( L \), while point devices usually are independent on it. The higher \( g_m \) for longer channel length occurs due to the larger tunneling junction area underneath the gate as shown in Fig. 4 (source/Si pocket).

![Fig. 4. Transconductance (Left/Bottom axis) and output conductance (Right/Top axis) for different channel lengths (A) and for different channel widths as a function of \( V_{DS} \) (B).](image)

However, evaluating the \( g_D \) values, a smaller gate length dependence is observed. Besides this, as \( V_{DS} \) increases, the TFET devices operate more in the “saturation like” region, resulting in a better (smaller) \( g_D \).

The dependence of these two parameters \( (g_D \) and \( g_m) \) on channel width \( (W) \) were also evaluated for high \( V_{GS} \) (1.5 V) as a function of drain bias (Fig. 4B). Although the drain bias does almost not affect the transconductance, it increases with the channel width, as expected, due to the junction area increase. Focusing on output conductance \( (g_D) \), it was observed that it depends on both the drain bias and the channel width, but in the opposite way. While the higher drain bias contributes to the \( g_D \) improvement (the TFET operates more in the “saturation like” region), the drain current increases with channel width resulting in a \( g_D \) degradation (increase).

Keeping in mind that the transconductance presented a significant improvement for longer channel device, while the variation on output conductance is not so important, the obtained intrinsic voltage gain \( (A_V) \) for longer devices was higher than the shorter one. Fig. 5 shows the experimental \( A_V \) for long line-TFETs \( (L = 1 \mu m) \) with different channel widths operating at different drain bias. From Fig. 5 it is possible to observe that the output characteristic improvement associated with a \( V_{DS} \) increase leads to an optimization of the bias operation point for the analog performance of all Line-TFETs. However, when the channel width \( (W) \) was evaluated, the response of a transistor with \( W \) of 130 nm, shows a reduction of two times on transconductance and a strong reduction on \( g_D \) compared with their counterpart with \( W = 200 \) nm, that in turns, results in a best \( A_V \) value for devices with \( W = 130 \) nm and \( L = 1 \mu m \).

Since the line-TFET with \( W = 130 \) nm and \( L = 1 \mu m \) shows to be slightly better and the best bias condition was defined above for the line-TFET architecture and it was already performed for TFET-FinFET and GAA-FinFET architectures in [7,8], respectively, from now on, their analog performance is compared among these three different architectures. Besides this analysis, a comparison of this planar Line-TFET was also performed for different technologies (MOS and TFET).

The first comparison, shown in Fig. 6, is focused on \( g_m \) and \( g_D \) of these three different architectures. Comparing the TFETs fabricated in a planar (line) and FinFET structure (Fig. 6A) it is possible to see that both transconductance and output conductance obtained for planar devices are very high because the line TFETs becomes to be dominated by the earlier start of the Band-to-band tunneling phenomena. However, considering the vertical GAA structure
(Fig. 6B), only the transconductance stands out due to its improvement.

Making the analog evaluation for different temperatures (from room to 150 °C), the \( A_V \) performance among the planar Line-TFET and transistors fabricated with the FinFET structure (tunnel-FET and MOSFET), shows a smaller \( A_V \) for Line-TFETs than for the TFET with the FinFET structure (Fig. 7). It occurs because line-TFETs are more dependent of BTBT and as a consequence a higher \( g_D \) was obtained.

However, when line-TFETs are compared with the conventional FinFETs (MOSFET technology), the \( A_V \) of Line-TFETs is at least 30 dB higher for all temperatures because the BTBT tunneling current is less dependent of \( V_{ds} \) than the drift current.

Considering the gate-all around transistors, like nanowire devices, it is well known that for smaller diameter, the coupling between gate and channel is higher, resulting in a predominance of BTBT rate along all the source/channel junction area [13]. As a consequence it can be obtained a better subthreshold swing behavior, higher gm and consequently higher transistor efficiency (gm/\( l_{bd} \)) at weak conduction regime as reported by [14], which increases the intrinsic voltage gain increases only in this operation region. However, transistors with higher diameter is more TAT dependent (less BTBT dependence), which degrades the weak inversion, but it is less drain voltage dependent, resulting in a better output conductance. Early voltage and consequently the intrinsic voltage gain at strong conduction as already reported in [7,8].

Focusing on the performance of intrinsic voltage gain in the strong conduction regime, the same analog comparison was performed, but now considering Line-TFETs and vertical GAA structures (Si-MOSFETs and TFETs with Si and Si\(_{0.73}\)Ge\(_{0.27}\) sources) as can be seen in Fig. 8. Since the line-TFETs reaches a higher BTBT current while GAA structures are more TAT dependent, the GAA-TFETs present higher \( A_V \) values than the Line TFETs, independent on the source composition.

However when the Line-TFET is compared with a GAA MOSFET, the Line TFET seems to be better again. Although Line-TFETs do not reach \( A_V \) values as high as for GAA-TFETs and Fin-TFETs, when a high on-state current is required, the planar Line-TFET can be considered as an alternative, since it reaches on-state currents much higher than the other TFET structures studied in this paper.

4. Conclusion

This paper presents an analysis of the intrinsic voltage gain of Line-TFETs and makes a comparison with devices fabricated with vertical GAA and FinFET structures for both TFET and MOSFET technologies. The results show that this planar line-TFET architecture does not present the highest \( A_V \) values when compared with the two other vertical TFET architectures (FinFET-TFET and GAA-TFET), however it reaches a very high on-state current, which till now was a road block for another TFET structures. Therefore it is possible to conclude that Line-TFETs can be a good alternative to replace MOSFETs since it reaches the highest on-state currents and a better intrinsic voltage gain than the advanced MOSFET architectures (at least 30 dB higher than FinFETs and 10 dB higher when compared with GAA-MOSFETs).
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ABSTRACT

The most extensive research of scaled electronic devices involves the inclusion of quantum effects in the transport direction as transistor dimensions approach nanometer scales. Moreover, it is necessary to study how these mechanisms affect different transistor architectures to determine which one can be the best candidate to implement future nodes. This work implements Source-to-Drain Tunneling mechanism (S/D tunneling) in a Multi-Subband Ensemble Monte Carlo (MS-EMC) simulator showing the modification in the distribution of the electrons in the subbands, and, consequently, in the potential profile due to different confinement direction between DGSOIs and FinFETs.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The study of alternative technical approaches for electronic devices is necessary to fulfill the requirements of power consumption, delay time and scalability demanded by ITRS [1]. Currently, there are two main work trends on the simulation of semiconductor processes and devices. The first one is the study of quantum effects in the nanometric dimensions of the conventional devices. The second one is mainly focused on novel engineering solutions to create improved device architectures.

The inclusion of quantum effects in the transport direction is mandatory when the dimensions of the electronic devices are reduced. In particular, Source-to-Drain tunneling (S/D tunneling) allows electrons to go through the potential barrier instead of rebound from it. When this quantum effect is taken into account, the height of the potential barrier is modified increasing the subthreshold current. Moreover, this phenomenon introduces noise because the number of affected electrons has a random nature. A ballistic non-equilibrium Green’s Function (NEGF) approach has demonstrated that S/D tunneling is a scaling limit due to the reasons mentioned above [2]. In addition, it will distort the MOSFET operation at transistor channel lengths around 3 nm [3]. This phenomenon is of special interest when the operation regime is near-threshold because the leakage current increases and $V_{th}$ decreases [4].

At the same time, different technological architectures are proposed to overcome the limitations of conventional planar devices [5,6]. For this reason, new transistor architectures based on multiple gates [7] are replacing standard technology as a way to keep short channel effects (SCEs) under control. Furthermore, the increased electrostatic confinement provided by multiple gates relaxes the manufacturing constraints in comparison to conventional planar devices. For example, a channel thickness ($T_{Si}$) is required to be one fourth of the channel length to guarantee acceptable short-channel effects in SOI technology. However, extremely thinner $T_{Si}$ can represent a critical parameter in the fabrication of electronic devices as they are scaling down. This critical $T_{Si}$ of a double gate transistor is approximately twice as wide as $T_{Si}$ of a single-gate device with the same short-channel properties. It therefore alleviates the fabrication problem. If we consider a double gate device, these gates can be oriented horizontally, Double-Gate Silicon-On-Insulator (DGSOIs), or vertically, FinFETs. Ideally, both channels are activated simultaneously and feature identical characteristics. The gates are parallel to the standard wafer orientation for DGSOIs whereas they are perpendicular in FinFETs as depicted in Fig. 1. It should be highlighted that the FinFET is a 3D structure whereas our MS-EMC simulator makes use of a 2D description. However, it was demonstrated that FinFETs with a big enough aspect ratio show similar behavior in all transport regimes when 2DMS-EMC, which consider infinite fin height, and other 3D codes are used [8].

This work presents a meticulous comparison between DGSOIs and FinFETs by means of a Multi-Subband Ensemble Monte Carlo (MS-EMC) simulator when S/D tunneling mechanism is taken into account. It will be shown the influence of the orientation on the S/D tunneling and, consequently, on the device characteristics.

The outline of this work is as follows. Section 2 gives an overview of the code developed to carry out our research, where the
starting point simulation frame and the S/D tunneling algorithm are accurately described. Subsequently, the results and discussions are summarized in Section 3. Finally, the conclusions of this paper are summed up in Section 4.

2. Simulation set-up

Our MS-EMC simulator is based on the mode-space approach of quantum transport [9]. The device structure is divided into slices along the confinement direction where the 1D Schrödinger equation is solved, whereas the 2D Boltzmann Transport Equation (BTE) is solved in the transport plane as depicted in Fig. 1. Both equations are coupled to the 2D Poisson equation to keep the self-consistency of the solution. This simulator has already demonstrated its capabilities studying different advanced nanodevices [10–13]. The main advantage of this tool against NEGF approach is the reasonable computational time when scattering mechanisms and quantum effects on the ultrascaled devices are taken into account.

In addition, the fundamentals of the free-flight technique of an electron used in Monte Carlo algorithms are based on the stochastic and ergodicity processes. It calculates the positions of each electron in the transport direction after a random flight time which finishes because of the random choice of a scattering event. After each flight, the new position and transport properties of the electrons are calculated. Depending on the carrier location and energy, our algorithm estimates the probability of undergoing a tunnel process. For this reason, another advantage of the MS-EMC simulator is the ability to switch on and off the tunneling process as it is included in a separate routine after each iteration.

The model employed here to include the S/D tunneling is an extension of the non-local band-to-band tunneling (BTBT) algorithm [14]. In that work, the same classical path and tunneling probability were considered, whereas the starting and ending point in the tunneling path belong to Valence and Conduction Band, respectively. The main advantage of this method is that, once it has been implemented in the simulator, it is possible to extend it from the study of BTBT to that of S/D tunneling because the description of both mechanisms is based on the same assumptions.

In this work, the performance of DGSOI and FinFET devices is analyzed when S/D tunneling is included in order to determine its impact. The considered confinement direction of these devices on standard wafers changes between (100) for planar DGSOIs and (011) for vertical FinFETs, and \( h_{011} \) for the transport direction as depicted in Fig. 1. The differences in the confinement direction modify the electron distribution in the subbands, and, consequently, the potential profile. The carrier transport effective mass is also modified [15]. Table 1 summarizes the masses of each device and Table 2 shows their numerical values. Where \( m_l = 0.916m_0 \) and \( m_t = 0.198m_0 \) are the longitudinal and transversal effective masses in silicon, respectively, \( m_0 \) is the electron free-mass, \( m_t \) is the transport mass, \( m_c \) is the confinement mass, and \( \Delta_2 \) and \( \Delta_4 \) represent the degeneration factors of each valley. Moreover, the lower energy subband changes from \( \Delta_2 \) in DGSOI to \( \Delta_4 \) in FinFET.

These devices have been parametrized for gate lengths ranging from 5 nm to 20 nm. The rest of the technological parameters remains constant, channel thickness \( T_{Si} = 3 \) nm, gate oxide with Equivalent Oxide Thickness EOT = 1 nm and metal gate work function of 4.385 eV.

The position and energy of each electron are calculated after each free-flight as described above. In a semiclassical approximation, if the total energy of this electron is lower than the potential profile.

![Fig. 1. DGSOI and FinFET structures analyzed in this work. 1D Schrödinger equation is solved for each grid point in the transport direction and BTE is solved by the MC method in the transport plane.](image-url)
barrier at this position, the electron must undergo a backscattering. When S/D tunneling is taken into account, there is a probability for the electron to go through the barrier. There are two steps to determine that probability at a specific energy.

Firstly, the tunneling probability of the electron $T_{dt}$ is calculated using the WKB approximation \[16\]:

$$T_{dt}(E) = \exp \left\{ -\frac{2}{\hbar} \int_a^b \sqrt{2m_e(E_i(x) - E)} \, dx \right\} \tag{1}$$

where $a$ and $b$ are the starting and ending points, $E$ and $m_e$ are the energy and transport effective masses of the electron, respectively, and $E_i(x)$ the energy of the $i$-th subband. This approximation has already been used to study this phenomenon in other electron devices \[17\]. Our MSB-EMC simulator offers a detailed description of the subband structure. Consequently, $T_{dt}$ has been calculated for each electron keeping in mind the minimum energy of its subband instead of the Conduction Band \[18\].

In that point, several assumptions have been considered after each integration step to enhance the calculation of $T_{dt}$ and to reduce the computational effort. The exact starting and ending points in the tunneling path are calculated to evaluate $T_{dt}$. In addition, a maximum tunneling rejection length is also introduced ($L_{\text{max}}$). If the tunneling length of an electron from the starting point to a specific integration step is higher than $L_{\text{max}}$, the calculation of $T_{dt}$ is stopped.

Table 2

<table>
<thead>
<tr>
<th>Device</th>
<th>Valley</th>
<th>$m_x$</th>
<th>$m_y$</th>
<th>$m_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGSOI</td>
<td>$\Delta_2$</td>
<td>0.198</td>
<td>0.198</td>
<td>0.916</td>
</tr>
<tr>
<td>(100)(011)</td>
<td>$\Delta_4$</td>
<td>0.326</td>
<td>0.557</td>
<td>0.198</td>
</tr>
<tr>
<td>FinFET</td>
<td>$\Delta_2$</td>
<td>0.198</td>
<td>0.916</td>
<td>0.198</td>
</tr>
<tr>
<td>(011)(011)</td>
<td>$\Delta_4$</td>
<td>0.557</td>
<td>0.198</td>
<td>0.326</td>
</tr>
</tbody>
</table>

In Table 2, the numerical values of effective mass in silicon for DGSOI and FinFET devices studied in this work where $m_x$ is the transport mass and $m_y$ is the confinement mass.

Fig. 2. Representation of the tunneling model: the potential barrier (a) is inverted and the particle is placed at the starting point a (b), it follows a classical path obeying Newton’s second law of motion (c) until it reaches the ending point b (d).

Fig. 3. Energy profile of the lowest energy subband in the 10 nm device for DGSOI (valley $\Delta_2$) and FinFET (valley $\Delta_4$) with and w/o S/D tunneling with $V_{GS} = 0.6$ V and $V_{DS} = 100$ mV.
$T_{dt}$ stops. $L_{max}$ has been chosen herein at $L_{max} = 10$ nm because $T_{dt}$ decreases substantially for higher lengths. It remains constant regardless of the channel length.

Secondly, a rejection technique is used to determine whether the particle will tunnel or not. A uniform distributed random number $r_{dt}$ is generated and compared to $T_{dt}$. On the one hand, if $r_{dt} > T_{dt}$, the electron will turn back with $v_x = -v_x$. On the other hand, if $r_{dt} \leq T_{dt}$, the electron will go through the barrier.

Subsequently, if the electron undergoes a tunnel process, it is required to find the most probable tunneling path to completely determine its new position. The motion inside the barrier obeys Newton mechanics considering an inverted potential profile and ballistic transport [19]. This classical trajectory could be found by the following steps [4] as shown in Fig. 2. Firstly, a pseudo-particle is placed at the starting point $a$ with zero kinetic energy (Fig. 2(b)). It is assumed that this particle is going to exit the barrier with the same transport properties. Consequently, its flight direction is maintained before starting its motion. It is also marked to force a ballistic transport inside the barrier. Then, it accelerates in this system according to Newton’s second law of motion (Fig. 2(c)):

$$a = \frac{q\xi}{m_e}$$

(2)

where $\xi$ is the electric field. Lastly, it reaches the ending point $b$ (Fig. 2(d)). Thereafter, the particle recovers its transport properties.

3. Results and discussion

A set of simulations at low bias condition has been performed to determine the importance of S/D tunneling on each device. The modifications in the energy profile of the lower energy subbands and the carrier transport effective mass caused by the difference in the confinement directions are shown in Figs. 3 and 4, respec-

![Fig. 4. Average effective mass of the electron distribution with the lower energy subband of the valley $\Delta_2$ (solid) and of the valley $\Delta_4$ (dashed) as a function of the total energy and the total population in the 10 nm device including S/D tunneling for DGSOI (top) and FinFET (bottom) with $V_{DS} = 0.6$ V and $V_{DS} = 100$ mV.](image)

![Fig. 5. Electron distribution in arbitrary units in the lower energy subband as a function of total energy in the 10 nm device including S/D tunneling for DGSOI (top) and FinFET (bottom) with $V_{DS} = 0.6$ V and $V_{DS} = 100$ mV.](image)
tively. Both devices present similar energy profiles but the lower energy subband changes from $\Delta_2$ in DGSOIs to $\Delta_4$ in FinFETs (Fig. 3). This change modifies the distribution of the population and the effective transport mass in the subbands. Moreover, Fig. 3 shows the increase of the potential barrier when S/D tunneling is considered because of the existence of electrons located inside the potential barrier.

The average effective transport mass of the electrons as a function of the total energy and the total population which undergoes this tunnel process is higher in the FinFET than in the DGSOI as depicted in Fig. 4. These values correspond to $m_e$ of the fundamental valleys in Table 2. It is also represented in Fig. 4 the lower energy profile of the less populated valleys: $\Delta_2$ in FinFET, and $\Delta_4$ in DGSOI. The average effective mass in these non-fundamental subbands decreases for the FinFET whereas it increases for the DGSOI. Despite this, the average effective mass continues being higher for the less populated valley in FinFET than in DGSOI.

As a result, assuming similar energy profile (Fig. 3), which means similar tunneling length at a specific starting point $a$, the higher is the value of $m_e$ in the fundamental valley in Eq. (1) for the FinFET orientation, the smaller is $T_{dt}$. Besides, the value of $m_e$ in the non-fundamental valley is higher in the DGSOI than in the FinFET, whereas the energy profile remains constant between both valleys. However, the reduction of the population in this valley decreases the number of particles involved in S/D tunneling. For these reasons, the FinFET reduces its effectiveness of the tunnel phenomenon compared to the DGSOI one.

The higher $T_{dt}$, the higher the probability of an electron undergoing S/D tunneling for the same energy. It therefore increases the number of particles affected by S/D tunneling for the DGSOI than for the FinFET. This effect is shown in Fig. 5 where the electron distribution in arbitrary units from the fundamental subband as a function of total energy is represented.

Electrons with reduced energy must go through longer tunneling paths. When its length is similar to 10 nm, which corresponds to $L_C$ in Fig. 5, the population decreases substantially. That is the reason why the maximum tunneling rejection length has been chosen at 10 nm.

The same effect is also shown in the percentage of electrons near the potential barrier affected by S/D tunneling respect to the total number of electron with lower energy than the top of the barrier in the same region, which is higher for DGSOI (Fig. 6 top) than for FinFET (Fig. 6 bottom). In addition, there is a maximum of this percentage for the FinFET due to a reduced height of the potential barrier. When $V_{GS}$ increases, the height of the potential barrier decreases causing the enhancement of the thermionic current. It therefore induces the reduction of the number of electrons near the potential barrier with lower energy. It is necessary to highlight that the change in the channel length modifies...
the tunneling length and, consequently, $T_{de}$. For this reason, the number of particles that suffer S/D tunneling increases when the devices are scaling down. By way of contrast, the maximum percentage appears in DGSOI devices but it is shifted to higher gate voltages (not shown).

This quantum effect produces a noticeable modification of the $I_D - V_{GS}$ characteristics (Fig. 7). Despite the increase of the potential barrier when S/D tunneling is included (Fig. 3), a higher current level is observed. The number of electrons that flows from source to drain is higher because of the possibility of tunneling through the barrier. This increase is also exacerbated when the devices are scaled down. As it is shown, the influence of the S/D tunneling is lower in the FinFET (Fig. 7 bottom) compared to DGSOI (Fig. 7 top).

The inclusion of tunneling introduces an important reduction in the threshold voltage ($V_{th}$) as it is shown in Fig. 8. Due to the reduced number of particles affected by this phenomenon in the FinFET compared to the DGSOI, the shift of the $V_{th}$ is smaller in the vertical device than in the horizontal one. This effect is amplified in both devices as the channel length is reduced.

The impact of the S/D tunneling on the electrostatics can be observed in Fig. 9 where the threshold voltage variation ($\Delta V_{th}$) between a simulation with and without taking it into account is shown. This difference is also aggravated for reduced $L_c$ because the influence of this quantum effect in the electrostatics is lower in the FinFET.

4. Conclusions

This work presents the implementation of S/D tunneling in a MSB-EMC simulator for the study of its impact in DGSOIs and FinFETs. Our simulations show important differences fully caused by the change in the confinement directions in both DGSOIs and FinFETs when S/D tunneling is taken into account due to the electron distribution and the variation of transport effective mass. Nevertheless, FinFET devices show less degradation in their subthreshold characteristics, and therefore are better candidates to implement future nodes, especially for ultra-low power applications.
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This paper systematically studies GeSn n-FETs, from individual process modules to a complete device. High-k gate stacks and NiGeSn metallic contacts for source and drain are characterized in independent experiments. To study both direct and indirect bandgap semiconductors, a range of 0–14.5 at.% Sn-content GeSn alloys are investigated. Special emphasis is placed on capacitance-voltage (C-V) characteristics and Schottky-barrier optimization. GeSn n-FET devices are presented including temperature dependent I-V characteristics. Finally, as an important step towards implementing GeSn in tunnel-FETs, negative differential resistance in Ge0.87Sn0.13 tunnel-diodes is demonstrated at cryogenic temperatures. The present work provides a base for further optimization of GeSn FETs and novel tunnel FET devices.
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1. Introduction

Recently, GeSn alloys have emerged as promising group IV semiconductors for electronic [1] as well as photonic [2,3] applications. The breakthrough in epitaxial growth of high-Sn content and strain relaxed layers, enabled fundamental direct bandgap group IV alloys grown on Si [4,5]. The direct bandgap property is a requirement for efficient Si based light emitters. However, such alloys may also serve as performance boosters in nanoelectronics. The small effective mass and associated reduction of intra-valley scattering yields high mobility Γ-electrons. Performance of GeSn based n-type Metal Oxide Semiconductor Field Effect Transistors (MOSFETs) should then be superior to those of their pure Ge counterparts. In addition, the possibility of combining direct band-to-band tunneling and low bandgap should yield efficient tunnel field effect transistors (TFETs).

Mobility calculations, using the 8-band k.p method for the Γ-valley band structure and effective mass (including nonparabolicity) for the L-valley band structure, predict a significant mobility enhancement as soon as the population of Γ-valley is sufficiently large. The calculations take acoustic phonon, deformation potential, alloy disorder, ionized impurity, and inter-valley scattering into account. Modulation of the Γ-valley population can be achieved either by changing Sn-content or layer strain. For Sn contents below ~9 at.% GeSn alloys are indirect bandgap semiconductors. Hence, the electron mobility is dominated by electrons occupying the L-valley. For larger Sn contents, above the indirect to direct bandgap transition, the Γ-valley becomes increasingly populated and the electron mobility is boosted significantly. The calculated Sn-dependent Γ-valley population and effective (weighted-average) mobility is shown in Fig. 1(a). GeSn pseudomorphically grown on Ge is Sn-content dependently biaxially compressively strained. However, growing thicker GeSn layers leads to strain relaxation or even tensilely strained GeSn when combining different Sn-contents [6,7]. Decreasing compressive strain has the same effect as increasing Sn content, leading to an increase of Γ-valley population and of Γ-electron mobility according to Fig. 1(b). In contrast, L-electron mobility is of the order of 4 × 10^3 cm^2/V s for all Sn-contents and strain values presented here. The large difference between Γ- and L-electron mobility comes from a much larger effective mass of the L-electrons. However, just above the indirect to direct transition, the Γ-electron mobility is still limited by strong inter-valley Γ-L scattering, which gives a large relative contribution to total scattering due to a large L-valley density of states (while the L-electrons are less affected, because of a smaller density of states of Γ). Together with a small fraction of Γ-electrons, this implies that in alloys with 8.5 at.% Sn, at the direct to indirect transition, the mobility is always dominated by the L-electrons. However, when Γ-L spacing increases,
by decreasing strain or increasing Sn-content, inter-valley scattering is reduced, and Γ-population becomes significant. Consequently, not only the Γ-electron mobility but also the effective electron mobility, displayed in Fig. 1(c), strongly increases. It is also worth noting that biaxial strain induces a non-negligible anisotropy of the Γ-valley, and in case of compressive strain the in-plane mobility, relevant for MOSFETs, is larger (by up to ~20%) than perpendicular mobility.

Preliminary works on p- and n-MOSFETs [8,9] and even TFETs [10] based on GeSn alloys have been reported, however, the Sn-contents and strain values were far below the indirect to direct transition. The low solid solubility of Sn in Ge <1 at.% and the non-equilibrium growth restricts the thermal budget to temperatures <350 °C for Sn-contents above 10 at.% making process integration challenging.

In this work we discuss advances on low temperature process modules for GeSn-FET devices with Sn-contents up to 13 at.%, including high-k/metal gate stack deposition and low resistivity metallic NiGeSn contact formation. Emphasis is placed on the fabrication and characterization of metal-semiconductor-metal (MSM) diodes for Schottky-barrier height (SBH) extraction and Schottky-barrier tuning by dopant segregation (DS). GeSn n-FETs are fabricated using these modules and, as a step towards novel devices, p-i-n tunneling diode characterization is presented.

2. Experimental

Due to the low solid solubility of Sn in Ge (<1 at.%) growth conditions for GeSn with up to 13 at.% Sn are far from equilibrium. An industry compatible AIXTRON TRICENT RP-CVD epitaxial reactor was employed to grow these layers on 200 nm Ge buffered Si (1 0 0) wafers [11]. All process temperatures were kept below 350 °C in order to avoid Sn-diffusion and segregation. As a first key module, MOS-capacitors (MOScaps) with high-k/metal gate stacks on GeSn were investigated. After a wet HF-HCl surface preparation, 6 nm HfO2 high-k dielectric was deposited at low temperature by atomic layer deposition (ALD) followed by 40 nm sputter deposited TiN metallization both using 200 mm, industry compatible reactors. MOScaps with Sn-contents between 0 at.% (Ge-substrate) and 12.5 at.% were fabricated. Standard CMOS technology, such as photo lithography and reactive ion etching, was used to define the structures. The fabrication ended with a lift-off process after the deposition of 150 nm Al for contacts followed by forming gas annealing at 300 °C. A set of Capacitance-Voltage (C-V) characteristics at different frequencies measured on TiN/HfO2/Ge0.915Sn0.085 capacitors is shown in Fig. 2(a). The good GeSn/HfO2 interface quality is evidenced by the small frequency dependent flat-band voltage shift and the small frequency dispersion in accumulation. Typical for low bandgap semiconductors, the C-V curves feature a strong minority carrier inversion response even at high frequencies >100 kHz. As a consequence, a reliable extraction of the interface state density (Dit) using the conduction method at room temperature becomes difficult [12]. However, the minority carrier inversion response is reduced at lower temperatures. We have thus used the low temperature conductance method as described in work by Nicollian and Brews [13] at T < 120 K to extract Dit values of 2 × 10^{12} cm^{-2} eV^{-1} at midgap for GeSn capacitors with different Sn contents (Fig. 2(b)). A study focusing on the process development and characterization of ternary SiGeSn MOScaps has been published recently [14].

A second fundamental module is contact formation. Metal-semiconductor-metal (MSM) diodes based on NiGeSn/GeSn Schottky contacts were fabricated using an oxide mask. After native oxide removal, 10 nm of Ni were deposited by sputter deposition and ~23 nm NiGeSn was formed by rapid thermal annealing for 10 s in N2/H2 forming gas atmosphere. Unreacted Ni was removed by sulfuric acid (96% aq.). The van-der-Pauw method [15] has been used to measure the sheet resistance of the so formed NiGeSn films. The lowest sheet resistance was obtained by stano-germanidation at 325 °C [16]. The low-resistive NiGeSn-phase could be maintained over the complete available Sn-content range from 0 to 12.5 at.%. The sheet resistance of NiGeSn for several Sn-contents is shown in Fig. 3(d). Furthermore, a smooth NiGeSn/GeSn interface was obtained as shown by the cross-sectional Transmission-Electron-Microscopy (TEM) image in the inset of Fig. 3(d).

Current transport properties across a metal-semiconductor contact are determined by the Schottky-barrier. Previous studies have investigated the electron Schottky-barrier on NiGeSn/Ge0.985Sn0.015 [17] and hole Schottky-barrier on NiGeSn/Ge0.90Sn0.10Si0.07 [18]. Here, we determine the NiGeSn/GeSn hole Schottky-barrier from MSM diodes with different contact areas and for several Sn-concentrations using the activation-energy method. The advantage of this method is that the electrically active contact area does not need to be known, e.g. current crowding does not affect the Schottky-barrier extraction. The temperature dependent I-V characteristics were measured in a liquid nitrogen cooled cryostat under high vacuum where the temperature range from 400 K to 100 K is covered in 10 K incremental steps. From Arrhenius plots of the current characteristics for different voltages (Fig. 3(a)) the Schottky-barrier height (SBH) was extracted. According to
thermionic-emission-diffusion theory, the voltage dependent SBH can be extracted from the slope $s$ of the linear region in the $\ln|I/T^2|$ plot via

$$\text{SBH} = -s \frac{k}{e},$$

where $k$ is Boltzmann’s constant and $e$ the electron charge. Outside this linear region, the current is determined by the series resistance (high temperatures) or the shunt resistance (low temperatures). The primary source of the former is the GeSn resistivity while the latter is impacted by parasitic currents. As the MSM diode consists of two back-to-back Schottky diodes, the current corresponds to the reverse bias I-V characteristic at all times. The magnitude of the current is given by the lower Schottky-barrier – hole or electron barrier – in undoped semiconductors. In our case the hole Schottky-barrier is observed, as the nominally intrinsic GeSn layers are actually p-type. The main reasons for the voltage dependence of the SBH observed in Fig. 3(b) are image force and static lowering due to the applied voltage. By linearly extrapolating to 0 V these effects are suppressed and the hole Schottky-barrier is obtained. Fig. 3(c) shows the results for NiGeSn/GeSn Schottky contacts with Sn contents of 0 at.%, 7 at.% and 12.5 at.%. Throughout the entire Sn content range, the hole Schottky-barrier remains below 0.10 eV, making NiGeSn an ideal contact for p-type devices. However, this
might imply very high Schottky-barriers for electrons leading to high S/D resistances for n-type GeSn and demanding further investigation on n-type GeSn-contacts over a wide Sn-content range.

For a metal-semiconductor interface with high carrier concentrations, the tunneling current component through the barrier is increased, which reduces the experimentally observed SBH. A well-known method to modify the SBH using this effect is dopant segregation [19]. Dopants are implanted shallowly into the contact windows before metallization. During the following stano-germanidation step the entire implanted region is consumed. Therefore, semiconductor quality is conserved as the damaged area is fully converted to stano-germanide. The high-crystalline quality can be seen in the high-resolution TEM-image in Fig. 4.

Due to the different solubility of dopants in metal and semiconductor the snow plough effect leads to dopant diffusion through the metallic region into the semiconductor at the interface. This results in a sharp doping profile with a high dopant concentration at the metal-semiconductor interface. The dopant segregation effect in GeSn for both n- and p-type dopants is presented below.

Phosphorous (P), arsenic (As) and boron (BF₂) were implanted into GeSn test-structures with a dose of $1 \times 10^{15}$ cm⁻² at energies of 7, 13 and 10 keV, respectively. In GeSn, P and As act as n-type dopants, while B is a p-type dopant. The implanted region was then converted into NiGeSn as described above. Subsequently, doping profiles were measured by means of Time of Flight Secondary-Ion-Mass-Spectrometry (ToF-SIMS). Whereas there is no peak visible in the doping profile for P, a snow plough effect is observed for both As and B leading to a peak in the As/B-concentration at the NiGeSn/GeSn interface (Fig. 5). The differences in DS for the n-type dopants As and P might be attributed to differences in solubility and diffusion. Nonetheless, as DS is possible both for n- and p-type dopants, this effect can be used to modify the SBH.

In order to investigate the impact of DS, NiGeSn contacts were fabricated on in-situ phosphorus doped Ge₀.₈₇₅Sn₀.₁₂₅ (GeSn:P) with a $2.7 \times 10^{18}$ cm⁻³ n-type carrier concentration. DS was then performed with As or B using the process described above. Since activated As provides electrons in GeSn, DS increases the majority carrier concentration at the NiGeSn/GeSn:P interface. For p-type B, DS yields the opposite. An increase in majority carrier concentration at the interface allows for a higher tunneling component through the barrier. Consequently, the effective SBH observed by the charge carriers is reduced. Fig. 6 shows I-V characteristics measured from one NiGeSn contact to the next, for samples without DS or with As or B DS. As expected, the I-V curves become more and more Ohmic when increasing the electron concentration at the NiGeSn/GeSn:P interface (e.g. by switching from B DS to no DS to As DS samples).

Combining the above described process modules, GeSn n-MOSFETs were fabricated with Sn-contents of 0 at.%, 7 at.% and 12.5 at.% using ion implanted source/drain (S/D) contacts after forming a gate stack with TiN/HfO₂. Transfer curves of Ge₀.₉₃Sn₀.₀₇ n-FETs for a series of temperatures are shown in Fig. 7.

At room temperature, the device shows a low $I_{on}/I_{off}$ ratio while a reduced current at lower temperatures is due to the poor n+/p junctions in the S/D regions. The limited process temperatures used here in order to avoid Sn diffusion (max. 300 °C), was not enough to recrystallize the amorphized regions created by ion implantation, leading to very poor junctions with low activation and high access resistances. This is even more critical for high Sn-content devices, as shown in Fig. 8 at 80 K. Apart from the un-healed implantation damage, the unintentional background doping of GeSn increases with the Sn-content. Furthermore, the bandgap is decreased. Both factors lead to increased S/D-leakage and gate induced drain-leakage (GIDL) which is caused by band-to-band tunneling and increases exponentially with the reduced bandgap. This is also visible in the temperature dependence of the transfer characteristics in Fig. 7. The S/D leakage strongly decreases for temperatures below 200 K. The solution for maintaining crystalline GeSn is the use of in-situ doping and selective in-situ phosphorus doping.
growth in the S/D region. The in-situ doping is discussed below in terms of tunneling diodes.

As a demonstration of the potential of direct bandgap GeSn for band to band tunneling and the advantage of in-situ doping over ion implantation, we have fabricated GeSn tunneling diodes as an important step towards advanced GeSn based TFETs. We could push the Sn-content up to 13 at.% as a follow up to previous results with a stack of 9 at.% and 11 at.% [1] enabling an even lower band-gap and higher directness of the GeSn. As a proof of band-to-band tunneling, negative differential resistance (NDR) is observed at cryogenic temperatures (Fig. 9), demonstrating a high doping level of both p- and n-type dopants, which is essential for MOSFETs and TFETs. However, due to enhanced diffusion and trap assisted tunneling (TAT) in this low-bandgap semiconductor, the NDR vanishes for temperatures above 100 K. For forward bias > 0.1 V two distinct regions, separated by a kink in the slope of the I-V curve, are visible. While the middle part of the curve 0.1 V < V_d < 0.3 V can be attributed to TAT, the diffusion current dominates for strong forward bias >0.3 V. We expect further improvements in the peak to valley current ratio and a move towards room temperature NDR with optimized doping profiles.

3. Conclusion

In this work, process module developments for GeSn FETs were presented and assembled to for the fabrication of GeSn n-FETs. A wide range of Sn-contents was covered, allowing the study of both indirect and direct bandgap GeSn alloys. TiN/HfO_2/GeSn MOScaps, showing good C-V characteristics with Dit levels of 10^{12} eV^{-1}cm^{-2}, have been studied for use as gate stacks. NiGeSn is shown to have low sheet resistances over the entire Sn-content range and very small Schottky barrier heights on p-GeSn. To further optimize the Schottky contacts, dopant segregation with both As and B, was demonstrated for NiGeSn contacts. In the case of n-GeSn, it is shown that As dopant segregation leads to increasingly Ohmic contact behavior. Due to the metastability of GeSn, junctions made by ion implantation have proven to be challenging. A possible solution is in-situ doping which reveals its potential in GeSn-tunnel diodes with 13 at.% Sn where characteristic negative differential resistance is observed at cryogenic temperatures.
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Fig. 6. Impact of DS on n-type Ge_{0.87}Sn_{0.125}:P. As the n-type carrier concentration at the NiGeSn/GeSn:P interface increases, the I-V characteristic becomes more Ohmic.

Fig. 7. Transfer characteristics of Ge_{0.87}Sn_{0.125} n-FETs at different temperatures.

Fig. 8. V/I ratio of GeSn n-FETs at 80 K for several Sn-contents.

Fig. 9. Temperature dependent I-V measurements of a Ge_{0.87}Sn_{0.13} p-i-n diode showing clear NDR at cryogenic temperatures.
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1. Introduction

Scaling plays an important role in the continuity of the CMOS roadmap. The reduction of the transistors dimensions brought new challenges to the semiconductor industry and the scientific community. Problems related to the loss of control of the channel charges appeared due to scaling and revealed to be crucial on determining the performance degradation of the devices. These undesirable effects known as short channel effects motivated the development of new architectures and technologies. Multiple gate field effect transistors have been proposed to overcome such problems and push the limits of scaling beyond those imposed by conventional planar devices [1].

Tridimensional structures characterized by semiconductor stripes surrounded by the gate have shown good electrostatic coupling and strong short channel effects immunity. By reducing the dimension of these stripes to a few nanometers, a new generation of devices called nanowires (NWs) has been evolved. Recently, many works have reported the excellent performance of NWs [2–4], showing their advantages for digital applications, associating them to others technologies such as strain and investigating different fabrication processes to enhance their performance. Moreover, other published works focus on the investigation of the transport characteristics of NWs and their mobility dependence on temperature and semiconductor materials [5–7]. Concerning analog applications, NWs performance are still nearly unexplored, not much attention has been paid and the first work has been recently published [8]. The importance on studying the analog performance of NWs remains not only on their application in analog circuits, but also on their integration in mixed analog-digital circuits such as comparators and converters.

In this work we present an experimental study of analog properties for silicon Silicon-On-Insulator (SOI) NWs, analyzing both n-type and p-MOSFETs with channel lengths (L) of 10 nm and 40 nm and fin width (WFIN) varying from 9.5 nm to 10 μm, at room temperature. For the n-MOSFETs, the quasi-planar device (WFIN = 10 μm) is compared to the NW with WFIN = 14.5 nm, from 300 K down to 100 K. An explicit correlation between the analog performance of Si NWs and their mobility behavior is presented for the first time, to the best of our knowledge. Moreover, it is the first time where the analog parameters of such ultimate devices are explored at cryogenic temperatures. Numerical simulations are also presented in order to explain the similarity observed for the intrinsic voltage gain (AV) for both n-type and p-MOSFETs varying WFIN. Transconductance (gm), output conductance (gD), transconductance over drain current ratio (gm/IDS) and Early voltage (VEA) are important figures of merit studied in this work. Transport characteristics are also investigated as a function of temperature and WFIN to justify the results observed for gm and gD.
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2. Devices and measurements

The measured transistors are silicon [110]-oriented triple gate NWs fabricated at CEA–Leti using SOI substrate and multi finger structures with 50 fins in parallel. The gate stack is composed by HSION/TiN (EOT = 1.4 nm), silicon thickness (HFIN) is 11 nm and buried oxide is 145 nm thick. Details about the fabrication of the transistors can be found in [2,9]. Fig. 1 presents a cross-section TEM image (a) and a schematic (b) of the studied Si SOI NW MOSFET.

The measured curves of drain current (|IDS|) normalized by effective channel width (Wef = 2HFIN + WFIN) as a function of gate voltage (VGS) with drain voltage (VDS) of 40 mV and 0.9 V for long channel n-MOS NW (WFIN = 14.5 nm) and quasi-planar devices (WFIN = 10 µm) from 300 K down to 100 K are shown in Fig. 2. As indicated in Fig. 3, the devices present the subthreshold slope (S) near the theoretical limit of kT/q ln(10) [10] and the threshold voltage variation with temperature (∆VT/VT) is equal to ~0.56 mV/K, for quasi-planar and NW n-MOS, respectively. The VTH results of devices in this work are similar temperature-dependent comparing to FinFETs in literature [11], where ∆VT/VT = ~0.58 and ~0.70 mV/K for WFIN = 20 and 370 nm, respectively. The threshold voltage has been extracted by the second derivative method [12] and the subthreshold slope by ∂VGS/∂logIDS versus VGS curves [13].

Fig. 4 shows |IDS| × L for n-type and p-MOS with L of 10 µm and 40 nm, WFIN of 15 nm and 25 nm, at room temperature and |VDS| = 40 mV. Devices with L = 40 nm and WFIN = 15 nm present S slightly degraded around 70 mV/dec for both n- and p-MOS, while for WFIN = 25 nm S is 95 mV/dec and 83 mV/dec for n- and p-MOS, respectively. As WFIN increases, the short channel effects increase as well, due to poor electrostatic control of the channel region. The short channel devices present lower |IDS| × L than long channel NWs as VG increases, indicating mobility degradation and stronger influence of series resistance effects.

3. Results and discussion

3.1. Channel width influence – long channel n- and p-MOS

Fig. 5 presents the transconductance normalized by the effective channel width (gmn/Wef) as a function of WFIN, for both n- and p-MOS with L = 10 µm, at 300 K. Devices were biased in saturation with |VDS| = 0.9 V and gate voltage overdrive (VGT = VGS – VTH) of 0, 200 and 400 mV. The maximum transconductance is also presented in the same figure.

From Fig. 5, it is observed that gmn/Wef decreases (degrades) with WFIN reduction for the n-MOS and increases (improves) for the p-MOS. Besides, the n-type devices show higher gmn/Wef values in comparison to p-MOSFETs. The transconductance behavior is strongly related to the effective carriers’ mobility (µeff), where the plan related to the fin height (1 1 0)/[11 0] favors the holes mobility and the plan related to the fin width (1 0 0)/[11 0] favors the electrons mobility [10]. In Fig. 5, for VGT equal to 400 mV, gmn/Wef degrades 19% comparing the quasi-planar and the narrowest n-MOS, while for p-MOSFETs an improvement of 52% is observed.

Fig. 6 shows µeff as a function of VGT, extracted through the split C-V method [14], for the n-MOSFETs of Fig. 5. It is indicated the main scattering contributions. Coulomb, phonon and surface roughness and it is observed that Coulomb scattering is dominant.
at $V_{GT} = 0$ V, while at moderate inversion, $V_{GT}$ equal to 200 mV and 400 mV, phonon scattering determines the effective mobility behavior. Analyzing $\mu_{eff}$ as a function of $W_{FIN}$, extracted for the n-MOSFETs at $V_{GT} = 0$, 200 and 400 mV, in Fig. 7, it is observed that as the sidewall surfaces (1 1 0) contribution becomes more important to the effective mobility, which means reducing $W_{FIN}$, the $\mu_{eff}$ degrades 26% at $V_{GT} = 400$ mV, which is close to the $g_m/W_{ef}$ degradation obtained in Fig. 5.

200 and 400 mV. For both n- and p-MOS, $g_m/W_{ef}$ decreases (improves) as $W_{FIN}$ is reduced in almost one order of magnitude, comparing the narrowest and the widest devices. The output conductance relates $\frac{dI_{DS}}{dV_{DS}}$ and its improvement is expected in NWs due to their better electrostatic control and reduced channel modulation effect [15].

Fig. 9 shows the results for the calculation of $A_V$, which is given by the $g_m/g_D$ ratio, as a function of $W_{FIN}$. For both n- and p-MOS, it is observed that $A_V$ follows the same trend of the inverse of $g_D/W_{ef}$, which reduction decreasing $W_{FIN}$ is responsible for increasing (improving) significantly the intrinsic voltage gain of NWs in comparison to wide MOSFETs. This strong improvement of $A_V$ indicates an important advantage of such devices concerning their analog performance.

From Fig. 9, it is also observed that the intrinsic voltage gain is higher at lower $V_{GT}$, which occurs because $g_m$ and $g_D$ have different dependences on $V_{GT}$. Fig. 10 presents both $g_m/W_{ef}$ and $g_D/W_{ef}$ as a function of $V_{GT}$ for quasi-planar and narrow n-type and p-MOSFETs. It is clear that both $g_m$ and $g_D$ increase with $V_{GT}$ rise. However, it is possible to observe that $g_D$ degradation is stronger than $g_m$ improvement, which causes $A_V$ reduction varying $V_{GT}$ from 0 V to 400 mV.

3.2. Channel width influence – short channel n- and p-MOS

Fig. 11 presents $g_m/W_{ef}$ as a function of $W_{FIN}$, for both n- and p-MOS with $L = 40$ nm, at 300 K, $|V_{DS}| = 0.9$ V and $|V_{GT}| = 0$, 200 and 400 mV. For short channel devices, the transconductance behavior is not only determined by the effective mobility, once
short channel effects (SCE) and series resistance play an important role. For example, for the n-MOSFETs, besides $\mu_{\text{eff}}$ decreases with $W_{\text{FIN}}$ reduction, causing a degradation of $g_{m}/W_{\text{ef}}$, a strong opposite behavior is expected to predominate due to improved SCE in NWs, as demonstrated in [8]. Moreover, as $W_{\text{FIN}}$ reduces the series resistance ($R_{s}$) effects increase, leading to the $g_{m}/W_{\text{ef}}$ degradation observed for the $W_{\text{FIN}}$ narrower than 25 nm.

In order to compare the results of $g_{m}$ for both long and short channel nanowires, Fig. 12 presents $g_{m}/(W_{\text{ef}}/L)$ for both n-type and p-MOSFETs with $L = 10 \mu m$ and $40 \mu m$. It is observed that long channel devices present higher $g_{m}/(W_{\text{ef}}/L)$ in comparison to short channel devices, because of strong mobility degradation with channel length reduction. From $L$ of 10 $\mu m$ to 40 $\mu m$, there is a decrease of 75% and 57%, for quasi-planar n-type and p-MOS, respectively. This percentage remains similar for narrow transistors, for $W_{\text{FIN}}$ around 14.5 nm, $g_{m}/(W_{\text{ef}}/L)$ decreases 70% and 60%, for n-type and p-MOS, respectively.

Fig. 13 presents $g_{o}/W_{\text{ef}}$ as a function of $W_{\text{FIN}}$, for both n- and p-MOS with $L = 40 \mu m$, at 300 K, $|V_{\text{GS}}| = 0.9$ V and $V_{\text{GT}} = 0$, 200 and 400 mV. As observed for the long channel transistors in Fig. 8, $g_{o}/W_{\text{ef}}$ also improves for both n- and p-MOS by decreasing $W_{\text{FIN}}$ due to CME reduction. Once the effective channel length reduction in saturation is more significant as the transistor becomes shorter, better CME control is more important in short channel transistors.

From the results of $g_{m}$ and $g_{o}$, Fig. 14 shows $A_{V}$ as a function of $W_{\text{FIN}}$ for devices with $L = 40 \mu m$. The inverse of the output conductance defines the trend of $A_{V}$ varying $W_{\text{FIN}}$, what leads to the great improve of 20 dB for the narrowest NWs comparing to the quasi-planar MOSFET for both n- and p-MOS. An interesting observation is that both n- and p-MOSFETs show very similar values for $A_{V}$ and its behavior with respect to $W_{\text{FIN}}$, despite the fact that they present different values of $g_{m}/W_{\text{ef}}$ and $g_{o}/W_{\text{ef}}$. Higher values for $g_{m}/W_{\text{ef}}$ and $g_{o}/W_{\text{ef}}$ are observed for the n-type devices in comparison to the p-MOSFETs due to higher $\mu_{\text{ef}}$. As the effective mobility may affect similarly $g_{m}$ and $g_{o}$, its influence may disappear by taking the $g_{m}/g_{o}$ ratio, which emphasizes that channel modulation is the
main effect on determining $A_V$, suggesting that both n- and p-MOSFETs may suffer similarly from CME.

To verify if n- and p-type devices present similar CME, tridimensional numerical simulations have been performed with Sentaurus Device Simulator, from Synopsys [16]. Fig. 15 presents simulation results for the electrons and holes density along the channel position for n- and p-MOS at 300 K, $L = 40$ nm and $W_{FIN} = 15$ nm. As indicated in the schematics in Fig. 15, carriers’ density has been extracted at the top (a) and sidewall (b) SiO$_2$/Si interfaces, where the conduction happens, near the drain, where depletion is induced by drain voltage for the device operating in saturation. Bias condition is $|V_{GS}| = 0$ V and $|V_{DS}| = 0.9$ and 1.2 V, where the devices operate in saturation regime. A dotted line indicates the channel doping concentration ($1 \times 10^{15}$ cm$^{-3}$). When the carrier density is higher than $1 \times 10^{15}$ cm$^{-3}$, an inversion layer is observed, otherwise the region is depleted, as it is possible to note near the drain. The CME can be seen in Fig. 15 by the longer depletion region as the $|V_{DS}|$ is increased. For both applied $V_{DS}$ and interfaces analyzed, the depletion region is very similar comparing n- and p-MOSFETs, being the effective channel length of the p-MOS only 1 nm shorter than for the n-MOS. These close results for the carriers’ density sustain that the n- and p-MOS suffer from similar CME, which explains the close $g_D$ and, as a consequence, $A_V$ results.

3.3. Temperature influence

Fig. 16 shows $g_{m}/I_{DS}$ presented as a function of $I_{DS}/(W_{FIN}/L)$ for n-MOS with $L = 10$ µm, at $V_{DS} = 0.9$ V. Quasi-planar and NW FETs are compared from 300 K to 100 K. Reducing either T or $W_{FIN}$, $g_{m}/I_{DS}$ increases. The maximum value of $g_{m}/I_{DS}$ is determined in weak inversion by (1), where $n$ is the body factor, $q$ is the electron charge and $k$ is the Boltzmann constant [10]. Although $g_{m}/I_{DS}$ in weak inversion must be higher for NWs in comparison to quasi-planar MOSFETs, once the better the electrostatic control the closer $n$ is
to unity. Fig. 16 shows higher differences than expected and strong degradation for $W_{FIN} = 10 \mu m$, especially at low temperatures. This effect is related to the current originated from tunneling in the drain region under the gate, known as gate-induced-drain-leakage (GIDL) current [17]. As observed in Fig. 2 at $V_{DS} = 0.9 V$, GIDL current is one order of magnitude higher for $W_{FIN} = 10 \mu m$ than 14.5 nm and appears at higher values of $V_{GS}$ decreasing $T$, which explains the degradations in the $g_m/IDS$ curves. Stronger immunity to GIDL effect allows NWs to present maximum $g_m/IDS$ close to ideal values, even at $T = 100 K$.

$$\frac{g_m}{I_{DS}} = \frac{q}{n \times k \times T} \quad (1)$$

According to [18], at saturation, $g_m/I_{DS}$ can be estimated by (2), where $R_s$, $\mu_{eff}$ and $W_{et}$ are the parameters that depend on $W_{FIN}$. Extracting $R_s$ according to [19], an increase of a factor close to 10 is obtained from $W_{FIN}$ of 10 nm to 14.5 nm, while $\mu_{eff}$ decreases of a factor close to 1.5. As $W_{et}$ reduces almost 3 orders of magnitude, it is found to be the key parameter in (2), where $g_m/I_{DS}$ varies with the inverse of $R_s \times \mu_{eff} \times W_{et}$, explaining higher $g_m/I_{DS}$ for the NW than the quasi-planar FET.

$$\frac{g_m}{I_{DS}} \bigg|_{sat} = \frac{2}{V_{CT}} \times \left[ \frac{R_s \mu_{eff} W_{et}}{1 + \frac{R_s \mu_{eff} W_{et}}{Z_d \left( Z_{2e} + Z_{1e} \right)}} \right] = \frac{2}{V_{CT}} \left( \frac{R_s \mu_{eff} W_{et}}{Z_d} \right) \quad (2)$$

Fig. 17 presents $\mu_{eff}$ as a function of $T$, for long channel n-MOS with $W_{FIN}$ of $10 \mu m$ and 14.5 nm, extracted at $V_{GT} = 400 mV$ through split C-V [14]. As previously discussed in Fig. 6, at $V_{GT} = 400 mV$, phonon scattering has the dominant contribution, which can be confirmed by analyzing the temperature influence on the effective mobility. Above 100 K, $\mu_{eff}$ shows the phonon mobility dependence with temperature, $\mu_{ph} \propto T^{-0.88}$ [20], where the temperature dependence coefficient ($\gamma$) is found to be close to 0.88 for both NW and quasi-planar FETs. Below 100 K, surface roughness limited contribution becomes dominant, phonon scattering is negligible and, as consequence, $\mu_{eff}$ saturates [21].

Fig. 18 presents $g_m/W_{ef}$ (a), $g_D/W_{ef}$ (b) and $\mu_{eff}$ (c) as a function of $T$, for long channel n-MOS. Both $g_m/W_{ef}$ and $g_D/W_{ef}$ have been extracted at $V_{DS} = 0.9 V$ and $V_{CT} = 400 mV$. The dashed line indicates the same temperature dependence coefficient ($\propto T^{-0.88}$). Reducing $T$, it is observed that $g_m/W_{ef}$ and $g_D/W_{ef}$ increases following similar dependence in relation to $\mu_{eff}$ behavior with temperature. For the transconductance, results show clearly that its variation with temperature is mainly due to mobility. For the output conductance, the rate of increase with temperature reduction is slightly higher than what is observed for $\mu_{eff}$.

Fig. 19 shows $A_V$ and $V_{CA}$ as a function of $T$ for n-MOS, $L = 10 \mu m$, at $V_{GS} = 0.9 V$ and $V_{CT} = 400 mV$. The intrinsic voltage gain (dB)

4. Conclusions

Results of analog parameters of scaled silicon nanowires SOI MOSFETs have been presented for both long and short channel n- and p-type transistors. Temperature influence has been studied down to 100 K for long channel n-MOSFETs.

An explicit dependence on the effective mobility has been presented for transconductance of long channel devices varying fin width. The reduced output conductance of nanowires due to channel modulation effect control determines strong improvements on the intrinsic voltage gain. Similar channel modulation effects for both short channel n-type and p-MOSFETs has been demonstrated, leading to similar intrinsic voltage gain results varying fin width.

Temperature influence is mainly determined by the phonon mobility dependence and its effect is almost annulled by taking $g_m/I_{DS}$ giving soft increase of intrinsic voltage gain with temperature increase.
The nanowires have shown great improvements concerning analog performance, due to short channel effects control, reduced channel modulation effect and better body factor. Even n-type MOSFETs presenting lower effective mobility than quasi-planar transistors, both n-type and p-NWs presented 20 dB of increase for intrinsic voltage gain in devices with $L = 40 \text{ nm}$ and $W_{FIN} = 15 \text{ nm}$, at room temperature.
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**Abstract**

The Drain Induced Barrier Lowering (DIBL) behavior in Ultra-Thin Body and Buried oxide (UTBB) transistors is investigated in details in the temperature range up to 150 °C, for the first time to the best of our knowledge. The analysis is based on experimental data, physical device simulation, compact model (SPICE) simulation and previously published models. Contrary to MASTAR prediction, experiments reveal DIBL increase with temperature. Physical device simulations of different thin-film fully-depleted (FD) devices outline the generality of such behavior. SPICE simulations, with UTSOI DK2.4 model, only partially adhere to experimental trends. Several analytic models available in the literature are assessed for DIBL vs. temperature prediction. Although being the closest to experiments, Fasarakis’ model overestimates DIBL(T) dependence for shortest devices and underestimates it for upsized gate lengths frequently used in ultra-low-voltage (ULV) applications. This model is improved in our work, by introducing a temperature-dependent inversion charge at threshold. The improved model shows very good agreement with experimental data, with high gain in precision for the gate lengths under test.

**1. Introduction**

Driven by the continuous demand for the increase of the operation speed and the integration density of complex digital circuits, semiconductor technology continues its progress in device scaling down to 20 nm and beyond. Drain Induced Barrier Lowering (DIBL) is one of the measures that allows for assessing electrostatic integrity of the device and its capability for scaling down. Strong criterion on DIBL is imposed with typically considered values of DIBL lower than 100 mV/V [1,2]. The Ultra-Thin Body and Buried oxide (BOX) (so-called UTBB) Fully Depleted (FD) Silicon on Insulator (SOI) technology is widely considered as one of the candidates able to satisfy this criterion featuring excellent electrostatic integrity.

This is achieved thanks to the thin body and thus good control of the channel from the gate; thin BOX and thus suppression/reduction of fringing electric field lines penetration in BOX; introduction of Ground Plane (GP), or highly doped region just underneath the BOX and thus suppression of the coupling through the substrate [2–4]. It was demonstrated that the scalability of UTBB devices can reach the 8 nm node if the silicon film and the BOX thicknesses are scaled down to 5 nm and 10 nm, respectively [2]. However, DIBL may vary with temperature and hence devices that fit the requirements at room temperature, may become out of specifications at higher temperatures.

Studying the temperature effects (from room temperature up to 150 °C) is important for two reasons. Firstly, it is, evidently, crucial for high-temperature applications. With deeper electronics penetration in everyday life (automotive, health/medical, smart devices), such usually considered niche-applications start to go out from a niche and get more attention. Secondly, good understanding of high-temperature effects are important even for room-temperature (RT) applications, as these devices can be affected by self-heating with channel temperature reaching ~100 °C under normal operation conditions [5–7].

Some results/data on DIBL variation from room to high temperature available in the literature shows that the DIBL of 0.4–1.5 μm-long bulk Si MOSFETs increase with temperature specially for shorter devices [8,9]. For 28 nm long UTBB devices [10], an increase of DIBL by about 20 mV/V over 100 °C was observed when
compared to RT. However, in-depth analysis of DIBL evolution with temperature in such devices was not performed before.

The present work provides a detailed analysis of DIBL behavior at high temperatures (up to 150 °C) in UTBB FDSOI MOSFETs based on experimental data, physical device simulations (Atlas), compact modeling (SPICE) and several previously published analytical models. The final aim is a revision of previously published model(s) to be applicable for DIBL prediction in a wide temperature range. This paper is an extended version of the work/abstract presented at EuroSOI/ULIS conference 2016 [11].

2. Experimental details

The experimental devices were fabricated at ST Microelectronics. More details can be found e.g. in [12]. Devices feature a BOX thickness ($t_{BOX}$) of 25 nm and silicon body ($t_{Si}$) of 7 nm. The metal gate stack is composed of 2.3 nm of HfSiON with an equivalent oxide thickness ($t_{OX}$) of 1.3 nm. The measured devices are n-channel MOSFETs with gate lengths ($L$) from 34 to 500 nm and channel width ($W$) of 1 $\mu$m. The channel is left undoped. Both standard $V_T$ (STDVT) and low $V_T$ (LVT) devices were characterized up to 150 °C for DIBL evaluation.

Drain current versus gate voltage, $I_D$-$V_G$ characteristics were measured in linear and saturation regimes. The DIBL values were calculated from $\frac{D_{VG}}{D_{VD}}$, where $V_G$ is the gate voltage at the constant current value of $10^{-7}$ (W/L) for low drain voltage ($V_{DL}$) of 50 mV or high drain voltage ($V_{DH}$) of 1 V.

3. Results and discussion

3.1. Experiments

Fig. 1 shows the experimental DIBL behavior as a function of temperature for the devices with different gate lengths. The increase of DIBL with temperature can be clearly observed for both LVT and STDVT transistors. Moreover, this increase is stronger in shorter devices. DIBL values calculated using MASTAR software [13] for the above physical device parameters are plotted on the same graph for the sake of comparison. They are seen to be independent of temperature. More details on MASTAR model temperature results will be given below, in Section 3.3.

3.2. Physical and compact model simulation

In order to verify whether some particular process features could generate the observed DIBL behavior we performed physical device simulations using Atlas software [14]. Table 1 presents the various thin-film FD nMOSFETs ($N_A = 10^{15}$ cm$^{-2}$) we assessed with the following objectives:

- Comparison between Underlapped and Overlapped structures was done to detect possible effect of effective channel length variation with temperature.
- Comparison between thin and thick BOX devices aimed at distinguishing possible effect of mean channel position variation with temperature.
- An ideal double gate (DG) structure was also studied to remove any possible channel depth position and substrate depletion effects.

Fig. 2 presents the DIBL for different thin-film FD structures simulated with Atlas [14]. For all simulated structures, the trend is the same and is identical to that of experimental results of Fig. 1, highlighting that this DIBL temperature dependence is physical and not specific to the measured UTBB devices or to the experimental setup. The lower DIBL values among single gate devices are obtained for UTBB with underlap, as expected.

Fig. 3 shows the DIBL variation with temperature from circuit-level SPICE simulations using UTSOI DK2.4 model from CEA-Leti.
and ST Microelectronics [15] compared to experimental data for standard VT devices with L of 42 and 60 nm. The UTSOI DK2.4 model qualitatively reproduces the experimental DIBL dependence on temperature. However, the modeled DIBL(T) variation is qualitatively incorrect underestimating DIBL increase with temperature, particularly for shorter-length devices.

3.3. Analytic models analysis

In this section, an analysis of previously published models is performed in a view of their applicability for DIBL prediction in a wide temperature range. We assessed the ability of different analytic models to reproduce DIBL vs. temperature increase in UTBB devices. Three models are considered:

1. MASTAR software [13], which is based on Voltage Drop Transformation (VDT) model [16,17].
2. Arshad’s model [18], an improved version of MASTAR model, which takes into account the effective channel length (LEFF), the mean channel position in the thin film (YMEAN) and the substrate depletion.
3. Fasarakis’ model [19] which is a threshold voltage model, defining the DIBL as the difference between the threshold voltage, VT, for low and high drain voltage. These results have been obtained as follows.

Fig. 4 shows the DIBL variation with temperature, i.e. dDIBL/dT (in a T range up to 150 °C) extracted from the experiments and from different models published in literature as a function of gate length. It can be noticed that both Arshad’s and Fasarakis’ models describe the trends, featuring enhanced DIBL vs T increase with L shortening.

3.3.1. MASTAR model

Though temperature is an input parameter and MASTAR software [13] can calculate the drain current and SCE (Short-Channel Effects) for different temperatures, the DIBL extracted from MASTAR has no dependence on temperature (Figs. 1 and 4). This happens because the DIBL equation used by MASTAR is based on the VDT model [16,17], which takes into account just dimensional and materials variables. Originally developed for bulk devices, the approach for FDSOI transistors is presented in Eq. (1) [1,13]

\[ \text{DIBL} = 0.8 \frac{\varepsilon_s}{\varepsilon_{ox}} \left( 1 + \frac{\varepsilon_s t_{ox}}{L} \right) \frac{t_{si} + t_{box}}{L} V_D \] (1)

where \( \varepsilon_s \) is the silicon permittivity, \( \varepsilon_{ox} \) is the oxide permittivity and \( \lambda \) is the factor that represents how deep the gate field in the channel region extends in the buried oxide, its value is calculated by Eq. (2)

\[ \lambda = \frac{3(L - t_{si})}{(L - t_{si}) + 3t_{box}} \] (2)

3.3.2. Arshad’s model

Arshad’s model [18] can be adapted for different T by considering \( Y_{MEAN} \) (T) and \( L_{EFF} \) (T) extracted from simulations. Substrate depletion (considered in Arshad’s model) and its variation with temperature can be neglected in our case as GP provides an efficient screening. The \( Y_{MEAN} \) is extracted from the electron concentration at different V_G points for each temperature as described in [20]. As an example, Fig. 5 shows \( Y_{MEAN} \) and \( L_{EFF} \) variation with temperature for the devices with the gate length of 38 and 120 nm. The \( Y_{MEAN} \) shifts towards bottom interface (with
thicker oxide and hence higher DIBL) and effective length shortens with T increase. Both facts naturally result in DIBL increase at higher T featuring also some enhancement for the shorter lengths, thus confirming our experimental results. However, incorporation of these dependences is not at all sufficient to reproduce experimental DIBL(T) results (from Fig. 1).

3.3.3. Fasarakis’ model

In Fasarakis’ model [19], the V_f is quantitatively defined as the gate voltage at which the minimum carrier charge sheet density (QINV) at the effective conductive path reaches a value QTH adequate to achieve the turn-on condition, such a definition is equivalent to the constant current method of VT extraction. The effective conductive path is defined according to [21]. The V_f expression for VSUB = 0 is given by (7). The third term of original equation in [19] was neglected because of zero VSUB condition.

$$V_f = V_{FB} + A_f \phi_d + \frac{Q_{TH} N_a}{n_i^2 t_{Si}} + Z_{FL} \left( \phi_d - V_{FB} - V_{th} \ln \left( \frac{Q_{TH} N_a}{n_i^2 t_{Si}} \right) \right)$$

where $V_{FB}$ is the flat-band voltage, $V_{th}$ is the thermal voltage ($kT/q$), $\phi_d$ is the junction built-in voltage, $n_i$ is the intrinsic silicon concentration, $A_f$ and $B_f$ are dependent on dimensional parameters of the transistors. The QTH value is defined by (8)

$$Q_{TH} = 7 \cdot 10^{10} \left( 1 + \frac{L}{L_f^2} + 4 \frac{L_f}{t_{BOX}} \right)$$

where $L_f$ is the natural length along the channel. The channel position (YMEAN) is calculated from equation

$$Y_{MEAN} = A_c \cdot t_{Si}$$

where $A_c$ is a model parameter. For geometrical parameters lying within wide ranges in real device applications $A_c$ value is 0.05 [19]. Considering $A_c$ and $t_{Si}$ values for our experimental devices the calculated YMEAN is 0.35 nm.

Fasarakis’ model shows much better results comparing to other models (Fig. 4). However, it gives stronger dependence than experimentally observed one, particularly overestimating ADIBL/AT values as well as absolute DIBL values (see Fig. 6) in shorter devices and underestimating them in long ones.

3.3.4. Upgrade of Fasarakis’ model

We believe that the reason of such quantitative disagreement is that the temperature dependence of the channel position (YMEAN) and the inversion charge defined at the threshold condition ($Q_{TH}$) in Fasarakis’ model were not taken into account. Our proposal is to extract YMEAN and QTH for each temperature from simulated electron concentration at V gate points (low and high VD) of DIBL extraction. YMEAN is extracted from Eq. (3) and QTH values are calculated by multiplying the electron concentration value at YMEAN position by the YMEAN value itself. Fig. 7 shows the QTH values as a function of temperature calculated using Fasarakis original model (Eq. (8)) and extracted from simulations. It can be observed that Fasarakis’ model values are constant in all temperature range and the extracted values have temperature dependence.

Therefore, in order to upgrade Fasarakis model we propose to incorporate $Q_{TH}(T)$ dependence. We introduce the $Q_{TH}$ values obtained above (by simulations) in Fasarakis original model. The results are shown in Figs. 4 and 6, referred as “Fasarakis + $Q_{TH}(T)$ + YMEAN dependence”. It can be observed that the proposed upgraded model reproduces well the experimental data in the whole L range under consideration. Note that the proposed improvement is the most accurate with experimental data, presenting a precision gain of e.g. 35% for L = 120 nm. Thus, the upgraded model can be used to estimate/predict the temperature dependence of DIBL in UTBB.
devices with different lengths. It is worth noting a significant improvement in the model accuracy even for longer devices, where the other models get far from experimental results. This is important as in some applications, especially ULV, the use of channel lengths above the minimal length of the technology is common to minimize current leakage [22] and to have better analog performance [23].

4. Conclusions

The DIBL dependence on temperature in UTBB FD SOI MOSFETs was analyzed. The experimental results revealed increase of DIBL with temperature. This trend is confirmed by both physical and SPICE simulations. The fact that physical device simulations of different thin-film architectures provide the same trends emphasizes generality of such DIBL temperature behavior. Existing models, however, do not allow to reproduce DIBL(T) dependence properly. We proposed a way to physically upgrade the threshold voltage model of Fasarakis et al., by including inversion charge (and accounting for channel position) dependence on temperature in order to correctly reproduce/predict DIBL variation with temperature for devices with different lengths. The obtained results show very good agreement with experimental data and significant gain of precision for both shortest devices and for longer ones with channel lengths in the range used for low leakage ULV digital or good output conductance analog applications for this technology.
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1. Introduction

The 14 nm node UTBB-FDSOI (Ultra-Thin Body and Buried Oxide – Fully Depleted Silicon On Insulator) technology highlights a ~34% delay (or +50% frequency) improvement along with a 100 mV supply voltage reduction (0.8 V vs. 0.9 V) over the 28 nm FDSOI technology on a inverter ring oscillator with a fan-out FO = 3 [1]. This performance makes this technology competitive compared to 14 nm finFET and even more flexible for multi-purpose applications, thanks to its high body-bias efficiency [1]. High-speed capability is mainly achieved thanks to the introduction of a high-k metal gate first, a 6 nm thin SiGe channel and SiGe sources/dra...
resulting in excellent electrostatic behaviors. pMOSFETs channel is made of Silicon-Germanium in order to boost the performances over the 28 nm node. Devices feature TiN/HfO2 gate-first high k metal gate integration and in-situ Boron-doped SiGe source/drain. In this study, we focus on Super-Low Threshold Voltage (SLVT) flavor with gate length of 20 nm, transistor width of 170 nm and a contacted poly pitch (CPP) of 90 nm.

2.2. Channel-induced stress

The integration of SiGe by the Ge-enrichment technique [5] leads to an intrinsically strained SiGe channel directly on insulator (SiGeOI) in pMOSFETs (Fig. 1). The strain comes from the lattice mismatch between Silicon (\(a_{\text{Si}} = 5.431 \text{ Å}\)) and Germanium (\(a_{\text{Ge}} = 5.658 \text{ Å}\)). After heteroepitaxy of SiGe on Silicon and condensation (oxidation performed at 1100 °C for 50 s), the lattice parameter of SiGe matches the one of the underneath Silicon leading to the in-plane strain \(\epsilon_{xx} = \epsilon_{yy}\) (Fig. 2).

The SiGe lattice parameter \(a_{\text{SiGe}}\) can be expressed as a function of the Germanium concentration in the SiGe channel \(x\) [6]:

\[
a_{\text{SiGe}} = 5.431 + 0.2x + 0.027x^2
\]

The in-plane strain in the SiGe film \(\epsilon_{xx}\) is then derived from the lattice mismatch:

\[
\epsilon_{xx} = \frac{a_{\text{Si}} - a_{\text{SiGe}}}{a_{\text{SiGe}}}
\]

With \(a_{\text{Si}} = 5.431 \text{ Å}\) is the lattice parameter of Silicon. The relationship between the strain and the biaxial stress is given by Hook's law, using elastic constants of Silicon [7],

\[
\begin{pmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{xy} \\
\sigma_{xz} \\
\sigma_{yz}
\end{pmatrix} =
\begin{pmatrix}
C_{11} & C_{12} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{11} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{12} & C_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{44}
\end{pmatrix}
\begin{pmatrix}
\epsilon_{xx} \\
\epsilon_{yy} \\
\epsilon_{zz} \\
\epsilon_{xy} \\
\epsilon_{xz} \\
\epsilon_{yz}
\end{pmatrix}
\]

The elastic constants of SiGe are different compared to the one of pure Silicon and can be determined through Vegard's law:

\[
C_{ij}(x) = C_{ij}(\text{Si}) + x(C_{ij}(\text{Ge}) - C_{ij}(\text{Si}))
\]

Table 1 gives the elastic constants of Silicon, Germanium and \(\text{Si}_{0.75}\text{Ge}_{0.25}\). Finally, the biaxial stress as a function of the Germanium concentration is given by:

\[
\sigma_{\text{biaxial}} = \epsilon(x) \times \left( C_{11}(x) + C_{12}(x) - 2 \frac{C_{12}(x)^2}{C_{11}(x)} \right)
\]

and is plotted in Fig. 3. For the Germanium concentration of interest \((x < 0.5\)%), a linear fit provides a satisfactory approximation.

\[
\sigma_{\text{CH}} = \gamma \cdot x \text{ with } \gamma = -64.3 \text{ MPa/}%
\]

As a result, the introduction of \(\text{Si}_{0.75}\text{Ge}_{0.25}\) leads to a biaxial compressive stress of \(\sigma = -1.6 \text{ GPa}\) in the pMOSFET channel.

2.3. Stress induced by the source and drain

The global stress induced by the SiGe channel integration is not the only source of stress in the device. The heteroepitaxy of
Si$_{1-x}$Ge$_x$:B as Sources and Drains (S/D) of the transistor leads to an additional stress in the channel. Using finite element mechanical simulations (with COMSOL software), the longitudinal stress $\sigma_L$ (i.e. along the (1 1 0) transport direction) in the channel has been calculated for different Germanium concentrations in the channel ($x$) and in the Source/Drain ($y$) while the geometry of the structure remains unchanged (Figs. 4–6). The simulated structure corresponds to a “not isolated device” and thus consists of half a transistor because of symmetry plans. The channel is intrinsically strained from Si$_{1-x}$Ge$_x$ integration. The additional stress in the channel induced by source and drain comes from the relaxation of SiGe:B. As the source and drain relax, the Si$_{1-x}$Ge$_x$ film underneath in the source/drain region is under a tensile stress while the channel region is put under compression from both sides. By varying the concentrations $x$ and $y$, it is found that the additional stress from the Si$_{1-x}$Ge$_x$ source and drain does not depend on the Germanium concentration in the channel $x$ (Fig. 7). This is due to the fact that Si$_{1-x}$Ge$_x$ source and drain are deposited on a Si$_{1-y}$Gey channel featuring the lattice parameter of Silicon, whatever its Germanium concentration $x$. Therefore, the lattice mismatch between the channel and the source and drain only depends on the Germanium concentration in the source/drain $y$. A good linearity between the additional stress and the Germanium concentration in source/drain is observed with proportionality coefficient $SSD = -15.7 \text{ MPa/}%$ for the considered geometry.

3. Relaxation model
3.1. Channel relaxation

The SiGe channel enrichment is processed before the patterning of the active area. The etching of the Shallow Trench Isolation (or mesa isolation) introduces a free boundary condition at the edges.
There is thus a stress discontinuity at the edge of the SiGe film. Consequently, the compressive stress in the film tends to relax. The strain in SiGe is measured after etching by Nano-Beam Diffraction along an active length of \( \text{Lac} = 800 \, \text{nm} \) and considering 25% of Germanium (Fig. 8). At the active border, the stress relaxes due to the free boundary condition introduced by etching. Far from the active border, the SiGe channel is fully strained. The stress profile along the active area is modeled thanks to an analytical model [8]:

\[
f(d, \text{Lac}) = \left[ \frac{1}{2} \left( 1 - \exp \left( -\frac{d}{\lambda} \right) \right) + \left( 1 - \exp \left( \frac{d - \text{Lac}}{\lambda} \right) \right) \right]^{1/2}.
\]

With \( d \) the position along the length Lac of the active region, \( \lambda \) the typical relaxation length and \( x \) a fitting parameter. The typical relaxation length \( \lambda \) is used to reproduce the relaxation that occurs over a certain distance from the edge of the active area. The stress in the SiGe channel is derived from this so-called stress function \( f \), according to the Germanium concentration in the channel \( x \):

\[
\sigma_{\text{SiGe}} = \sigma(x) \cdot f = y \cdot x \cdot f.
\]

When the dimension of the active area is strongly reduced, the edge effects become predominant leading to a partially strained film as evidenced in Fig. 9. The model gives a good qualitative agreement with the measured strain profile with fit parameters \( \lambda = 112 \, \text{nm} \) and \( x = 0.124 \).

The stress induced in the channel by the raised source and drain depends on the initial level of strain in Si\(_{1-x}\)Ge\(_x\);B, which is directly linked to the Germanium concentration in the source/drain \( y \). As seen before, because of the patterning, the SiGe channel can be partially relaxed. As a result, the lattice parameter in the channel is no longer the one of Silicon. The source and drain can thus be deposited on a channel with a lattice parameter larger than the one of Silicon. This lattice parameter depends on the level of relaxation of the channel. If the channel is partially relaxed, the intrinsic strain in raised source and drain is reduced since the lattice mismatch between the channel and the source/drain is lower. In order to take this effect into account, it is convenient to introduce the equivalent Germanium concentration \( y_{\text{eq}} \). \( y_{\text{eq}} \) can be defined as the Ge concentration in the source/drain integrated on a fully strained channel Si\(_{1-x}\)Ge\(_x\) channel, for which the stress induced by the source/drain is equivalent to the one induced by Si\(_{1-x}\)Ge\(_x\) on a Si\(_{1-x}\)Ge\(_x\) channel under partial relaxation. This equivalent concentration is derived from the initial Germanium concentrations \( x \) and \( y \) and using the stress function \( f \):

\[
y_{\text{eq}} = y - x(1 - f).
\]

The additional stress from the source/drain \( \sigma_{\text{SD}} \) is then derived using the sensibility \( S_{\text{SD}} \) previously extracted from simulations performed on “not isolated channel” and assuming the equivalent Germanium concentration in the source/drain \( y_{\text{eq}} \):

\[
\sigma_{\text{SD}} = S_{\text{SD}}y_{\text{eq}}
\]

\[
\sigma_{\text{SD}} = S_{\text{SD}}(y - x(1 - f))
\]

If the channel is fully strained (stress function \( f = 1 \)), the stress from the source/drain does not rely on the Germanium concentration in the channel, as previously demonstrated by simulations. In the extreme case of a fully relaxed channel (stress function \( f = 0 \)), the stress from the source/drain depends on the difference of Germanium concentrations in the source/drain and in the channel (i.e. \( y - x \)). For short active length, the channel can be partially relaxed (see Fig. 9). In this intermediate case, the stress from source/drain is linked to the level of relaxation of the channel.

Finally, the total longitudinal stress in the Si\(_{1-x}\)Ge\(_x\) channel transistor with Si\(_{1-x}\)Ge\(_x\) source/drain at a position \( d \) along an active region of a total length Lac is:

\[
\sigma_L(d, \text{Lac}, x, y) = \gamma f(d, \text{Lac}) + S_{\text{SD}}(y - x(1 - f(d, \text{Lac})))
\]
For short channels, the longitudinal stress can be considered as the one at the middle of the channel since the channel length is significantly lower than the active length. For instance, the longitudinal stress in the middle of a Si$_{0.75}$Ge$_{0.25}$ channel with a gate length of 20 nm, located in the middle of an active channel $L_a = 0.36$ µm, with Si$_{0.75}$Ge$_{0.25}$ B source/drain is $\sigma_l = -1.7$ GPa, assuming a typical relaxation length of $\lambda = 112$ nm. In this case, 75% of the longitudinal stress comes from the channel (corresponding to $\sigma_{ST}$ component) and 25% from the source/drain (corresponding to $\sigma_{SD}$ component).

### 4. Layout effect and corresponding model

In this section we investigate the layout effects relative to the gate-to-STI distances SA/SB (also called the length of diffusion LOD) on short channel devices ($L_g = 20$ nm, see Fig. 10). The stress value of interest is taken at the middle of the channel ($d = SA + L_g/2$), which is a relevant approximation for short channels. The active length is $L_a = SA + SB + L_g$. The value of $SA$ and $SB$ varies according to the number of dummy gate fingers on the active region, with a Contacted-Poly-Pitch (CPP) of 90 nm. The measurement of transistors with various dummy gates thus enables to characterize the layout effects linked to the longitudinal stress, while other layout parameters remain unchanged. Especially, the gate length $L_g$ is kept constant and the source/drain regions are in a similar configuration (i.e. SiGe:B in between two gates) whatever the number of dummy gate fingers of the layout.

In this study, we focus on two relevant electrical parameters impacted by the stress: the threshold voltage $V_{T0}$, extracted at a constant current, and the $I_{ODLIN}$ drain current in linear regime (measured at a drain voltage of $|V_D| = 50$ mV and at a given overdrive $|V_G - V_T| = 0.5$ V). $I_{ODLIN}$ is influenced by the hole mobility in the channel and the series resistance.

In order to understand and interpret our experimental results, we have built an analytical model. In this model, the link between the longitudinal stress and the threshold voltage is established by a first order linear sensibility of $S_{VT} = -113$ mV/GPa. This sensibility is consistent with the valence band shift used in Ref. [9] and calculated from Ref. [10], in case of biaxial stress ($\Delta\varepsilon = 103$ mV/GPa).

Regarding the mobility, we use the piezoresistive model to predict the mobility variation according to the level of longitudinal stress:

$$\frac{\Delta \mu}{\mu} = -\Pi L \Delta \sigma_l$$

With $\mu$ being the hole mobility, $\Pi L$ the longitudinal piezoresistive coefficient in the (110) channel orientation and $\sigma_l$ the longitudinal stress. After integration, the mobility can thus be calculated as:

$$\frac{\mu(\sigma_l)}{\mu(\sigma_l = 0)} = \exp \left( \int_{\sigma_l = 0}^{\sigma_l} -\Pi L (s) ds \right)$$

This model requires the knowledge of the evolution of the longitudinal piezoresistive coefficient $\Pi L$ with the level of initial stress in the device $\sigma$. For the stress range of interest, we use the piezoresistive coefficients extracted on long channels ($L_g = 10$ µm) at $\sigma = 0$ ((1 1 0) Si channel) and at $\sigma = -1.6$ GPa ((1 1 0) SiGe with $x = 25\%$), which are $\Pi L (0) = 0.56$ GPa$^{-1}$ and $\Pi L (-1.6) = 0.74$ GPa$^{-1}$ respectively (Fig. 11).

From these measurement, the evolution of $\Pi L$ with $\sigma_l$ is assumed as linear. The relative sensibility can be calculated as $\Lambda = -0.11$ GPa$^{-2}$, and the final model of mobility enhancement given by:

$$\frac{\mu(\sigma_l)}{\mu(\sigma_l = 0)} = \exp \left( -\Pi L (0) \cdot \sigma_l - \frac{\Lambda}{2} \sigma_l^2 \right)$$

The mobility ratio from this analytical model is represented in Fig. 12.

Finally, the $I_{ODLIN}$ current model and threshold voltage model are given by:

$$I_{ODLIN} = I_{OD} \exp \left( -\Pi L (0) \left( \frac{\Lambda}{2} \sigma_l^2 \right) \right)$$

$$V_T = V_{T0} + S_{VT} \sigma_l$$

With $I_{OD}$ and $V_{T0}$ being respectively the $I_{ODLIN}$ current and threshold voltage of a device which is unstrained in the longitudinal direction.

### 5. Experimental results

#### 5.1. Symmetric layouts

Layouts are called symmetric if $SA = SB$. In this configuration, the gate-to-STI distance from the source side is equal to the one from the drain side. The nMOS threshold voltage $V_T$, extracted at a constant current of 300 nA x W/L with $V_D = 50$ mV, as well as the drain current $I_{ODLIN}$ measured at a constant overdrive $|V_G - V_T| = 0.5$ V are shown in Fig. 13 for symmetric layouts with...
different gate-to-STI values \( SA = SB \). No layout-dependence is observed since \( VT \) and \( I_{ODLIN} \) are constant whatever the active length. This result is expected since the nMOS features unstrained silicon channel. It also confirms that the STI does not induce any stress into the device. Figs. 14 and 15 show the pMOS \( VT \) (extracted at a constant current of 70 nA \( \times \) \( W/L \) with \( V_D = -50 \) mV) and \( I_{ODLIN} \), respectively, as a function of \( SA = SB \). The pMOS threshold voltage increases by 105 mV from \( SA = SB = 980 \) nm to \( SA = SB = 80 \) nm while \( I_{ODLIN} \) decreases by 51%. The change in threshold voltage and mobility comes from the relaxation of the SiGe stress in the channel that occurs at the active/STI frontiers. For short active regions, the channel is partially relaxed and thus the electrical characteristics are impacted. These layout-dependences are reproduced with a good accuracy by our aforementioned stress-based model with a typical relaxation length \( \lambda \) of 112 nm.

5.2. Asymmetric layouts

The layout effects are also characterized for asymmetric layouts, with different gate-to-STI distances between source and drain sides. In such layouts with \( SA = SB \), the distance with the active border on drain side, \( SB \), is fixed at either \( SB = 980 \) nm or \( SB = 80 \) nm. These asymmetric layouts enable to characterize the proximity effect of one active border only. Fig. 16 shows the threshold voltage variations for asymmetric layouts. Similarly to symmetric layouts, the proximity of the active border leads to threshold voltage increase. The threshold voltage is directly limited by the shorter gate-to-STI distance. A \( VT \) shift of 54 mV is found between \( SB = 980 \) nm and \( SB = 80 \) nm while \( SA = 980 \) nm. This \( VT \) shift is due to the stress relaxation on the active border of the drain side only and is approximately half the \( VT \) shift induced by the proximity of two edges (54 mV vs. 105 mV). \( I_{ODLIN} \) is similarly impacted as demonstrated in Fig. 17. \( I_{ODLIN} \) is also strongly limited by the shorter gate-to-STI distance and decreases by 30% between \( SB = 980 \) nm and \( SB = 80 \) nm while \( SA = 980 \) nm. Both \( VT \) and \( I_{ODLIN} \) variations for asymmetric layouts are well reproduced by our analytical model, provided \( \alpha = 0.124 \) as a value of the asymmetry parameter.

5.3. Multifinger transistors

In a design, transistors can be built on a same active area. Especially, multifinger MOSFETs consist of different transistors in parallel and on the same active region, sharing source and drain nodes as illustrated in Fig. 18. Such layouts are particularly efficient to enhance the drivability of standard cells. In this configuration, each
elementary transistor of multifinger MOSFETs is unique because of a unique set of gate-to-STI distances $SA_i/ SB_i$. Indeed, the stress relaxation occurring at the active borders will affect each finger differently. Therefore, the level of stress in the channel of each finger directly depends on its position.

In order to derive the threshold voltage $V_T$ according to the number of fingers $N_f$, we consider the $N_f$ transistors built in parallel and for a conduction in the subthreshold regime (no impact of drift current):

$$V_T(N_f) = -SS / \ln(10) \left( \frac{1}{N_f} \sum_{i=1}^{N_f} \exp \left( -\frac{V_T(SA_i, SB_i)}{SS / \ln(10)} \right) \right)$$

with $SS$ the subthreshold swing of the tested devices (considered in the following to be 80 mV/decade). A good agreement between model and experimental data is observed (Fig. 19). Multifinger data are compared to the 1-finger transistor reference (data from Fig. 14), located at the middle of the active area (this time, the rest of the gates are dummy, as previously illustrated in Fig. 10). This result highlights the impact of the fingers close to the active border, slightly increasing the threshold voltage of the whole structure (+17 mV at $N_f = 11$ fingers). However, one can see that the global $V_T$ of multifinger devices can be well approximated by the $V_T$ of the central transistor. This is because this latter is the minimum $V_T$ of all the devices in parallel and the minimum $V_T$ governs the total $V_T$.

Same methodology is applied to estimate $I_{ODLIN}$ of multifinger transistors. However, in such designs, the different fingers are not at the same gate voltage overdrive $V_{CG} - V_T$ since fingers feature different threshold voltages according to their gate-to-STI distances $(SA_i/ SB_i)$. A simple model of linear drain current can be used in order to take into account the overdrive shift for each finger:

$$I_D = \beta \frac{|V_{CG} - V_T|}{h} \left( \frac{V_{GT}}{V_{GTO}} \right) $$

At $|V_{CG} - V_T| = V_{GTO} = 0.5 V$, $I_D = I_{ODLIN}$. Thus, $I_D$ can be written as a function of $I_{ODLIN}$:

$$I_D(SA, SB) = I_{ODLIN}(SA, SB) \cdot \frac{V_{GT}}{V_{GTO}} \left( \frac{1 + \theta_1 |V_{GTO}|}{1 + \theta_1 |V_{GT}|} \right)$$

The parameter $\theta_1 = 0.3$ is used in the following because it reproduces well our experimental $I_D(V_{CG})$ curves. Finally, $I_{ODLIN}$ of multifingers is measured at $V_{CG} = V_T(N_f) + V_{GTO}$ with $V_T(N_f)$ previously described, and can thus be calculated following:

$$I_{ODLIN}(N_f) = \frac{1}{N_f} \sum_{i=1}^{N_f} I_D(SA_i, SB_i)$$

The multifinger pMOS $I_{ODLIN}$ is shown in Fig. 20. Our model of transistors in parallel well reproduces the experimental data, provided an additional series resistance of 10 Ohm considered for $N_f > 10$. This additional resistance may be linked to wires/contact in our structure since it also affects multifinger nMOS $I_{ODLIN}$ (Fig. 21). The multifinger transistor is compared to the 1-finger ref-
ference with same active length (SA = SB in Fig. 10, data from Fig. 15). The multifinger design is more sensible to the single-finger design (for a given active dimension), this because the fingers close to the active border lowers $I_{ODLIN}$ in the former case. Especially, $I_{ODLIN}$ is 13% lower for multifinger at $N_f = 11$ than for single-finger layout, this, due to the fingers located close to the active/STI frontier.

6. Conclusion

In this study, we investigate the layout effects induced by the SiGe channel in the pMOSFETs of the 14 nm UTBB-FDSOI technology. The threshold voltage and the linear drain current are characterized vs. the active dimensions (length) and position of the gate. This layout effect is induced by the stress relaxation on the active borders (active/isolation frontier) that occurs during the isolation patterning. An analytical model based on the stress profile is proposed to reproduce the threshold voltage and linear drain current dependences with layouts. This model takes into account both the intrinsic stress from the SiGe channel and the additional stress from the source/drain. Mechanical simulations as well as physical characterizations enable us to extend this model to a wide range of Germanium content and layout configurations. Finally, a good agreement is found with experimental data for both symmetric and asymmetric layouts. Multifinger transistors (i.e. transistors with multiple gates connected in parallel and put on a same active island) have also been characterized and modeled as they are widely used in standard cells designs, demonstrating the strong impact of gate fingers close to the active borders.
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Fig. 21. Multifinger nMOSFETs $I_{ODLIN}$ drain current as a function of the number of fingers with or without an additional series resistance of 10 Ohm. Gate length is $L_g = 20$ nm, channel width is $W = 170$ nm, $V_T$ flavor is SLVT.
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ABSTRACT

Back-gated InGaAs-on-insulator lateral N*NN* MOSFETs are successfully fabricated by direct wafer bonding and selective epitaxial regrowth. These devices were characterized using a revisited pseudo-MOSFET configuration. Two different transport mechanisms are evidenced: volume conduction in the undepleted region of the film and surface conduction at the interface between InGaAs and buried insulator. We propose extraction techniques for the volume mobility and interface mobility. The impact of film thickness, channel width, and length is evaluated. Additional measurements reveal the variation of the transistor parameters at low temperature and under externally applied uniaxial tensile strain.

1. Introduction

The extension of Moore’s law is based on two pillars: (i) electrostatic integrity of small transistors and (ii) improvement of transport properties for high speed. Only fully depleted devices, such as FinFETs, planar SOI or nanowires, benefit from excellent control of the gate on the channel, leading to attenuated short-channel effects and leakage current. Technology-wise, Semiconductor on Insulator (SOI) is the most straightforward, and pragmatic approach. Mobility boosters consist in adding strain, selecting the crystal orientation or, more drastically, replacing silicon with more talented semiconductors [1–5].

According to ITRS predictions [6], high-mobility channel materials such as Ge, SiGe and III–V compounds are promising candidates for the next generations of MOSFETs, able to deliver the necessary power-performance benefits and added functionality for CMOS and System-on-Chip applications [7–9]. Furthermore, devices fabricated on semiconductor-on-insulator substrates have better electrostatic control with decreased short channel effects and reduced leakage current [10–12]. Merging the merits of III–V compounds and SOI is a recent option explored as starting substrate (III–V on insulator) for device fabrication. In particular, InGaAs-on-insulator structures are attractive [13] to integrate high-performance FinFETs [14], planar MOSFETs on insulator and hybrid InGaAs/SiGe CMOS circuits [15]. This technology is rapidly evolving. Nevertheless, InGaAs-on-insulator films are prone to additional carrier scattering, compared to layers grown on bulk crystalline buffers such as InP [16] or InAlAs [17], owing to the presence of the buried oxide (BOX) and related back interface.

Our work is focused on the technological optimization via detailed investigation of transport properties in simple test devices. InGaAs layers transferred on oxide were characterized using a modified version of the well-known pseudo-MOSFET (‘Y’-MOSFET) configuration [18]. Lateral N*NN* structures have been fabricated on InGaAs-on-insulator layers to mimic the channel transport of a MOSFET while minimizing the impact of process-induced damages. Section 2 presents the main processing steps [19]. The measurement set-up and typical transistor characteristics are shown in Section 3. A suitable procedure, based on the extension of Y-function technique, is proposed in Section 4 for extracting the electron mobility in the film volume and at the
interface. We discuss the carrier mobility as a function of film thickness, temperature from 77 K to 300 K, and uniaxial tensile strain.

2. Material and device processing

The fabrication of back-gated lateral N′N+N⁺ transistors utilizes some of the key steps developed for InGaAs FinFETs [15]. The characteristics are expected to be representative of those in fully-processed devices with back-gate operation. The n-layer is a non-intentionally doped InGaAs-on-insulator (InGaAs-OI) grown in a metal organic vapor phase epitaxial reactor. InGaAs-OI layers on Si which have an initial doping concentration of \( N_0 \sim 2 \times 10^{17} \text{ cm}^{-3} \) are prepared by direct wafer bonding of nominally-undoped In_{0.53}Ga_{0.47}As films of varying thickness (25 nm, 50 nm, 100 nm and 200 nm) grown on InP wafers as described in [20]. The carrier concentration measured by Hall Effect on a 200-nm-thick InGaAs on InP layer before bonding is of \( 2 \times 10^{16} \text{ cm}^{-3} \). The buried oxide (BOX) consists of 25 nm thermal SiO₂, 10 nm Al₂O₃ and the high-k dielectric stack used in [14], for a resulting \( C_{\text{BOX}} \) of 0.11 \( \text{F/cm}^2 \).

The fabrication of lateral N′N+N⁺ structures starts with the deposition of a SiO₂ hard-mask to define the length of the n-region (Fig. 1(a)). Sn-doped In_{0.53}Ga_{0.47}As N⁺ regions (\( N_D \sim 5 \times 10^{19} \text{ cm}^{-3} \)) are selectively grown (Fig. 1(b)) at low temperature as in [21]. The hard-mask is removed (Fig. 1(c)) and a mesa isolation is performed by wet etching (Fig. 1(d)). The top interface of the n-region is formed with same high-k dielectric as used for the bottom interface. The process is completed by the deposition of a SiO₂ layer (Fig. 1(e)), etching via holes and W metal contacts (Fig. 1(f)). It should be noted that although the bottom and top InGaAs/high-k interfaces are formed with the same deposition process, they differ in the fact that the bottom interface is exposed to the thermal budget of the N⁺ selective epitaxial process, contrary to the top interface. This leads to a difference in the interface trap density comparable that the difference between Gate-first and Replacement-metal-gate devices in [14].

Fig. 2 shows the schematic of the tested structures. The drain current variation with drain bias confirms the ohmic behavior of the contacts.

3. Current and transconductance characteristics

The device characterization was performed by sweeping the gate bias \( V_G \) applied on the substrate and measuring the resulting drain current \( (I_D) \) between source and drain contacts. This device is similar to Pseudo-MOSFET (W-MOSFET) [22], where the standard pressure-adjustable probes are replaced by implanted N⁺ source and drain regions. This configuration is preferable because the impact of series resistance and probe-induced defects on the mobility is reduced. The channel dimensions are also better

Fig. 2. Measured drain current \( I_D \) versus drain bias \( V_D \) for gate bias \( V_C = 0 \), \( L = 200 \mu \text{m} \) and \( W = 20 \mu \text{m} \).

Fig. 3. Back-gate \( I_D - V_C \) characteristics of lateral N′N+N⁺ InGaAs-OI structures for (a) 25 nm, (b) 50 nm, (c) 100 nm and (d) 200 nm thick InGaAs film. Note the transition from full depletion (a) to partial depletion (d).
defined by the inter-contacts distance, representing the channel length $L$ and width $W$.

3.1. Drain current

Transfer characteristics are reported in Fig. 3 for transistors with variable InGaAs channel thickness. All devices present a modulation of the drain current with gate voltage, the degree of which depends on thickness. For positive $V_G$, the field effect induces the formation of an accumulation region at the film-BOX interface, whereas for negative $V_G$, the film is subject to depletion. The thinner channel (Fig. 3a) shows the typical signature of full-depletion operation: very low leakage current, high ON/OFF current ratio, relatively steep subthreshold slope. These parameters tend to degrade in thicker films (Fig. 3b and c), albeit the ON current increases. The 200 nm thick InGaAs transistor (Fig. 3d) operates at the limit of partial depletion since the drain current saturates and remains high for increasingly negative gate voltage.

Fig. 4. Minimum subthreshold swing (SS) versus channel length ($L$) for devices with InGaAs film thickness of 25 nm, 50 nm, 100 nm, and 200 nm.

Fig. 5. (a) On-resistance $R_{on}$ versus channel length $L_g$ extracted at $V_G = 8$ V and $V_{DS} = 50$ mV for four different InGaAs-OI thickness. (b) Sheet resistance $R_{sheet}$ deduced from (a) versus InGaAs film thickness fitted by a two parallel conductance model.

Fig. 6. (a) Drain current $I_D$ (plain symbols) and transconductance $g_m$ (empty symbols) versus gate bias. The dashed line represents the ‘volume’ current $I_{Vol}$. (b) Corresponding $g_m$ derivative versus $V_G$, which features a double threshold voltage behavior. $t_{III-V} = 200$ nm and $W = 20 \mu m$.

Fig. 7. Drain current $I_D$ (plain symbols) and transconductance $g_m$ (empty symbols) versus gate bias in 25 nm thick InGaAs film with $W = 20 \mu m$.

Fig. 8. Drain current $I_D$ versus gate bias $V_G$ in 200 nm thick devices with different widths. $L = 200 \mu m$, $V_D = 200$ mV.
The gradual change from full depletion to partial depletion is also reflected by the variation of the subthreshold swing (SS) with thickness: SS increases massively in 200 nm film (Fig. 4).

Fig. 5(a) shows the ON-resistance which varies linearly with the channel length. Extrapolation of these curves to $L = 0$ indicates that all samples have a similar contact resistance (about 5 kΩ μm), which is rather low for InGaAs-OI samples thanks to the optimized process of the source/drain terminals. The slope of the lines indicates the sheet resistance of the film (measured at $V_C = +8$ V), which strongly depends on thickness as illustrated in Fig. 5(b). This curve can be modeled by considering two parallel conduction channels [23].

3.2. Transconductance

Fig. 6(a) shows the drain current $I_D$ (plain symbols) and associated transconductance $g_m$ (empty symbols) versus gate bias in thick InGaAs film (200 nm). A plateau is visible in $I_D(V_G)$ curve for $V_C \approx 0$ and the $g_m(V_C)$ characteristic features two unusual peaks. It is known that in conventional MOSFETs the derivative of the transconductance with respect to gate bias yields one peak, the position of which indicates the threshold voltage [22]. In our samples, there are two clear peaks (see Fig. 6(b)) which give evidence for a double conduction mechanism in the III–V film. Since the films are doped, volume conduction is possible even in absence of $V_C$. A negative gate bias induces a depletion region at the film-BOX interface, which modulates the thickness of the conduction volume. The left peak in Fig. 6(b), obtained for negative gate bias, indicates the threshold voltage $V_{T}$. This means that for $V_C > V_T$, the depletion region starts to shrink. The right peak corresponds to the flat-band voltage $V_{FB}$ that defines the onset of the accumulation channel [12]. Beyond flat-band voltage ($V_C > V_{FB} \approx +1.1$ V), an accumulation channel forms at the InGaAs-BOX interface and adds to the volume conduction. We call these mechanisms ‘volume’ conduction and ‘surface’ conduction.

The double-peak shape of the transconductance evolves to a single-peak in very thin films where the contribution of the neutral volume to drain current tends to vanish. For 25 nm thick film, the second peak of transconductance is hardly visible as shown in Fig.7.

4. Mobility extraction

4.1. Partial and full depletion

Before attempting to extract the mobility, we need to evaluate whether the films are fully depleted or not. Given a doping level...
it is possible to compute the maximum width $W_{d_{\text{max}}}$ of the depletion region in the InGaAs film [24]:

$$W_{d_{\text{max}}} = \sqrt[4]{\frac{4 \cdot e_{\text{III-V}} \cdot k \cdot T \cdot \ln \left( \frac{N_b}{N_d} \right)}{q^2 \cdot N_d}}$$

(1)

where $e_{\text{III-V}}$ and $n_i$ are the InGaAs dielectric constant and the intrinsic doping concentration. According to the film quality, $e_{\text{III-V}}$ can vary between 13.1 $e_0$ and 14.1 $e_0$ [25], where $e_0$ is the vacuum permittivity.

Considering $n_i = 6.3 \cdot 10^{11}$ cm$^{-3}$ [25], the maximum depletion width is between 197 nm and 205 nm, which means that films thinner than 200 nm are definitely fully depleted. In contrast, the 200 nm thick layer is at the boundary between partial and full depletion. Fig. 8 reports the measured $I_{D}(V_C)$ curves in thick devices with same length ($L = 200 \mu m$) and different widths. Wide transistors are clearly partially depleted with large $I_D$ current flowing in the undepleted region of the film. But, interestingly, the narrower device ($W = 2.5 \mu m$) exhibits full depletion, suggesting a 2D mechanism [26]: the lateral depletion, assisted by defects and charges located on the sidewalls, reinforces the vertical depletion induced by the gate.

### 4.2. Volume mobility

According to the approach developed by Liu et al. [27] for heavily doped Si layers, the drain current in volume conduction regime can be written as:

$$I_D = \frac{W}{L} \cdot C_{\text{BOX}} \cdot \mu_{\text{Vol}} \cdot \frac{V_D}{N_d} \cdot (V_C - V_0)$$

(2)

where $C_{\text{BOX}}$ is the buried oxide capacitance [19] and $V_0$ is a characteristic voltage which may enable full depletion of the channel [27]:

$$V_0 = V_{FB} + q \cdot \frac{N_d}{C_{\text{BOX}}} \cdot t_{\text{III-V}} - V$$

(3)

$N_d$ is the active doping concentration. Eq. (2) accounts for the thickness variation of the neutral (undepleted) region with gate bias. In highly doped, partially depleted films, $V_0$ is hypothetical, as it cannot be reached experimentally; it is extrapolated from the measurements. In principle, the volume mobility $\mu_{\text{Vol}}$ is independent on gate bias unless the film has to be inhomogeneous with vertical profiles of mobility, defects and dopants. It may also depend on the vertical field induced by surface charges, in particular when the neutral region becomes very thin. The device ON-resistance includes the contribution of the series source/drain resistance $R_{SD}$.
Surface conduction occurs for \( V_G > V_{FB} \), when the accumulation channel starts forming at the film-BOX interface and adding to the volume current flowing in the whole neutral film. The surface current is given by the difference between the total current \( I_D \) and the maximum volume current \( I_{Vol,m} \) measured at \( V_G = V_{FB} \) (see dashed line in Fig. 6(a)). The surface mobility \( \mu_S \) at the film-BOX interface is obtained from another version of the Y-function (\( Y_S \)) adapted to the accumulation current [28]:

\[
Y_S = \frac{I_D - I_{Vol}}{\sqrt{\frac{1}{Y_m} - V}} = \sqrt{\frac{W}{L} \cdot C_{BOX} \cdot \mu_S \cdot V_D \cdot (V_G - V_{FB})}
\] (11)

The curves \( Y_S(V_G) \) are linear as shown in Fig. 12. The flat-band voltage \( V_{FB} \) is determined from the intercept with the gate voltage axis and the surface mobility in the accumulation channel from the slope, as indicated in Eq. (11).

Fig. 13 shows the surface mobility \( \mu_S \) versus gate length. The surface mobility is systematically lower than the volume mobility \( \mu_{Vol} \) by a factor of two due to stronger field-effect and additional carrier scattering at the interface film-BOX [7]. \( \mu_S \) is superior in thick films (100–200 nm) where the coupling between top surface defects and bottom channel is attenuated. The quality of the InGaAs-BOX interface is assumed constant given the stability of the fabrication process. The lowest mobility is measured for 25 nm thick devices and is attributed to the charged defects exist in the top surface. The difference between the front-surface and back-surface potentials induces a vertical field, \( E_{int} = (\Psi_{s} - \Psi_{s2})/L_{III-V} \), that obviously increases in thinner films [29]. Even if the influence of the gate-induced field is removed in \( Y \)-function, the mobility is still affected by the intrinsic field. In other words, the genuine low-field mobility is not accessible.
4.4. Low-temperature measurements

Fig. 14(a) shows the drain current versus gate bias characteristics measured at different temperatures. As reported for junctionless devices [30], the drain current in accumulation regime increases at lower temperature primarily because the mobility is improved (reduced phonon scattering). At the same time, the flat-band voltage (empty symbols in Fig. 14(b)) increases which delays the formation of the accumulation channel. Fig. 14(b) also presents the subthreshold swing $S$ (plain symbols) versus $T$. A linear decrease of $S$ with temperature is found between 200 K and 300 K, already documented for undoped MOSFETs [5]. The swing tends to saturate below 150 K, presumably due to the increase of the effective density of traps.

4.5. Strain effect

Samples are diced in $2 \text{ cm} \times 3 \text{ mm}$ pieces and mounted in a 3-point bending setup (Fig. 15) where uniaxial tensile strain can be applied up to 0.2% without breaking the samples. The ON-current $I_{ON}$ benefits from tensile strain applied along the (1 1 0) transport direction and increases at a rate of 10–15% per percent of strain (Fig. 16).

5. Conclusions

We have fabricated and characterized back-gated accumulation layer MOSFETs on InGaAs-on-Insulator wafers. These simple test structures are intended to provide a quick feedback for InGaAs technology optimization. Detailed measurements point out the coexistence of two conduction mechanisms (volume and interface accumulation). The plateau present in $I_D(V_G)$ curves and the double-peak transconductance reveal the transition from volume conduction to surface-dominated conduction. A methodology was proposed for the extraction of carrier mobility in the neutral volume and at the film-BOX interface. The volume mobility is always higher than the surface mobility and exceeds 1100 cm$^2$/V s in 100–200 nm thick InGaAs films. The lowest mobility was measured on very thin (25 nm) layers which suffer from strong coupling between top interface defects and conduction channel. The InGaAs material properties were also investigated as a function of aspect ratio and low-temperature operation. Finally, uniaxial tensile strain in the (1 1 0) transport direction highlighted the improvement the on-current with a rate of 10–15% per percent of strain.
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DC and RF characterization of InGaAs replacement metal gate (RMG) nFETs on SiGe-OI FinFETs fabricated by 3D monolithic integration
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1. Introduction

3D monolithic (3DM) integration is attracting much attention owing to density scaling benefits and the potential to stack independently optimized multifunctional layers at transistor level [1]. However, due to the inherently high thermal budget of Si MOSFET process, Si(Ge)-on-Si 3DM integration scheme faces major challenges in top layer optimization without degrading bottom layer performance. This necessitates development of low temperature top layer Si/SiGe process which presents further challenges to obtaining high-performance MOSFETs on top layer. As the InGaAs MOSFET processing thermal budget is significantly lower, it is well-suited to be used as the top layer channel material. Moreover, InGaAs also has higher mobility which enables high performance at lower voltages [2,3] and is an excellent channel material for high-frequency devices enabling very high cut-off frequency [4,5]. This aspect is of great interest as it can enable a truly multi-functional 3D monolithic integration scheme. On one hand, InGaAs nFETs on top of Si/SiGe FETs can allow higher performance hybrid CMOS [6] and on the other, high frequency InGaAs RF-FETs can benefit from closely integrated CMOS circuits [7]. As a step towards such a multi-functional 3D monolithic integration, here, we show DC and RF characteristics of InGaAs nFETs fabricated with RMG process on top of SiGe-OI finFETs. We perform RF characterization of InGaAs-OI nFETs of various gate-lengths designed with optimized ‘multi-finger gate’ layout to enable efficient characterization. We demonstrate a cut-off frequency of 16.4 GHz for gate length \( L_g \) of 120 nm. Measurements on various gate lengths show increasing cut-off frequency with decreasing gate-length.

2. Device fabrication

The steps involved in the InGaAs-on-SiGe 3D monolithic process flow are shown in Fig. 1.

Firstly, bottom layer SiGe-OI fin pFETs are fabricated with a gate-first (GF) process as described in [8,9]. The process begins with thinning of silicon layer of an 8 in. SOI wafer followed by Ge condensation to obtain SiGe-OI layer (with 25% Ge content). Then active pFET areas are patterned. This is then followed by gate
stack deposition as typical of a gate-first process flow. Thereafter, the gate lithography and gate etching is performed. After gate patterning, spacer deposition is carried out. Then the spacers are formed with anisotropic dry etching. After this step, in situ ‘p type’ doped SiGe epitaxy is carried out to form self-aligned raised source drain (RSD) regions. Then NiPt salicidation (self-aligned silicidation) is performed to obtain low contact resistivity on the pFETs. This silicide sets the thermal budget limit for the top nFET processing as high temperature can lead to degradation of silicide resistivity impacting the bottom FET performance [10]. The top layer nFET fabrication starts after this silicidation step of SiGe-OI finFET process. It begins with InGaAs layer transfer on top of processed pFETs through direct wafer bonding [11]. To achieve this, first an interlayer oxide (ILD0 in Fig. 2) is deposited and chemical-mechanical-polish (CMP) planarization is carried out. The InGaAs layer is transferred on to this oxide with direct wafer bonding from 2 in. InP donor wafers [11]. The thickness of the transferred InGaAs layer is 20 nm. Owing to direct wafer bonding technique, a planar continuous InGaAs layer is obtained on top of the ILD0. Therefore, this layer can be patterned in any desired structures with same alignment accuracy of the lithographic process of the bottom pFET layer. After transferring the InGaAs layer, the top InGaAs nFET fabrication is performed with a replacement metal gate (RMG) process [12,13]. The process starts with the patterning of InGaAs layer to form active transistor mesa regions either as planar areas or wide-fins (40–100 nm width). After forming the active areas, a dummy gate stack deposition is done. The dummy gate is then patterned. Spacers are formed on either side of the dummy gate in a similar way as in the bottom pFET process. It is then followed by self-aligned in situ ‘n type’ doped InGaAs epitaxy to form raised source-drain (RSD) regions. In general, this step is a relatively high thermal budget process and can be detrimental to bottom pFET performance. Therefore, it has been optimized to minimize the process temperature while obtaining high doping in the layer [6]. After the RSD process, the dummy gate replacement process steps are carried out. An encapsulation oxide layer (ILD1) is first deposited and planarized with CMP process to expose the top of dummy gate. Then the dummy gate stack is selectively etched out exposing the InGaAs channel in the region where the dummy gate was present. An optimized high-k/metal gate (HKMG) stack featuring a scaled Al2O3/HfO2 dielectric [14] is then deposited. This stack forms the actual gate oxide and gate metal on top of the InGaAs channel. The HKMG stack is immediately capped with W metal. After this deposition, the gate metal (W) is planarized again with CMP process to the same level as the encapsulation oxide. Finally, another oxide encapsulation is deposited and contact holes are opened to both top nFET and bottom pFET source/drain and gate regions. Metallization is completed to create contact pads for both layers. After completion of the contacts and metallization, the devices are annealed in H2/Ar ambient for optimizing the gate stack in terms of interface state density (Dit) [15]. The schematic of the so completed 3D monolithic stack is shown in Fig. 2 and a cross section STEM image of the 3D monolithic stack taken along the gate is shown in Fig. 3. The InGaAs fins with RMG can be seen on the top layer and SiGe-OI fins are visible on the bottom layer.

3. Electrical characterization

In this section, first the DC characteristics of the InGaAs nFETs is discussed, followed by the RF characteristics. The contact pads are

![Fig. 1. InGaAs-on-SiGe 3D monolithic integration process flow.](image1)

![Fig. 2. Schematic of the InGaAs-on-SiGe 3D stack showing multi-finger gate nFETs on top layer.](image2)

![Fig. 3. STEM image of the InGaAs-on-SiGe 3D stack showing nFETs on top of SiGe finFETs.](image3)
designed in coplanar waveguide (CPW) structure and can be measured with standard Ground-Signal-Ground (GSG) probes. The pad layout and the transistor layout featuring multi-finger gates is shown in Fig. 4.

The multi-finger gate design allows lowering the gate-resistance owing to multiple parallel gates. Furthermore, the nFETs characterized in this work have dense features with gate-to-contact spacing of 100 nm. The DC $I_d - V_g$ characteristics of an InGaAs planar nFET with $L_g = 120$ nm are shown in Fig. 5.

This device features 10 finger gates in parallel. DC characteristics show competitive electrostatic control with drain-induced-barrier-lowering (DIBL) of 104 mV/V and $SS_{sat} = 100$ mV/dec due a scaled high-$k$ gate stack with a CET of 1.6 nm. Fig. 6 shows the DC $G_m - V_g$ characteristics for the same device. A peak $G_m$ of about 1.7 mS is obtained at $V_d = 0.5$ V and $V_g = 0.65$ V. This value of $V_g$ is used for the device for subsequent characterization to estimate cut-off frequency. Fig. 7 shows the $I_d - V_d$ characteristics for the same device. Fig. 8 shows the DC $G_{ds} - V_g$ characteristics. The drain-induced-barrier-lowering (DIBL) vs. $L_g$ and saturation sub-threshold slope ($SS_{sat}$) vs. $L_g$ curves are shown in Figs. 9 and 10 respectively. Owing to low CET, competitive sub-threshold characteristics are observed on the nFETs. However, devices on the same chip with ‘single gate finger’ layout presented in Ref. [6] show relatively better electrostatics. This could be due to smaller spacer width in multi-finger gate devices, as the fabrication process is not fully optimized for dense multi-finger layout. A comparison of the $I_d - V_d$ characteristics bottom layer SiGe-OI finFET before and after top nFET fabrication is shown in Fig. 11. The figure shows the $I_d - V_g$ Characteristics of a SiGe-OI pFET with $L_g = 36$ nm and fin width 15 nm, before (dash) and after (solid) top nFET fabrication. Due to the lower thermal budget of the top layer InGaAs process, very minimal impact is observed on the bottom pFET even for a scaled gate length. Nearly the same drain current ($I_d$) is maintained at both linear and saturation regime in the pFET indicating no degradation of the bottom silicide. Therefore, it is seen that our integration scheme allows obtaining competitive DC performance for top InGaAs nFETs without degrading the performance of the bottom pFETs.

Now, RF characterization of the top nFET is discussed. The RF characterization on nFETs is performed on devices with 10 parallel finger gates, each with a width of 2 μm (= total device width of 20 μm), and having a ground-signal-ground (GSG) pad configuration. A LRRM calibration with a vector-network-analyzer (VNA) is first carried out on a commercial standard reference calibration substrate, to move the reference plane to probe tips. Dedicated on-chip ‘open’ pad structures are used to de-embed the device. The ‘open’ pad structures are similar to the pad layout shown in Fig. 4, without the MOSFET in the center. $S$-parameters are measured from 45 MHz to 40 GHz. First, $S$ parameters of the device are measured at $V_g$ which corresponds to the peak in DC transconductance of the MOSFET. Then $S$ parameters are converted to $Y$ parameters (denoted $Y_{TOTAL}$). Then the $S$ parameters of the ‘open’ pad structure (top) and multi-finger gate layout (bottom) of the InGaAs nFET used for RF characterization. Fig. 4.
pad structure are measured and converted to $Y$ parameters (denoted $Y_{\text{OPEN}}$). For de-embedding, the $Y$ parameters of ‘open’ structure are subtracted from the $Y$ parameters of the MOSFET. Then the current gain ($|h_{21}|$) is calculated with equation below:

$$
|h_{21}| = \frac{|Y_{21}\text{MOSFET}|}{|Y_{11}\text{MOSFET}|}
$$

where

$$
Y_{\text{MOSFET}} = Y_{\text{TOTAL}} - Y_{\text{OPEN}}
$$

The current gain $|h_{21}|$ (dB) vs. frequency is shown in Fig. 12, for a device with $L_g = 120$ nm. A cut-off frequency ($F_t$) of 16.4 GHz is obtained for $V_{dd} = 1$ V. Lower $F_t$ value is probably due to higher

---

**Fig. 8.** DC $G_{ds} - V_d$ characteristics of InGaAs-OI top layer planar nFET with $L_g = 120$ nm.

**Fig. 9.** $D\text{IBL} - L_g$ characteristics of InGaAs-OI top layer planar nFETs.

**Fig. 10.** $S_{sat} - L_g$ characteristics of InGaAs-OI top layer planar nFETs.

**Fig. 11.** Comparison of $I_d - V_g$ characteristics of bottom layer SiGe-OI pFET before and after top nFET fabrication.

**Fig. 12.** Measured current gain ($|h_{21}|$) vs. frequency for a InGaAs nFET (top layer) with $L_g = 120$ nm and 10 parallel gate fingers. Cut-off frequency ($F_t$) of 16.4 GHz is obtained for $V_{dd} = 1$ V.

**Fig. 13.** Measured unilateral gain ($U$) vs. frequency for a InGaAs nFET (top layer) with $L_g = 120$ nm, width = 2 $\mu$m and 10 gate fingers. $F_{max}$ of 23 GHz is obtained for $V_{dd} = 1$ V.
access resistance in the device which degrades the transconductance and higher gate-source capacitance resulting from the overlap of the source line with gate line. Fig. 13 shows the unilateral gain (U) vs. frequency. From the graph, maximum oscillation frequency \( f_{\text{max}} \) is estimated to be 23 GHz. Cut-off frequency vs. \( L_g \) plotted in Fig. 14 shows an increase in cut-off frequencies with decreasing \( L_g \). The solid line shows 1/\( L_g \) trend line indicating that \( F_t \) is inversely proportional to \( L_g \). Hence, scaling down \( L_g \) further, along with improving access resistance and a relaxed gate-contact spacing could provide a way to significantly increase the cut-off frequency.

4. Conclusion

We show, for the first time, RF characterization of InGaAs RMG nFETs fabricated on top of SiGe-OI finFETs in 3D monolithic integration. A cut-off frequency of 16.4 GHz is obtained for \( L_g = 120 \) nm nFET with negligible impact on the bottom pFET performance. The InGaAs nFETs also feature a scaled gate stack and tight pitch design (gate-contact spacing = 100 nm). Thus we demonstrate the benefit of InGaAs-on-SiGe 3D monolithic integration, showing that independently optimized multi-functional layers can be fabricated exploiting the advantages of both device layers.
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1. Introduction

The threshold voltage is one of the first-order specifications of CMOS technologies. It is used for the process development (e.g. setting doping profiles, if applicable), for the characterization of the process including its variability, and for the development of process design kits (PDK’s). Therefore, the MOSFET threshold voltage extraction is a mandatory step in the evaluation of CMOS processes, and in the sequences of parameter extractions leading to complete device-level compact models necessary for electrical simulation, thus for a design of integrated circuits (ICs).

The standard definition of the large area MOSFET threshold voltage ($V_{th}$) results from the 1D electrostatic analysis, in which the channel current flow is neglected [1,2]. On the other hand, the threshold voltage extraction methods, which are in common use, are based on the measured I–V characteristics [3,4]. Obviously, the theory and experiment are inconsistent in this case. Mobility degradation related to the electric field and a voltage drop across the source and drain resistances in real devices affect $V_{th}$ extraction. Methods aimed at minimization of these effects have been proposed, e.g. in [5,6]. However they do not eliminate fully the channel current effect on $V_{th}$ extraction. Extensive research on the identification of the current flow effect (via mobility and lateral electric field) on the extracted $V_{th}$ was presented in [7,8]. However this approach is still based on I–V characteristics and requires the calculation of higher order derivatives.

The $V_{th}$ extraction using the current-based methods is disadvantageous also with respect to the characterization of the process variability, which becomes one of the main limitations of the MOSFET scaling. The unambiguous $V_{th}$ extraction is clearly needed to distinguish the device behavior variability linked to $V_{th}$ itself, from other variability sources such as mobility, interface roughness, or series resistance, which lead to inaccurate $V_{th}$ extraction when using strong inversion-based current-voltage methods and hence to unwanted artifacts and cross-correlations in process or variability analyses [9].

The same phenomena, which define the carrier concentration distribution in the channel and the MOSFET operation in steady-state conditions are responsible for the device small signal behavior. The MOSFET capacitances consist of intrinsic and extrinsic parts [1,2]. The intrinsic components are related to the area between the source and drain, whereas the extrinsic ones are related to the device peripheries. While the modeling of the most of the intrinsic capacitances is difficult because of problems with the channel charge sharing between the source and drain terminals (unless no current flow conditions are considered), the modeling of the parasitic extrinsic capacitances is much more straightforward in terms of their interpretation. By definition the phenomena in the areas associated with the extrinsic capacitances are of electro-
static nature. This has encouraged us to apply the MOSFET capacitance measurements for the threshold voltage extraction. In this work we have explored first of all a method based on the measurements of the MOSFET source-bulk (SB) junction capacitance $C_{bs}$ vs the $V_{GS}$ and $V_{BS}$ voltages. The drain terminal remains open, therefore the channel current effect is efficiently eliminated. It may be expected that such an approach not only allows ambiguities in $V_{th}$ extraction to be avoided, but can be also helpful in eliminating other variability sources affecting the threshold voltage via the channel current flow (unavoidable in the I-V based methods) from the $V_{th}$ variability. These are e.g. mobility variations and line edge/width roughness effects.

The paper is arranged as follows. In Section 2 the proposed method has been described and illustrated using numerical simulation results. In Section 3 the experiment details are discussed. Test devices, electrical measurement conditions and results are described. In Section 4 the parameter extraction algorithms based on the measurement data are presented. They allow for the efficient extraction of the threshold voltage, body effect factor and Fermi level, as well as for extraction of the junction capacitance, its grading coefficient and built-in voltage. In Section 5 the considerations are summarized.

2. Description of the method

As a starting point let us begin with a short discussion of the p-channel MOSFET numerical simulation results obtained using Silvaco Atlas, and shown in Fig. 1. It is visible, that the potential distribution in the space charge area of the SB junction below the gate behaves differently than in the area outside the gate. As the gate-source voltage $V_{GS}$ changes the potential distribution below the gate changes too, while that below the junction remains constant. In accumulation the potential distribution below the gate is rather insensitive to the gate bias, therefore it is expected that the $C_{bs}$ capacitance does not change with $V_{GS}$. However at the onset of strong inversion a channel is induced. A capacitor is formed, which plates are the inversion layer connected with the source and the bulk area below the gate. Between these plates there is a gate-induced depletion area. This mechanism should be reflected by a steep increase of the $C_{bs}$ capacitance. This observation is the basis of the proposed method.

The simulated hole distributions in the pMOSFET calculated at the accumulation and inversion below the gate are shown in Fig. 2. Two simple capacitor networks represent the $C_{bs}(V_{BS}, V_{GS})$ characteristics behavior for these conditions. $C_{bs}(V_{BS})$ capacitance in Fig. 2a and b denotes the capacitance of the junction including its side-wall areas, whereas $C_{bs,c}(V_{BS}, V_{GS})$ in Fig. 2b denotes the capacitance component induced by the inversion channel buildup. In Fig. 3 it has been shown that an increase of the $C_{bs}$ capacitance appears at the onset of the strong inversion below the gate, i.e. at the threshold. As expected, below the threshold the $C_{bs}$ capacitance remains almost constant relative to the gate voltage. A small variation of the $C_{bs}$ with $V_{GS}$ noticeable for $V_{BS} = 0$ V is due to a decrease of the side-wall component, which occurs if the gate bias approaches the threshold. This is because under such conditions the depletion area width at the surface increases. This effect is clearly visible in Fig. 1a and b. For completeness it should be added, that at this gate bias range the hole concentration beneath the gate increases exponentially with $V_{GS}$ voltage.

The inversion onset is visible also in other AC characteristics of the MOSFETs. In Fig. 4 the $C_{gs}(V_{GS})$ and $C_{gs}(V_{GS})$ data sets are compared. In the latter characteristics even a more pronounced increase at the threshold is visible. However, it may be seen, that in the considered case the $C_{gs}$ capacitance is $V_{GS}$-dependent both above and below the threshold, where the effect is much stronger than for the $C_{bs}$ capacitance. Such behavior is induced by the variation of the so-called internal fringing component of the $C_{gs}$ capacitance predominant below the threshold and its smooth transition into the gate-channel capacitance $C_{gc}$ prevalent above the threshold. This is why the threshold voltage cannot be unambiguously
extracted from the \( C_{gs}(V_{GS}) \) characteristics as the gate voltage, at which \( C_{gs} \) starts to increase. Using the described approach is easier if the threshold is determined from the \( C_{bs}(V_{GS}) \) characteristics. On the other hand, we must acknowledge that a reliable method for \( V_{th} \) extraction based on the \( C_{gs}(V_{GS}) \) data has been proposed in [10]. In this method \( V_{th} \) corresponds to the maximum of \( dC_{gc}/dV_{GS} \), which can be easily determined. It should be added, though, that in theory the method is equivalent to the I-V based method presented in [6], which uses the maximum of \( (d(g_{m}/I_D))/dV_{GS} \). Nevertheless, in this paper we propose the threshold voltage extraction procedure based on the less "dynamic" \( C_{bs}(V_{GS}) \) characteristics. It will be shown that our method not only allows the threshold voltage and its parameters to be estimated, but also directly enables junction capacitance modeling and provides an additional method for the Fermi voltage extraction.

3. Experimental results

For the experimental validation of the method described in the previous section, we have used the n- and p-channel MOSFETs fabricated in ITE using a single p-well, polysilicon gate CMOS process with the following characteristics: 3 \( \mu \)m polysilicon line width, 65 nm gate oxide thickness, \( 1.2 \times 10^{19} \) and \( 6 \times 10^{15} \) cm\(^{-3} \) substrate doping concentrations in the n- and pMOSFETs accordingly. Besides the standard devices of rectangular shape we have also used finger-type wide ones, originally designed for the characterization of the gate overlap capacitances. In such devices significantly larger junction capacitances are expected. Layouts of two types of the pMOSFETs are shown in Fig. 5.

The MOSFET C–V characteristics have been measured using a Keithley 4200–SCS parametric analyzer equipped with a 4200–CVU unit. Its force and sense terminals have been connected with the MOSFET source and bulk electrodes respectively. In this way the DC bias of the SB junction has been provided by the CVU unit. The gate has been biased by a source-measure unit (SMU) included...
in the analyzer. We have used a test signal of 100 kHz frequency and 30 mV rms level. The measurements have been done at the 10 pF range, for which the accuracy is approximately 0.02 pF. In order to minimize the effect of stray capacitances and parasitic resistances open and short corrections have been done.

Since the measurement set-up makes it easier to measure the \( C_{bs} \) capacitance as a function of \( V_{BS} \) than \( V_{GS} \), the proposed method consists in the measurement of the \( C_{bs}(V_{GS}) \) characteristics for a series of \( V_{GS} \) voltages. Next, \( C_{bs}(V_{GS}) \) characteristics with \( V_{BS} \) as a parameter are constructed. The accuracy of the method is limited by the gate voltage step size.

The \( C_{bs}(V_{BS}) \) characteristics of a p-channel MOSFET with \( W=50 \) \( \mu m \) and \( L=50 \) \( \mu m \) measured at different \( V_{GS} \) voltages are shown in Fig. 6a. As expected, a strong influence of the gate voltage is clearly visible. Enlarged bottom parts of these curves are shown in Fig. 6b. Though in the full-scale plot these parts appear to be constant, a noticeable curvature is revealed in the enlarged plot. An “envelope” of the whole family corresponds to the accumulation/depletion conditions below the gate \(-0.5 \leq V_{CS} \leq 0\) V. Each point of the “envelope” has been calculated as a mean value of \( C_{bs} \) capacitances measured for a series of four \( V_{CS} \) voltages. The “envelope” corresponds to the \( C_{bs,J}(V_{BS}) \) characteristics of the SB junction including its edge.

The \( C_{bs}(V_{GS}) \) characteristics are shown in Fig. 7a. As expected, three regions may be distinguished in these curves. In the first region the \( C_{bs} \) capacitance is the lowest and is gate voltage independent. In this gate bias range the area below the gate is accumulated or depleted and the \( C_{bs} \) capacitance is determined only by the space charge of the SB junction. If the gate voltage becomes more negative and exceeds the threshold voltage, a steep increase of the \( C_{bs} \) capacitance is observed. This effect is caused by the formation of a highly conductive inversion layer. Similarly to the real source area, below the gate-induced virtual source there is also a depletion region which separates the source plate from the bottom quasi-neutral substrate. In order to illustrate this mechanism four \( C_{bs}(V_{CS}) \) curves are plotted in Fig. 7b after subtracting the “envelope” value taken from Fig. 6. Points of the capacitance sharp increase are clearly visible.

The \( C_{bs}(V_{GS}) \) characteristics allow the \( V_{th}(V_{BS}) \) characteristics of the MOSFETs to be derived. In [10] it has been shown, that the threshold voltage corresponds to the maximum of \( \frac{dC_{gs}}{dV_{GS}} \) thus to the maximum of \( \frac{dC_{bs}}{dV_{GS}} \). There is no similar formal proof concerning the maximum of \( \frac{dC_{bs}}{dV_{GS}} \). However, based on the interpretation of the voltage effect on \( C_{bs} \) capacitance (see Section 2) we dare to say that the largest variation of \( C_{bs} \) corresponds to the onset of the inversion. Moreover, based on the numerical simulations shown in Fig. 4 the \( \frac{dC_{gs}}{dV_{GS}} \) and \( \frac{dC_{bs}}{dV_{GS}} \) curves may be constructed (Fig. 8). It may be clearly noticed that the maxima of the corresponding derivative characteristics perfectly coincide. E.g. at \( V_{BS} = 0 \) V their maximum is at \( V_{GS} = -0.93 \) V, and at \( V_{BS} = 3 \) V the maximum is at \( V_{GS} = -1.23 \) V. Following this consideration, on each \( C_{bs}(V_{GS}) \) curve the threshold voltage is determined as the \( V_{GS} \) value, at which the \( \frac{dC_{bs}}{dV_{GS}} \) reaches maximum.

In Fig. 9a the data obtained using the proposed method are set together with the \( V_{th}(V_{BS}) \) curves obtained using the standard current-based methods, namely a linear extrapolation of \( I_{D}-V_{GS} \) characteristics at the transconductance maximum, and a linear extrapolation of \( I_{D}/g_{m} \)-\( V_{GS} \) characteristics [5]. The proposed C-V based approach gives results close to the method based on the linear extrapolation of \( I_{D}-V_{GS} \) characteristics (Fig. 9b).

In Fig. 9a several points deviate slightly from the \( V_{th}(V_{BS}) \) curves corresponding to the C-V based method of \( V_{th} \) extraction. They are due of the fact that the \( V_{GS} \) step is too large. This effect is noticeable mainly for the relatively small values of the measured capacitance. However it makes further data processing more difficult and confirms the need for the direct measurement of the \( C_{bs}(V_{GS}) \) characteristics with \( V_{BS} \) voltage stepped.
The proposed method for the threshold voltage characterization has been also applied to the wide, finger-type MOSFETs (Fig. 5). In these devices much larger junction capacitances are expected. In Figs. 10 and 11 the appropriate C-V and the resulting $V_{th}(V_{BS})$ data for the p- and n-channel MOSFETs, $W = 4800\ \mu m$, $L = 10\ \mu m$ are shown. In the $C_{bs}(V_{BS})$ characteristics of the large area devices two “envelopes” are visible. The bottom one represents the $C_{bs,j}$ component of the total $C_{bs}$ capacitance, whereas the top one represents the sum of $C_{bs,j}$ and $C_{bs,g}$ components. The $C_{bs,g}$ at the top $C_{bs}$ “envelope” corresponds to the maximum depletion width below the gate, which appears at the strong inversion conditions. Accordingly, in the $C_{bs}(V_{BS})$ characteristics at any $V_{BS}$ voltage two flat regions are visible. They are more pronounced than in the case of the device with $W = L = 50\ \mu m$ considered earlier and are suitable for the parameter extraction. It should be added that the threshold voltages extracted using the $C_{bs}$-$V_{GS}$-based method are lower than those determined using the I-V-based methods. This remains in agreement with the results presented in [6].

Fig. 7. (a) $C_{bs}(V_{GS})$ characteristics for p-channel MOSFET obtained from the data in Fig. 6; (b) $C_{bs}(V_{GS})$ data after subtraction of the “envelope”; points of the strong inversion onset are clearly visible.

Fig. 8. Derivatives of the $C_{gs}(V_{GS})$ (in black) and $C_{bs}(V_{GS})$ (in red) characteristics for p-channel MOSFET simulated using Silvaco ATLAS and shown in Fig. 4. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Threshold voltage extracted with three methods: (a) dependence on $V_{BS}$ voltage, (b) extraction of $V_{th}$ based on I-V characteristics.
Fig. 10. Extraction of the threshold voltage for p-channel MOSFET, $W = 4800 \mu m$, $L = 10 \mu m$: (a) $C_{bs}(V_{BS})$ data, (b) $C_{bs}(V_{GS})$ data obtained from $C_{bs}(V_{BS})$ data, (c) $V_{th}(V_{BS})$ curves determined with C-V- and I-V-based methods.

Fig. 11. Extraction of the threshold voltage for n-channel MOSFET, $W = 4800 \mu m$, $L = 10 \mu m$: (a) $C_{bs}(V_{BS})$ data, (b) $C_{bs}(V_{GS})$ data, (c) $V_{th}(V_{BS})$ curves determined with C-V- and I-V-based methods.
4. Parameter extraction

4.1. Threshold voltage

In the case of the long-channel enhancement-mode MOSFETs the threshold voltage \( V_{th} \) is given by a well-known formula (1).

\[
V_{th} = V_{th,0} + t \cdot \gamma \cdot \left( \sqrt{2 \cdot \phi_F} - t \cdot V_{BS} - \sqrt{2 \cdot \phi_F} \right) 
\]

(1)

where \( V_{th,0} \) – threshold voltage at \( V_{BS} = 0 \) V, \( \gamma \) – body factor, \( 2\phi_F \) – double Fermi voltage. The variable \( t \) is equal to +1 for the n-channel MOSFETs and to -1 for the p-channel MOSFETs. Typically \( \gamma \) and \( 2\phi_F \) parameters in (1) are extracted iteratively starting from a given approximation of \( 2\phi_F \), \( \gamma \) and \( t \). However, using a non-iterative method described in [11,12] for \( V_{th}(V_{BS}) \) data, the parameters of \( V_{th} \) in (1) may be determined with (2a) and (2b) using a linear regression between terms \( V_{th}-V_{th,0} \) and \( (dV_{th}/dV_{BS})^{-1} \).

\[
V_{th,0} = V_{th}(0) 
\]

(2a)

\[
V_{th} - V_{th,0} = -0.5 \cdot t \cdot \gamma^2 \cdot \frac{1}{\frac{dV_{th}}{dV_{BS}}} - t \cdot \gamma \cdot \sqrt{2 \cdot \phi_F} 
\]

(2b)

The regressions for the \( V_{th}(V_{BS}) \) data extracted using the I–V based and \( C_{bs}-V_{GS} \) methods are illustrated in Fig. 12. In each chart two types of fitting are visible. The four regressions based on the \( V_{th}(V_{BS}) \) data obtained directly from the measurement data are plotted in black. A large spread of the points subject to regression is visible, in particular in the case of the n-channel MOSFET (Fig. 12b). Other four regressions based on the \( V_{th}(V_{BS}) \) data filtered using Savitzky-Golay method are plotted in red.

The expected values of the body factor are approximately 1.2 \( \sqrt{V_{th}} \) (nMOSFET), and 0.7 \( \sqrt{V_{th}} \) (pMOSFET). The expected Fermi voltage values are 0.75 V (nMOSFET) and 0.65 V (PMOSFET). The extracted threshold voltage parameter values are listed in Table 1. The difference between the \( \gamma \) values for the p-channel and n-channel MOSFETs results from the fact, that CMOS technology with a single p-well has been used. The \( \gamma \) values extracted based on the raw data are far below the expected ones. The same situation is with the \( 2\phi_F \) values. This effect may be attributed to the noisy data being subject to the linear fit. A significant spread of the data points in Fig. 12 strongly affects the slope and the intersection of the regression line with the horizontal axis, via the \( (dV_{th}/dV_{BS})^{-1} \) term used in (2b). The slope determines the body factor value, whereas the intersection point determines the Fermi voltage. The filtering procedure has improved the extraction of \( \gamma \) and \( 2\phi_F \) in the case of the nMOSFET. In the case of the pMOSFET the filtering has not helped much, because the \( V_{th}(V_{BS}) \) data quality is better than in the case of the n-channel device. Following the above discussion it may be stated, that retrieving the smooth \( V_{th}(V_{BS}) \) characteristics both from the I–V and C–V measurement data is relevant for the reliable extraction. In practice it may be a non-trivial task, but in such a case data filtering may be helpful.

4.2. Junction capacitance

The proposed characterization method allows for a deeper analysis of the \( C_{bs} \) capacitance in MOSFETs. The bottom “envelope” of the \( C_{bs}(V_{BS}) \) characteristics family measured for different \( V_{GS} \) voltages (Figs. 6b, 9a, 10a) represents the total \( C_{bs} \) capacitance of the MOSFET SB junction including its planar and sidewall components. Modeling of such a characteristics is based on the well-known formula (3).

\[
C_{bs,J} = \frac{C_J}{\left(1 - t \frac{V_{BS}}{V_{bi}}\right)^M_J} 
\]

(3)

where \( C_J \) is the capacitance at \( V_{BS} = 0 \) V, \( V_{bi} \) is the built-in voltage, and \( M_J \) is a grading coefficient, which is theoretically 1/2 for an ideal abrupt junction and 1/3 for an ideal linearly graded junction. The \( C_J \) parameter is easily determined as \( C_{bs}(V_{BS} = 0 \) V\). The remaining two parameters are typically extracted using an iterative procedure. Here, we propose a non-iterative approach, which is based on (4).

\[
\frac{dC_{bs,J}}{dV_{BS}} = C_J \cdot t \cdot M_J \cdot \frac{V_{bi}}{V_{BS}} \left(1 - \frac{V_{BS}}{V_{bi}}\right)^{-M_J-1} 
\]

(4)

\[
= C_{bs,J} \cdot t \cdot M_J \cdot \frac{V_{bi}}{V_{BS}} \left(1 - \frac{V_{BS}}{V_{bi}}\right)^{-1} 
\]

After a simple transformation of (4) the method (5) for the junction capacitance parameter extraction may be formulated. (5b) is subject to The linear regression (5b) between \( V_{BS} \) and \( C_{bs,J}(dC_{bs,J}/dV_{BS}) \) terms is used for extraction of \( M_J \) and \( V_{bi} \).

\[
V_{th} - V_{th,0} = -0.5 \cdot t \cdot \gamma^2 \cdot \frac{1}{\frac{dV_{th}}{dV_{BS}}} - t \cdot \gamma \cdot \sqrt{2 \cdot \phi_F} 
\]
\[ C_J = C_{bi}(0) \]  
\[ V_{BS} = t \cdot V_{bi} - M_J \cdot \frac{C_{bi}}{C_0} \]  
\[ J = \frac{C_{bs}}{C_0} \]

The linear fits regarding the bottom “envelopes” of the \( C_{bs}(V_{BS}) \) characteristics of the p- and n-channel MOSFETs are shown in Fig. 13. Good quality of these fits is beneficial for the parameter extraction. The calculated values of the parameters are listed in Table 2.

As expected, in the case of the nMOSFET the capacitance \( C_J \) and the built-in voltage \( V_{bi} \) are larger than in the pMOSFET, because of the substrate doping concentration levels in both device types. There is also a significant difference between the grading coefficients \( M_J \). In the nMOSFET a step junction has been revealed, whereas in the pMOSFET the junction is rather linear. However it should be mentioned, that the \( C_{bs} \) capacitance comprises the plane and sidewall components. In the finger-type device the side-wall capacitance component is large because of the large perimeter/area ratio. On the other hand the sidewall capacitance is less sensitive to \( V_{BS} \) voltage, than the plane one. Following this we may expect that the parameter extraction results are affected by the test structure non-ideality.

4.3. Gate-induced component of junction capacitance

In the previous section the bottom “envelopes” \( C_{bsj}(V_{BS}) \) of the \( C_{bsj}(V_{BS}, V_{GS}) \) characteristics corresponding to the lower plateaus in Figs. 10b and 11b have been used for the junction capacitance parameter extraction. In this section the top “envelopes” are considered. According to the interpretation given in Section 3 the junction capacitance in excess of \( C_{bsj} \) capacitance under the strong inversion conditions is attributed to the gate-induced depletion area. In Fig. 14 the differences between top and bottom “envelopes” are shown. These curves may be described with (6).

\[ C_{bs} - C_{bsj} = A_{G_{eff}} \cdot \frac{\varepsilon_s}{x_d_{max}} \]  
\[ = A_{G_{eff}} \cdot \frac{\varepsilon_s}{q \cdot N_{sub}} \cdot (2\phi_V - t \cdot V_{BS}) \]  
where \( A_{G_{eff}} \) is the effective gate area, and \( \varepsilon_s/x_d_{max} \) is the gate-induced depletion region capacitance per unit area in the strong inversion conditions below the gate. Other parameters have the usual meaning. After a simple transformation we arrive at (7).

\[ (C_{bs} - C_{bsj})^2 = \frac{1}{A_{G_{eff}}^2} \cdot \frac{2}{q \cdot \varepsilon_s \cdot N_{sub}} \cdot (V_{BS} - t \cdot 2\phi_V) \]  

Eq. (7) is suitable for the extraction of the Fermi voltage and of the substrate doping concentration. It is a favorable situation because the \( 2\phi_V \) values for the n- and pMOSFETs calculated in the Section 4.1 based on the \( V_{th}(V_{BS}) \) characteristics are far from the expected values probably due to the data noise. The linear regressions (7) are shown in Fig. 15. A very good linear fit is notice-

### Table 1
Threshold voltage parameters of 4800 × 10 μm MOSFETs extracted from \( V_{th}(V_{BS}) \) characteristics obtained from the non-filtered and filtered measurements.

<table>
<thead>
<tr>
<th>Param</th>
<th>NMOS Method</th>
<th>PMOS Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{th,0} ) (V)</td>
<td>0.582</td>
<td>0.792</td>
</tr>
<tr>
<td>( \gamma ) (V(^2))</td>
<td>0.649</td>
<td>0.434</td>
</tr>
<tr>
<td>2( \theta_V ) (V)</td>
<td>0.33</td>
<td>0.29</td>
</tr>
</tbody>
</table>

**After filtering of \( V_{th}(V_{BS}) \) data obtained from \( I_{D-VG, C_{bs-VG}} \) meas**

| \( \gamma \) (V\(^2\)) | 0.740 | 0.428 |
| 2\( \theta_V \) (V) | 0.69 | 0.29 |

### Table 2
Junction capacitance parameters for 4800 × 10 μm MOSFETs.

<table>
<thead>
<tr>
<th>Param</th>
<th>NMOS</th>
<th>PMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_J ) (F)</td>
<td>9.9 × 10(^{-12})</td>
<td>3.7 × 10(^{-12})</td>
</tr>
<tr>
<td>( M_J ) (–)</td>
<td>0.555</td>
<td>0.364</td>
</tr>
<tr>
<td>( V_{bi} ) (V)</td>
<td>0.869</td>
<td>0.543</td>
</tr>
</tbody>
</table>

**Fig. 13.** Extraction of the junction capacitance parameters according to (5) for the n- and p-channel MOSFETs, \( W = 4800 \) μm, \( L = 10 \) μm.

**Fig. 14.** Gate-induced components of the junction capacitances under strong inversion conditions for the n- and p-channel MOSFETs, \( W = 4800 \) μm, \( L = 10 \) μm.
able. The extraction results are summarized in Table 3. The body factor $\gamma$ has been calculated using the nominal gate oxide thickness 65 nm.

The calculated doping concentrations remain in a good agreement with the CMOS process specification given at the beginning of Section 3. On the other hand a large discrepancy between the Fermi voltages and body factors obtained based on $V_{th}(V_{BS})$ and $C_{bs}-C_{bs,J}=f(V_{BS})$ data is clearly visible. As it has been discussed earlier, the first data set is saddled with the large spread of data points originating from the raw $V_{th}(V_{BS})$ characteristics and shown in Fig. 12. The spread may affect the validity of the parameters in Table 1. The second data set is smooth. This can be a convincing argument for the reliability of the second data set.

Another issue visible in particular in Table 3 is that the Fermi voltage for the nMOSFETs is lower than for the pMOSFETs irrespective of the extracted doping concentration levels. Such an effect is not observed in the built-in voltages $V_{bi}$ calculated based on the junction capacitance characteristics and shown in Table 2. A possible explanation for this observation is that due to boron segregation during the gate oxidation (partially compensated by the boron correction implantation) the acceptor concentration below the nMOSFET gate is lower than below the MOSFET source junction. The situation for the pMOSFETs is opposite. Finally, it is worth mentioning that the two data sets used for the parameter extraction, i.e. $V_{th}(V_{BS})$ and $C_{bs}-C_{bs,J}=f(V_{BS})$, have been obtained using different characteristics and for different measurement conditions. The $V_{th}(V_{BS})$ characteristics obtained either from $I_{D}(V_{GS})$ or from $C_{bs}(V_{GS})$ data and used in (2), correspond to the onset of inversion. On the other hand, the $C_{bs}-C_{bs,J}=f(V_{BS})$ data used in (7) correspond to strong inversion conditions. Therefore, by definition the Fermi voltage extracted based on (7) should be larger than the one determined based on (2).

5. Summary

Based on the numerical simulation results the methodology for a combined extraction of the MOSFET threshold voltage (including body factor and Fermi voltage) and junction capacitance from the $C_{bs}(V_{GS})$ characteristics has been introduced. During the measurements the drain terminal of the device under test remains open to eliminate the effect of the channel current flow (via mobility or series resistances) on the threshold voltage extraction. According to the numerical simulations the $C_{bs}$-based method of the threshold extraction should be equivalent to the method based on gate capacitance measurements. It is worth mentioning that the proposed measurements may be done using gate-controlled diodes as well.

Based on the nonlinear models of the threshold voltage $V_{th}(V_{BS})$ and of the junction capacitance $C_{bs}(V_{BS})$ three simple algorithms for the threshold voltage and junction capacitance parameter extraction have been proposed. Using simple arithmetic transformations the closed-form, non-iterative formulae for the parameter extraction have been derived. They may be useful for automatic measurements combined with on the fly parameter extraction. There is no risk of a potential negative term in (1) or (3) breaking the automated measurement/extraction procedure.

Two of the proposed extraction methods concern the threshold voltage characterization. The first one, relying on $V_{th}(V_{BS})$ characteristics extracted from the $C_{bs}(V_{GS})$ data corresponds to the onset of inversion. It allows for a full characterization of the $V_{th}$ of large area MOSFETs. The second one, based on $C_{bs}(V_{GS})$ data, is complementary. It has been derived under the assumption of strong inversion conditions below gate. It provides more reliable values of the Fermi voltage and body factor.

There are important conditions and limitations for using the proposed methods. First, for the measurements of the $C_{bs}(V_{GS})$, $V_{th}(V_{BS})$ characteristics we need the MOSFETs or gate-controlled diodes with the junction area not smaller than approximately 1500 $\mu$m$^2$. Such a large junction is necessary in order to have reliable $C_{bs}$ measurements (range of 0.5 pF) of the devices manufactured using our process. Furthermore, we need also devices with a large gate area not smaller than approximately 1500 $\mu$m$^2$. Such a large gate is needed for the measurement of the gate-induced $C_{bs}$ component in the strong inversion conditions. The reliable capacitance measurements are necessary to obtain smooth $V_{th}(V_{BS})$ and $C_{bs}(V_{BS})$ data, used in fitting procedures (2) and (7). The proposed methods have been tested using the standard CMOS devices manufactured in ITE.
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Abstract
The transfer characteristic at room temperature of FinFETs processed for sub-10 nm technologies could always be explained by solving Poisson equation throughout the channel – dielectric interface. Various methods for the MOSFET parameters estimation are proposed in the literature. In this paper, the electrical parameters extraction technique based on the Y-function methodology is reminded.

Low frequency noise is presented considering three major noise sources: 1/f noise associated to carrier trapping-detrapping in the gate oxide, channel carrier mobility fluctuations and generation-recombination noise related to traps located in the depletion zone of the device. Theory and methodology in order to identify the 1/f noise mechanism and to have information of the process induced traps in the silicon film using the noise spectroscopy technique are revisited.

1. Introduction

Low frequency noise measurements can be used as a non-destructive diagnostic tool that leads to the identification of traps in the Si and the gate oxide, thus giving informations on the quality of the transistors fabrication. The study of the 1/f noise level with respect to the gate overdrive voltage \( V_{GT} \) leads to the identification of the 1/f noise origin. The study of the generation-recombination noise, if performed as a function of the temperature at fixed drain currents, gives access to information on the traps that are located in the depletion region of the transistor [1].

This paper summarizes the extraction methods and techniques that have been used in order to investigate triple-gate FinFETs issued from a sub-10 nm technological node.

Based on the expression of the drain current which takes into account surface roughness scattering impact on the effective carrier mobility, simple and accurate method for parameter extraction is based on the \( Y = \frac{I_D}{\sqrt{V_{DS}}} \) function. Indeed, the Y function exhibits a linear variation on the applied gate voltage and does not depend on the access resistance through the first mobility attenuation factor. Special attention is given for the threshold voltage, low field carrier mobility and access resistance estimation which are needfully for 1/f low frequency noise modeling.

Then the low frequency noise theory is discussed, 1/f noise characterisation is described as it leads to the identification of the 1/f noise mechanism and an estimation of the gate oxide trap density. Finally the study of the depletion region traps is explained using a low frequency noise spectroscopy as a function of temperature.

2. Static parameters extraction

2.1. MOSFET model in linear operation region

MOSFETs are composed from three resistive regions: the source, the channel and the drain, as seen in Fig. 1. In the linear region of operation, the MOSFET drain current \( I_D \) in strong inversion can be expressed by [2]

\[
I_D = \frac{W}{L} \mu_{ef} |Q_s| |V_{DS}|
\]

(1)

\( W \) and \( L \) are the gate effective width and length, respectively, \( V_{DS} \) is the voltage across the channel (between the points S and D’ of Fig. 1), and the inversion charge is usually taken as \( Q_s = C_{ox} (V_{GS} - V_T) \), where \( V_{GS} \) is the gate-source voltage, \( V_T \) is
the threshold voltage, and \( C_{ox} \) is the gate oxide capacitance per unit area.

The carrier mobility can be altered by several phenomena such as phonon scattering (thermal vibrations of the crystal lattice), Coulomb scattering (ionized impurities that deviates carriers) and surface roughness scattering. The mobility limited by the phonon scattering \( \mu_{ph} \), by the Coulomb scattering \( \mu_c \) and by the surface roughness scattering \( \mu_{sr} \) lead to the effective carrier mobility according to Matthiessen's rule [2]

\[
\frac{1}{\mu_{\text{eff}}} = \frac{1}{\mu_{\text{ph}}} + \frac{1}{\mu_{c}} + \frac{1}{\mu_{sr}}
\]  

In strong inversion (i.e. for strong transversal electric field) the Coulomb scattering is negligible, leading to \( \mu_{\text{eff}} = \frac{1}{\mu_{\text{ph}}} + \frac{1}{\mu_{sr}} \). The effective carrier mobility of the inversion channel carriers \( \mu_{\text{eff}} \) depends of the low-field mobility \( \mu_0 \), as seen in [3]

\[
\mu_{\text{eff}} = \frac{\mu_0}{1 + \theta_{10}(V_{GS} - V_{th} - \frac{V_{DS}}{2}) + \theta_{2}(V_{GS} - V_{th} - \frac{V_{DS}}{2})^{2}}
\]

\( \theta_{10} \) is called the intrinsic mobility attenuation factor and is due to phonon scattering, while \( \theta_{2} \) is the second order mobility attenuation factor, which is due to surface roughness scattering. Assuming that \( R_S = R_D = R_{\text{access}}/2 \), the drain current expression in the linear region of operation can be obtained by replacing \( Q_0 \) and \( \mu_{\text{eff}} \) in (1)

\[
I_D = \frac{G_M V_{DS} (V_{GS} - V_{th} - \frac{V_{DS}}{2})}{1 + \theta_{10} G_{M} R_{\text{access}} (V_{GS} - V_{th} - \frac{V_{DS}}{2}) + \theta_{2} (V_{GS} - V_{th} - \frac{V_{DS}}{2})^{2}}
\]  

where \( G_M = \frac{\mu_0 C_{ox} W}{L} \) is the transconductance parameter. The extrinsic mobility attenuation factor is defined by \( \theta_1 = \theta_{10} + G_M R_{\text{access}} \) and takes into account the drain current attenuation due to the phonon scattering and the access resistance. The transistor transconductance is defined as the variation of the drain current with respect to the gate voltage \( g_m = \partial I_D/\partial V_{GS} \) and yields

\[
g_m = G_M V_{DS} \frac{1 - \theta_{2}(V_{GS} - V_{th} - \frac{V_{DS}}{2})^{2}}{1 + \theta_{1} (V_{GS} - V_{th} - \frac{V_{DS}}{2}) + \theta_{2} (V_{GS} - V_{th} - \frac{V_{DS}}{2})^{2}}
\]

### 2.2. Y function method

The Y function has two main advantages: it does not depend on the extrinsic mobility attenuation factor \( \theta_1 \) and thus is independent on the access resistance \( R_{\text{access}} \), and does not use the drain current second derivative, in opposition to some other methods. However, it assumes that the low-field mobility \( \mu_0 \) is independent of the gate length \( L \). The Y function is based on the drain current and transconductance equations as [3-5]

\[
Y(V_{GS}) = \frac{I_D}{V_{DS}} = \frac{G_M V_{DS}}{1 - \theta_{2}(V_{GS} - V_{th} - \frac{V_{DS}}{2})^{2}} (V_{GS} - V_{th} - \frac{V_{DS}}{2})
\]

In moderate inversion, when \( \theta_{2}(V_{GS} - V_{th} - \frac{V_{DS}}{2})^{2} \ll 1 \), \( Y(V_{GS}) \) should be linear and a linear fitting gives access to \( G_M \) and \( V_{DS} \) from the slope and the x-intercept, respectively. These estimations allow building the effective mobility attenuation factor \( \theta_{eff} \) and thus determining the values of \( \theta_1 \) and \( \theta_2 \) from

\[
\theta_{eff}(V_{GS}) = \frac{G_M V_{DS}}{I_D} \frac{1}{V_{GS} - V_{th} - \frac{V_{DS}}{2}} = \theta_1 + \theta_2 (V_{GS} - V_{th} - \frac{V_{DS}}{2})
\]

This function should be linear and \( \theta_1 \) and \( \theta_2 \) can be extracted from the y-intercept and the slope, respectively. The following step consists in extracting the access resistance \( R_{\text{access}} \) and the intrinsic mobility attenuation factor \( \theta_{10} \) from the \( \theta_1 \) and \( G_{M} \) values linear plot, as

\[
\theta_1 = \theta_{10} + G_M R_{\text{access}}
\]

Once the parameters \( G_{M}, V_{th}, \theta_1 \) and \( \theta_2 \) have been extracted, another iteration of the \( Y \) function method can be performed with a new \( Y_{n+1} \) function as written in

\[
Y_{n+1}(V_{GS}) = Y_{n}(V_{GS}) \frac{1 - \theta_{2}(V_{GS} - V_{th} - \frac{V_{DS}}{2})^{2}}{1 - \theta_{1} \theta_{2}(V_{GS} - V_{th} - \frac{V_{DS}}{2})^{2}}
\]

This should eliminate the influence of \( \theta_1 \) in (5) and new values of \( G_M, V_{th}, \theta_1 \) and \( \theta_2 \) can be extracted, until the values converge. Examples of drain current and transconductance concordance between the experimental data and models of the drain current and of the transconductance described by Eqs. (4) and (5) are shown in Fig. 2. The right y-axis indicates that the absolute relative error is less than 0.1% for the drain, which reflects the good precision of this extraction procedure.

Several parameters can be extracted once the \( Y \) function method has been applied to devices with different gate dimensions [3]. The effective gate dimensions \( L \) and \( W \) can be determined using \( G_M \) and the mask gate dimensions \( L_m \) and \( W_m \), as

\[
G_M = \frac{\mu_0 C_{ox} W}{L} = \frac{\mu_0 C_{ox}}{L_m} (W_m - \Delta W)
\]

\[
1 = \frac{1}{G_M} \frac{L}{\mu_0 C_{ox} W} = \frac{1}{\mu_0 C_{ox} W} (L_m - \Delta L)
\]

Assuming \( \mu_0 \) is constant, both equations lead to a straight line, where the slope and the x-intercept of \( G_M W_m \) or \( G_M^{-1} L_m \) lead to \( \mu_0 \) and \( \Delta W \) or \( \Delta L \), respectively.

The extrinsic mobility attenuation factor \( \theta_1 \) depends of the gate dimensions \( W \) and \( L \), and on the access resistance \( R_{\text{access}} \) according to (7). Consequently a \( \theta_1(G_M) \) function will give access to the intrinsic mobility attenuation factor \( \theta_{10} \) and the drain-source resistance \( R_{\text{access}} \).

The channel length reduction \( \Delta L \) can also be determined with another method that consists in tracing the evolution of the total
resistance (i.e. of \( I_D/V_{DS} \)) at different gate voltages \( V_{GS} \) for different gate mask lengths, using the channel resistivity \( \rho_{ch} \) in the relation

\[
R_{tot} = \frac{L}{W} \rho_{ch} + R_{access} = \frac{L_m}{W} \rho_{ch} + R_{access}
\]  

(11)

All lines should intercept at the same point, which coordinates are \( \Delta L \) and \( R_{access} \), as seen in Fig. 3.

3. Low frequency noise

3.1. Low frequency noise in MOSFETs

The characterization of the low frequency noise in field-effect transistors is performed from measurements of the noise power spectral density (PSD), which is usually referred either to the drain current (\( S_{ID} \) in \( A^2/Hz \)) or to the gate voltage (\( S_{VG} \) in \( V^2/Hz \)). Both quantities are linked together by the MOSFET transconductance as \( S_{VG} \cdot gm^2 = S_{ID} \).

The noise mainly originates from the resistive parts of the transistors, which are the source region (\( r_S \)), the drain region (\( r_D \)) and the channel (\( r_{ch} \)). The low frequency noise equivalent circuit is given in Fig. 4, where the resistive (noisy) parts have been modeled by uncorrelated current noise sources. The drain region is between the points \( D \) and \( D' \), the channel is between \( D' \) and \( S' \) and the source region is between \( S' \) and \( S \). From this schematic we can write the total drain current noise \( i_{D,tot} \) as

\[
i_{D,tot} = gm \cdot v_{GS} + g_{ch} \cdot v_{DS'} + i_{ch}
\]  

(12)

where \( g_{ch} = r_{ch}^{-1} \) is the channel conductance. The \( v_{GS} \) and \( v_{DS} \) voltages are

\[
v_{GS} = -v_{SS} = -r_S(i_{D,tot} - i_S)
\]  

(13.a)

\[
v_{DS'} = -v_{DS} = -r_D(i_{D,tot} - i_S) - r_S(i_{D,tot} - i_S)
\]  

(13.b)

From (12) and (13) the total current noise in MOSFETs can be expressed by

\[
i_{D,tot} = \frac{i_{ch} + i_{D} \cdot g_{ch} r_D + i_{S} \cdot g_{ch} (g_m + g_{ch})}{1 + g_m r_S + g_{ch} (r_S + r_D)}
\]  

(14)

The total current noise PSD \( S_{i_{D,tot}} \) can be written as a function of the channel current noise PSD \( S_{i_{ch}} \), the drain region noise PSD \( S_{i_{D}} \) and the source region noise PSD \( S_{i_{S}} \)

\[
S_{i_{D,tot}} = \frac{S_{i_{D}} + S_{i_{ch}} (g_{ch} r_D)^2 + S_{i_{S}} [r_S (g_m + g_{ch})]^2}{[1 + g_m r_S + g_{ch} (r_S + r_D)]^2}
\]  

(15)
It is convenient to assume that the source and the drain region behave the same way, so that \( r_D = r_S = r_{\text{access}}/2 \) and \( S_{\text{in}} = S_{\text{th}} \). In linear operation can be considered \( g_m \ll g_{ds} \), then (15) yields

\[
S_{\text{out}} = S_{\text{in}} \left( \frac{r_{\text{tot}} - r_{\text{access}}}{r_{\text{tot}}} \right)^2 + S_0 \frac{r_{\text{access}}^2}{2r_{\text{tot}}} \tag{16}
\]

where \( r_{\text{tot}} \) is the transistor total dynamic resistance (between the points \( D \) and \( S \) in Fig. 3).

### 3.2. White noise

The white noise is characterized by its level \( K_v \), which is constant in the frequency domain, and has two main origins. The first one is the thermal noise \( (\text{Johnson noise}) [6] \) or Nyquist noise \([7]\), which is due to the thermal motions of the electrons in the crystal lattice. Its voltage noise PSD is equal to \( S_{\text{th}} = 4kT \cdot f \cdot R \), being the Boltzmann constant, \( T \) the temperature and \( R \) the resistance of the piece of material.

The second one is the shot noise and has been described by Schottky in 1918 [8]. It is due to the random number of charge carriers that flows across a potential barrier at a given time. For an average current \( I \) flowing through a potential barrier, the current noise PSD is \( S_I = 2q \cdot I \).

### 3.3. Generation-recombination noise

The generation-recombination (GR) noise is represented in the frequency domain by a Lorentzian shape, which consists in a plateau of level \( A \) followed by a \( 1/f^2 \) decrease starting at the characteristic frequency \( f_0 \). The latter parameter is linked to the characteristic time constant \( \tau \). GR noise is due to traps (in the gate oxide and in the depletion region) that randomly capture and release channel carriers, resulting in fluctuations of the available carriers for the current flow. Those traps may also induce changes in the carrier mobility, the scattering coefficient, the electric field and the potential barrier. It becomes significant when the Fermi energy level is close to the trap energy level, meaning that it is very sensitive to temperature [9].

Several Lorentzians can appear in the frequency spectrum, each having different values of \( A \) and \( f_0 \) (and \( \tau \)) following (17) [10]. If the trap characteristic time constants are distributed in a precise way, the sum of the Lorentzians can have a \( 1/f \) shape over several decades of frequency.

\[
S_{\text{GR}} = \frac{A}{1 + \left( \frac{f}{f_0} \right)^2} = \frac{A}{1 + (2\pi f \tau)^2} \tag{17}
\]

If the gate surface is small enough (usually below 1 \( \mu \text{m}^2 \)) only a few traps are involved in the generation-recombination noise, meaning that the number of channel carriers being captured and released at a given time is also small. Thus the drain current displays a typical behavior in the time domain as a burst noise (also called Random-Telegraph-Signal, or RTS noise) appears superposed on the “classical” noise.

From [11] the trap characteristic time constant \( \tau \) of a generation-recombination process is given by

\[
\tau = \frac{1}{C_n (n_1 + n) + C_p (p_1 + p)} \tag{18}
\]

with \( C_n \) and \( C_p \) the electrons and holes capture coefficients, respectively, \( n \) and \( p \) the free electrons and holes concentrations, respectively, \( n_1 \) and \( p_1 \) the concentrations of free electrons and holes under when the Fermi level coincides with the noisy trap level. In any case, \( n \), \( p \), \( n_1 \), and \( p_1 \) vary with the temperature following an exponential dependency, which means that Lorentzians characteristic time constants are temperature dependent. Nevertheless the variation of the characteristic time constants on the gate voltage depends on the localization of the traps in the transistor (either in the depletion film or at the Si-SiO\(_2\) interface).

For Lorentzians that are related to interface traps, the Fermi level always coincides with the traps energy level [12] and \( n = n_1 \) and \( p = p_1 \), then \( \tau = [2(C_n + C_p + p_1)]^{-1} \). As the gate voltage \( V_{GS} \) increases, the distance between the Fermi level and the edge of the majority carrier band increases, which leads to an increase of \( \tau \). However for a further increase of \( V_{GS} \) the Fermi level approaches the minority carrier band and \( \tau \) then decreases.

In the depletion region, free electrons and holes are practically released at a given time is also small. Thus the drain current distribution follows a 1/\( f \) of level \( \text{SID} \) having different values of \( n \) for the current flow. Those traps may also induce changes in the number of available carriers, which leads to surface mobility fluctuations.

In the case of carrier mobility fluctuations model, the gate voltage PSD of the channel can be written as [3]

\[
S_{V_C} = \frac{q \mu C_n}{fWL C_\text{ox}} (V_{GS} - V_{th})^2 \left[ 1 + \theta (V_{CS} - V_{th}) \right]^2 \tag{19}
\]

where \( \mu \) is the Hooge parameter and depends on the crystal quality. In weak inversion, the normalized drain current noise PSD \( S_{\text{acc}}/I^2 \) is inversely proportional to \( V_{GS} - V_{th} \).

For the \( \Delta N + \Delta \mu \) model, the gate voltage noise PSD can be expressed by [17]

\[
S_{V_C} = \frac{S_{\text{acc}} (1 + \frac{\gamma}{\delta} + \frac{\alpha C_n}{\gamma} C_{\text{gr}} V_{GR})^2}{fWL C_\text{ox} (V_{GS} - V_{th})^2} \tag{20}
\]

where \( \gamma \) is the flat-band spectral density and \( \gamma \) is the Coulomb scattering coefficient. The + and the – signs apply for donor and acceptor traps, respectively. This equation requires no assumption about the mechanism behind the fluctuations in the flat-band voltage [18]. However if \( \gamma C_n \) is small \( C_{\text{gr}} V_{GR} \ll 1 \), then \( S_{V_C} = S_{\text{acc}} \) and only carrier number fluctuations noise is observed.

As the noise of the access resistance can be modeled by the formula \( S_{\text{acc}} = \frac{k T^2}{f C_\text{ox}^2} \) [19], with \( k \) being the access resistance noise parameter, we can write from (16), (19) and (20) the total gate voltage spectral density in ohmic region operation

\[
S_{V_C} = \frac{(r_{\text{tot}} - r_{\text{access}})^2}{r_{\text{tot}}^2} \frac{q \mu C_n}{fWL C_\text{ox}} (V_{GS} - V_{th})^2 \left[ 1 + \theta (V_{CS} - V_{th}) \right]^2 \tag{21.1}
\]

\[
+ \frac{K_r}{f} \frac{r_{\text{access}} r_{D}^2}{2r_{\text{tot}}^2 g_{mn}^2} \tag{21.2}
\]

\[
S_{V_C} = \frac{(r_{\text{tot}} - r_{\text{access}})^2}{r_{\text{tot}}^2} S_{\text{acc}} (1 + \frac{\gamma}{\delta} + \frac{\alpha C_n}{\gamma} C_{\text{gr}} V_{GR})^2 + \frac{K_r}{f} \frac{r_{\text{access}} r_{D}^2}{2r_{\text{tot}}^2 g_{mn}^2} \tag{21.2}
\]

The first term of (21.1) and (21.2) corresponds to the \( \Delta \mu \) model and the \( \Delta N + \Delta \mu \) model, respectively. The second term corresponds to the access resistance noise, usually observed in strong inversion.
4. Methodology

4.1. Experimental bench

The device under test (DUT) is placed into a Lakeshore TTP4 cryogenic probe station. The low frequency noise experimental bench uses home-made electronics and a HP 3562A dynamic signal analyzer. A simplified schematic of these electronics is shown in Fig. 5. The transistor is biased with $V_{DS}$ and $V_{GS}$ voltage sources, the resulting drain current $I_D$ flows through the retroaction resistance of the transimpedance amplifier and the voltage measured by the voltmeter allows checking the bias point, as $V_{OUT} = V_{DS} + R \cdot I_D$.

The drain noise current $i_D$ is converted into a voltage after the transimpedance stage, then this voltage passes through the high-pass filter (cut-off frequency of 0.08 Hz) and is amplified by an instrumentation amplifier. The spectrum analyzer finally provides the output voltage noise PSD $S_{Vout}$ from 1 Hz to 100 kHz.

In order to get the input-referred noise PSD (i.e. the gate voltage noise PSD), white noise is injected into the gate ($v_{gs}$ voltage source in Fig. 5) after the output PSD measurements. The ratio between the output voltage and the white noise voltage gives the whole system gain, which allows to get the gate voltage noise PSD as $S_{VG} = S_{Vout}/gain^2$ and to get rid of the system bandwidth limitation.

4.2. Noise model

The low frequency noise is generally due to the contributions of three distinct noises, which are the white noise (of a constant level $K_w$), the 1/f noise (of level $K_f$) and the generation-recombination noise. The latter can present several Lorentzians (of plateau level $A_i$ and characteristic frequency $f_{0,i}$) in the noise PSD. The gate voltage noise PSD $S_{VG}$ can be seen as the sum of these three noise sources and is written

$$S_{VG}(f) = K_w + \frac{K_f}{f} + \sum_{i=1}^{N} \frac{A_i}{1 + (f/f_{0,i})^2}$$

A value of $\gamma = 1$ means that the traps are uniformly distributed in the gate oxide depth. Fig. 6 shows a gate voltage noise PSD model and its different components using (11).

However, in order to better extract the noise parameters, one can use a noise PSD normalized by the frequency, as displayed in Fig. 7. The 1/f noise is then represented by a constant value while the Lorentzians correspond to bumps centered around their characteristic frequency $f_{0,i}$. As it is more convenient to find $f_{0,i}$, it reduces the estimation errors on the plateau levels $A_i$. Consequently using the model described by (22) leads to the white noise level $K_w$, the 1/f noise level $K_f$ and the Lorentzians parameters $A_i$ and $f_{0,i}$.

4.3. 1/f noise mechanism and oxide trap density

In order to determine the 1/f noise mechanism, one has to perform noise measurements as a function of the gate voltage

![Fig. 5. Simplified schematic of the low frequency noise measurements bench.](image-url)
Fig. 7. Frequency-normalized gate voltage PSD. The noise model (20) allowed to extract the noise parameters (white noise level $K_0$, 1/f noise level $K_f$ and characterization of three Lorentzians).

$V_{GS}$ (or drain current $I_D$). For each noise PSD, a noise model must be performed using (21), which leads to the 1/f noise level $K_f$. The evolution of $K_f$ as a function of $V_{GS}$ (or $I_D$) leads to the 1/f noise mechanism, according to (21.a) and (21.b).

Table 1 summarizes the evolution of $S_{V_C}$ and $S_{V_G}/I_D^2$ using (21.a) and (21.b).

As the values of the effective mobility $\mu_{eff}$, the mobility attenuation factor $\theta_1$, and the access resistance $r_{access}$ have been extracted with static measurements, the coulomb scattering coefficient $\Sigma_C$ and the flat-band voltage PSD $S_{VFB}$ (for $\Delta N + \Delta \mu$ model) or the Hooge parameter $\Sigma_H$ (for $\Delta \mu$ model) can be determined. In the case of number fluctuations correlated to mobility fluctuations, the flat-band voltage PSD leads to an estimation of the oxide trap density $N_T$, according to the formula

$$S_{V_{fb}} = \frac{q^2kT}{fW_{L}C_{ox}} N_T$$

(23)

where $\lambda$ is the tunneling attenuation length in the gate oxide (\approx 1 Å for Si/\SiO2).

4.4. Silicon film traps: noise spectroscopy

As for studying the 1/f noise, the Lorentzian parameters (plateau level $A_i$, and characteristic frequency $f_{0i}$) are obtained from noise PSD modelling at different values of $V_{GS}$ and at fixed temperature, using (22). As explained above, Lorentzians with a characteristic frequency that is independent of the gate voltage are considered to be related to traps in the depletion region whereas Lorentzians with a characteristic frequency that depends on $V_{GS}$ are located in the gate oxide. However their characteristic frequency should vary with the temperature in both cases. Lorentzians with fixed $f_{0i}$, as a function of $V_{GS}$ have been studied in order to identify the physical nature of the Si film traps. To do so, one must perform noise spectroscopy, i.e. noise measurements at different temperatures and at constant drain current $I_D$.

The characteristic time constant $\tau_i$ of a single trap varies with temperature, according to the expression [1]

$$\ln(\tau_i T^2) = \frac{q}{kT} E_C - E_T + \ln \left( \frac{h^2}{4\pi^2 \sigma_n \sqrt{6\pi^2 M_e m_e^* m_h^*}} \right)$$

(24)

where $\sigma_n$ is the trap capture cross section and $E_C - E_T$ is the difference between the conduction band energy level and the trap energy level. $k$ is the Boltzmann constant, $h$ is the Planck constant, $m_e^*$ and $m_h^*$ are the effective mass of electrons and holes, respectively, and $M_e$ is the number of conduction band energy minima.

From the characteristic time constant $\tau_i$ and the temperature, one can trace the evolution of $\ln(\tau_i T^2)$ with respect to $q/kT$, which is an Arrhenius diagram and should give a straight line. By using (23) the estimated capture cross section $\sigma_n$ and energy difference $E_C - E_T$ can be determined and compared with data in the literature. Indeed Arrhenius diagrams of common traps are known from other methods, like Deep LevelTransient Spectroscopy. If experimental points fit one particular line, then the associated Lorentzians correspond to the same particular trap.

Once traps have been identified, the associated plateau levels $A_i$ should be traced against the characteristic time constants $\tau_i$. This should give a straight line and lead to the surface (effective) trap density $N_{eff}$ for each trap, according to

$$A_i = \frac{q^2 N_{eff} \tau_i}{W_{L}C_{ox}}$$

(25)

where $q$ is the elementary charge, $N_r$ is the volume trap density, $W_d$ is the depletion depth and $B$ is a coefficient. $B$ is usually predicted to be 1/3 for planar devices [19], however this does not apply well for multi-gate devices [20]. Consequently, even though silicon film traps are related to a volume phenomenon, the surface trap density $N_{eff}$ will be extracted as it requires no assumption of the coefficient $B$.

5. Conclusion

This paper has presented the main noise parameters that can be extracted, either from the 1/f noise or the generation-recombination noise. First static characteristics need to be performed in order to extract DC parameters that will be used for noise characterization, such as the threshold voltage $V_{th}$, the low-field mobility $\mu_0$, the mobility attenuation factor $\theta$ and the access resistance $r_{access}$. Then gate voltage noise measurements can be performed in order to determine the 1/f noise mechanism and the gate oxide trap density $N_T$. Finally a low frequency noise spectroscopy leads to the identification of depletion region traps and an estimation of their effective densities $N_{eff}$.

**Table 1**

<table>
<thead>
<tr>
<th>Channel noise: $\Delta N + \Delta \mu$ fluctuations</th>
<th>Channel noise: $\Delta \mu$ fluctuations</th>
<th>Access resist. noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{V_C}$ $\propto$ $2\varepsilon V_{GS}C_{ox}$ $V_{GS} \ll 1$</td>
<td>$A_i^2$ $\propto$ $V_{GS}^2$ [1 + $\varepsilon V_{GS}C_{ox}$]</td>
<td>$\frac{V_{GS}^2}{\mu_0}$</td>
</tr>
<tr>
<td>$S_{V_C}$ $\propto$ $2\varepsilon V_{GS}C_{ox}$ $V_{GS} \gg 1$</td>
<td>$A_i^2$ $\propto$ $V_{GS}^2$ [1 + $\varepsilon V_{GS}C_{ox}$]</td>
<td>$\frac{V_{GS}^2}{\mu_0}$</td>
</tr>
</tbody>
</table>

Evolution of $S_{V_C}$ and $S_{V_G}/I_D^2$ with respect to the gate overdrive voltage $V_{GS}$ or the drain current $I_D$, according the McWhorter model ($\Delta N + \Delta \mu$), the Hooge model ($\Delta \mu$), and the access noise resistance model.
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**Abstract**

Low frequency noise measurements are used as a non-destructive diagnostic tool in order to evaluate the quality of the gate oxide and the silicon film of sub-10 nm triple-gate Silicon-on-Insulator (SOI) FinFETs. It was found that the carrier number fluctuations explain the 1/f noise in moderate inversion for n- and p-FinFETs, which allows estimating the gate oxide trap densities. The noise spectroscopy with respect to temperature (study of the generation-recombination noise) led to the identification of the traps located in the transistors silicon film.
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**1. Introduction**

In order to meet the ITRS specifications in terms of CMOS downscaling, new materials, designs and structures are necessary [1]. Triple-gate FinFETs are known for their good electrostatic performances and their compatibility with CMOS processes as a continuation of Moore’s law [2].

Low-frequency noise measurements can be used as a non-destructive diagnostic tool that leads to the identification of traps in the Si film and the gate oxide, thus giving information on the quality of the transistors fabrication. The study of the 1/f noise level with respect to the gate overdrive voltage \(V_{GT}\) leads to the identification of the 1/f noise origin. The study of the generation recombination (GR) noise is performed as a function of the temperature at fixed drain current. This low frequency noise spectroscopy can give access to information on the traps located in the depletion region of the transistor [3].

In this work, static and dynamic parameters have been extracted in n- and p-channel triple-gate Silicon-on-Insulator (SOI) FinFETs. Low-frequency noise has been investigated in order to determine the quality of those devices. First the main static parameters of the devices have been extracted at 300 K, then the 1/f noise level has been studied as a function of the gate voltage and, finally, the generation-recombination noise has been investigated in function of temperature. The theory and methodology that are useful for the parameters extraction are explained in an accompanying Part I paper [4].

**2. Devices and experimental**

The tested devices have been processed at imec (Belgium) for sub-10 nm technological nodes, in the framework of a comparative study between triple-gate FinFETs and gate-all-around (GAA) nanowire (NW) FETs, fabricated on SOI substrates [5]. The gate stack consists of a high-\(k\) dielectric (HfO\(_2\)) on top of a SiO\(_2\) interfacial layer. Each layer is 1.5 nm wide, which leads to an equivalent oxide thickness \(EOT = 1.9\) nm. The gate stack is followed by EWF (TiN) and W-fill metal depositions. All tested transistors have 5 fingers of 22–23 nm height; the finger width varies from \(W_{fin} = 5\) nm to 40 nm, which gives a total gate width going from \(W_m = 245\) nm to 420 nm. The finger pitch is 200 nm and the gate length varies from \(L_m = 45\) nm to 10 \(\mu\)m. The transistors are built on a buried oxide (BOX).

The static and noise measurements have been performed on chip using a Lakeshore TTP4 prober. The DC characteristics have been obtained with a HP 4156B. Output noise power spectral densities (PSDs) have been measured using a home-made set-up,
which includes a low-noise transimpedance amplifier and a HP 3562A dynamic signal analyzer. This set-up allows to bias transistors by choosing the $V_{GS}$, $V_{DS}$ and $V_{BS}$ voltages. This set-up allows to bias transistors by choosing the $V_{GS}$, $V_{DS}$ and $V_{BS}$ voltages. The noise spectral densities are measured from 1 Hz to 100 kHz. The input referred gate voltage noise PSD $S_{Vn}$ is obtained by dividing the measured noise voltage by the square of the measured voltage gain between the gate and the system output. This cancels the set-up bandwidth limitation.

The static parameters extraction has been performed using $I_D(V_{GS})$ characteristics at 300 K. The drain voltage has been set to $V_{DS} = 20$ mV so that the transistors works in the linear operation regime and the bulk has been connected to the source $V_{BS} = 0$ V. The low frequency noise has been measured as a function of temperature from 220 K to 300 K by steps of 20 K at fixed drain current $I_D$. For static measurement the linear operation regime is reached with $V_{GS} = 20$ mV and $V_{BS} = 0$ V, then the gate voltage $V_{GS}$ was adjusted in order to set the fixed drain current from $I_D = 1$ µA to 5 µA by 0.5 µA steps. This paper shows the results obtained for n-channel and p-channel FinFETs with a finger width of $W_{fin} = 20$ nm and 30 nm.

### 3. Static parameters extraction

The transistors have been studied in linear operation ($V_{DS} = 20$ mV) at room temperature. Good behavior of the transfer DC characteristics $I_D(V_{GS})$ and $g_m(V_{GS})$ is observed for both n- and p-channels, as shown in Fig. 1.

Static parameters extraction has been further processed using the Y function method ($Y = I_D/\sqrt{g_m}$ [3]), which gives access to the threshold voltage $V_{th}$ and the transconductance parameter $G_M = \mu_0 C_{ox} W/L$. The values that will be discussed in this paper have been obtained for two iterations of the Y function method.

Once the basic DC parameters have been determined with the Y function method for different gate lengths $L_m$, the low-field mobility $\mu_0$ and the access resistances $R_{access}$ can also be extracted from a set of transistors with different gate lengths [4]. As the transconductance parameter $G_M$ is defined by $G_M = \mu_0 C_{ox} W/L$, one can write

$$\frac{1}{G_M} = \frac{L}{\mu_0 C_{ox} W} - \frac{1}{\mu_0 C_{ox} W} (L_m - \Delta L) \tag{1}$$

The low-field mobility $\mu_0$ and the channel length reduction $\Delta L$ values can be determined from the slope and the y-intercept of $G_M^{-1}(L_m)$, respectively. The points corresponding to different gate lengths are shown in Fig. 2, on which a linear regression has been performed in order to estimate $\mu_0$ and $\Delta L$. For these n-FinFETs with $W_{fin} = 30$ nm, we have found that $\mu_0 = 259$ cm$^2$/V·s and $\Delta L = 4.8$ nm.

The effective (extrinsic) mobility attenuation factor $\theta_1$ is defined by

$$\theta_1 = \theta_{10} + GMR_{access} \tag{2}$$

thus the plot of $\theta_1(G_M)$ should give a straight line where the slope is equal to $R_{access}$ and the y-intercept is equal to $\theta_{10}$, as shown in Fig. 3.

For the same n-FinFETs ($W_{fin} = 30$ nm), values of $R_{access} = 370$ Ω and $\theta_{10} = 707$ mV have been recorded.

The values of the access resistances have been confirmed using the linear variations of the total resistance for various gate overdrive voltage $V_{GT}$ against the gate mask length $L_m$. The value of the access resistance is determined at the common intersection of all lines, as shown in Fig. 4. In this case values of $R_{access} = 375$ Ω and $\Delta L = 5.5$ nm have been derived, which confirms the results that have been obtained with the previously explained method.

![Fig. 1. Typical $I_D(V_{GS})$ and $g_m(V_{GS})$ characteristics of n- and p-FinFET for various gate lengths.](image-url)
could be related to the effective values of the gate width. The decrease from 30 nm to 20 nm, observed for p-FinFETs, is higher for p-channel FinFETs compared to the n-channel devices, in particular for smaller finger widths. Higher values of the low-field mobility $\mu_{\text{eff}}$ can be observed for thinner fingers in both n- and p-channel transistors; this could be related to the effective values of the gate width and to the relative contribution of the sidewall versus top surface conduction. The access resistance $R_{\text{access}}$ is the dynamic access resistance for both n- and p-channel devices and $\eta_{\text{f}}$ with the gate overdrive voltage leads to the identification of the 1/f noise origin. Fig. 5 shows the evolution of $K_r$ for both n- and p-channel devices and compares them to models given by (4). One can observe that n-FinFETs follow the number fluctuations model ($\Delta N + \Delta \mu$) in the inversion layer while the second term corresponds to the access resistance noise, usually observed in strong inversion.

From the gate voltage noise power spectral density $S_{V_{\text{GS}}}$, one can determine the 1/f noise level $K_r$ with the model described in (3). By performing measurements at different values of gate voltage $V_{\text{GS}}$, thus at different fixed values of drain current $I_D$ at fixed temperature, one can study the variations of the flicker noise level as a function of the gate voltage in order to determine the 1/f noise mechanism.

The evolution of the 1/f noise level $K_r$ with the gate overdrive voltage leads to the identification of the 1/f noise origin. Fig. 5 shows the evolution of $K_r$ for both n- and p-channel devices and compares them to models given by (4). One can observe that n-FinFETs follow the number fluctuations model ($\Delta N + \Delta \mu$). However, p-channel transistors trend to follow the number fluctuations model $\Delta N$ in moderate inversion while the total 1/f noise in strong inversion seems to originate from the access resistance noise contribution [6].

The extraction of the flat-band voltage spectral densities $S_{V_{\text{FB}}}$ leads to an estimation of the oxide trap densities $N_T$, according to the formula

$$S_{V_{\text{FB}}}(f) = K_{\text{m}} + K_{\text{r}} + \sum_{i=1}^{N} \frac{A_i}{1 + (f/f_{i})^2}$$

where $r_{\text{tot}}$ is the total dynamic resistance of the transistor between source and drain, $r_{\text{access}}$ is the dynamic access resistance for both source and drain regions, $S_{V_{\text{FB}}}$ is the flat-band voltage power spectral density, $\alpha_c$ is the Coulomb scattering coefficient, $\mu_{\text{eff}}$ is the carrier effective mobility and $K_r$ is an access resistance coefficient. The first term of (4) corresponds to the carrier number fluctuations correlated to mobility fluctuations model ($\Delta N + \Delta \mu$) in the inversion layer while the second term corresponds to the access resistance noise, usually observed in strong inversion.
values show a small difference between n- and p-channel devices, the latter being slightly less impacted by 1/f noise. However, values of the oxide trap density around $10^{18}$ eV/C0/cm3 show a good quality of the gate stack deposition process for both types.

5. Generation-recombination noise

The Lorentzians parameters can be studied once the gate voltage noise PSDs have been modeled using (3). Lorentzians with a characteristic frequency that is independent of the gate voltage are considered to be related to traps in the depletion region; however their characteristic frequency should vary with the temperature. Examples of the Lorentzians characteristic frequency $f_{0,i}$ evolution with respect to the gate overdrive voltage $V_{GT}$ is shown in Fig. 6. For this n-FinFET at a fixed temperature, one can observe that the characteristic frequency of some Lorentzians increases with $V_{GT}$ (may be related to traps located in the gate oxide), while the characteristic frequency of the other Lorentzians is constant with the applied gate voltage (may be related to traps in the depletion film) [7]. Only the latter have been studied for the noise spectroscopy, as shown in Fig. 7.

These Lorentzians have been studied in order to identify the physical nature of the Si film traps, by using [3].

Table 2

<table>
<thead>
<tr>
<th>$W_{fin}/W_{m}$ (nm/nm)</th>
<th>$L_{m}$ (nm)</th>
<th>$V_{t}$ (mV)</th>
<th>$\mu_0$ (cm$^2$/V·s)</th>
<th>$R_{\text{access}}$ (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-channel FinFETs</td>
<td>20/320</td>
<td>70</td>
<td>732</td>
<td>338</td>
</tr>
<tr>
<td></td>
<td>20/320</td>
<td>250</td>
<td>793</td>
<td>375</td>
</tr>
<tr>
<td></td>
<td>20/320</td>
<td>1000</td>
<td>752</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30/370</td>
<td>70</td>
<td>727</td>
<td>256</td>
</tr>
<tr>
<td></td>
<td>30/370</td>
<td>250</td>
<td>726</td>
<td>441</td>
</tr>
<tr>
<td></td>
<td>30/370</td>
<td>1000</td>
<td>740</td>
<td></td>
</tr>
<tr>
<td>p-channel FinFETs</td>
<td>20/320</td>
<td>70</td>
<td>-69</td>
<td>190</td>
</tr>
<tr>
<td></td>
<td>20/320</td>
<td>250</td>
<td>-131</td>
<td>1210</td>
</tr>
<tr>
<td></td>
<td>20/320</td>
<td>1000</td>
<td>-235</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30/370</td>
<td>70</td>
<td>-144</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>30/370</td>
<td>250</td>
<td>-232</td>
<td>594</td>
</tr>
<tr>
<td></td>
<td>30/370</td>
<td>1000</td>
<td>-295</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. Evolution of the 1/f noise level $K_f$ with respect to $V_{GT}$, for a n- and a p-channel FinFET with the same gate dimensions. The red line corresponds to the $\Delta N + \Delta \mu$ model in moderate inversion for the n-FinFET (with $\mu_0 = 256$ cm$^2$/V·s), the pink line corresponds to the $\Delta N$ model in moderate inversion for the p-FinFET and the green line represents the access resistance noise contribution in strong inversion for the p-FinFET. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Evolution of the Lorentzians characteristic frequency $f_{0,i}$ with respect to the gate overdrive voltage $V_{GT}$.
difference identified by comparing the energy and capture cross section of the traps with temperature is represented by the arrows.

![Fig. 7. Example of Arrhenius plot for a n-channel FinFET, leading to the identification of the Si fin traps.](image)

**Fig. 8.** Example of Arrhenius plot for a n-channel FinFET, leading to the identification of the Si fin traps.

<table>
<thead>
<tr>
<th>n-FinFET</th>
<th>VDS = 20 mV</th>
<th>EOT = 1.9 nm</th>
<th>Lw = 70 nm</th>
<th>Wfin = 10 nm</th>
<th>VOH</th>
<th>V2H</th>
<th>V2 (0/−)</th>
<th>V-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>f0 corresponding to VOH</td>
<td>1.80 \times 10^8 V^2</td>
<td>5.33 \times 10^4 V^2</td>
<td>0.360 \times 10^{18} V^2</td>
<td>20 mV</td>
<td>10 mV</td>
<td>20 mV</td>
<td>20 mV</td>
<td>20 mV</td>
</tr>
</tbody>
</table>

**Table 3**

<table>
<thead>
<tr>
<th>$E_G - E_T$ (eV)</th>
<th>$\sigma_n$ (cm²)</th>
<th>T (K)</th>
<th>$N_{eff}$ (cm⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{2H}$</td>
<td>0.45</td>
<td>1.4 \times 10^{10}</td>
<td>260–300</td>
</tr>
<tr>
<td>$V_{2}(0/−)$</td>
<td>0.42</td>
<td>3.8 \times 10^{10}</td>
<td>220–260</td>
</tr>
<tr>
<td>V-P</td>
<td>0.44</td>
<td>7.5 \times 10^{10}</td>
<td>240–260</td>
</tr>
<tr>
<td>VOH</td>
<td>0.32</td>
<td>1.3 \times 10^{11}</td>
<td>220–260</td>
</tr>
</tbody>
</table>

and comparing the estimated capture cross section $\sigma_n$ and energy difference $E_G - E_T$ with data in the literature. The Lorentzians characteristic frequency evolution with the temperature leads to a typical Arrhenius plot, as shown in **Fig. 8**, for a n-channel FinFET with $W_{fin}/L_w = 10 \text{ nm}/70 \text{ nm}$. The physical nature of these traps can be identified by comparing the energy and capture cross section of the traps with data in the literature. There are traps related to hydrogen ($V_{2H}$ and VOH) [8–10], the single negatively charged acceptor state ($0/−$) of the divacancy ($V_2$) [9,11] and the phosphorus-vacancy complex (VP) [10]. The presence of traps related to hydrogen could be explained by the hydrogen incorporated during the selective epitaxial growth of the raised source/drain from the SiH₄ precursors used in the chemical vapor deposition. Divacancies may be due to the recombination or the evolution to a stable state of the unstable defects like Frenkel pairs, which could be generated during the implantation [12]. The identified traps are shown in **Table 3**, which gives the energy difference between the conduction band and the trap level, the electron capture cross section and the temperature range of the traps.

Finally one can extract the surface trap density $N_{eff}$ of the identified traps by plotting the Lorentzian plateau level against its characteristic frequency, according to

$$A_i = \frac{q^2 N_{eff}}{W_{ox} L_{ox}^2} \tau_i$$

(7)

The plateau levels $A_i$ of Lorentzians corresponding to the identified traps have been traced against their characteristic time constant $\tau_i$, as shown in **Fig. 9**. Using (7), the slope of the linear regressions leads to the effective surface trap density $N_{eff}$, which has been extracted for the $V_{2H}$, $V_2$ and VOH related traps. The estimated values of the effective surface trap densities are $4.32 \times 10^{10} \text{ cm}^{-2}$, $0.862 \times 10^{10} \text{ cm}^{-2}$ and $12.8 \times 10^{10} \text{ cm}^{-2}$ for $V_{2H}$, $V_2$ ($0/−$) and VOH, respectively.

**6. Conclusion**

Low frequency noise studies showed that the $1/f$ noise mainly originates from the carrier number fluctuations. The study of the evolution of the $1/f$ noise level $K_f$ with the gate overdrive voltage $V_{Gt}$ led to an estimation of the gate oxide trap density for n- and p-channel FinFETs. The estimated trap densities vary around $N_{f} \approx 10^{16} \text{ eV}^{-1} \text{ cm}^{-2}$, which reflects a good quality of the gate stack processing as a comparison to 32-nm technology FinFETs [13].

The low frequency noise spectroscopy allowed studying the evolution of the generation-recombination noise as a function of the temperature. The evolution of the Lorentzians characteristic frequency led to the identification and the effective density of the Si film traps, which are either related to hydrogen or divacancies. From the nature of the traps, it can be suggested that the implantation and the use of selective epitaxial growth in the source and drain regions are mainly responsible for the observed traps.
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Abstract

This work introduces a new protocol which aims to facilitate massive on-wafer characterization of Random Telegraph Noise (RTN) in MOS transistors. The methodology combines the noise spectral density scanning by gate bias assisted with a modified Weighted Time Lag Plot algorithm to identify unequivocally the single-trap RTN signals in optimum bias conditions for their electrical characterization. The strength of the method is demonstrated by its application for monitoring the distribution of traps over the transistors of a SOI wafer. The influence of the back-gate bias on the RTN characteristics of the SOI devices with coupled front- and back-interfaces has revealed unusual characteristics compatible with the carrier emission to the gate metal contact.

1. Introduction

Random Telegraph Noise (RTN) prevails as a major constrain when the characteristic dimensions of the semiconductor devices are downscaled to the decananometer range [1,2]. Paired with the decrease of the signal levels, the introduction of new technologies, such as high-k metal-gate stacks and ultrathin Silicon-On-Insulator substrates, entails the appearance of additional contributions to the RTN, related with the quality of the new materials or the electrostatic coupling between the top-channel and the Si-film/BOX interface [3,4]. These new effects also require powerful characterization tools to cope with the massive monitoring of the transistors over the wafer, aiming to extract useful statistical information to nourish the optimization of the fabrication process flows. The systematic characterization protocol that we are proposing allows the detection of transistors with a single active trap, identifying the best operation region to characterize the RTN signature. This method is based on the Spectral Scanning by Gate Bias (SSGB) combined with a modified Weighted Time Lag Plot (w-TLP) approach.

On the following pages, Section 2 describes the methodology and the experimental setup on which this work is based. Section 3 introduces the Spectrum Scanning by Gate bias to easily trace the RTN in the time-domain, whereas in Section 4, we apply the Weighted Time Lag Plot to analyze the number of traps of the devices over the wafer. Finally, in Section 5, we implement the technique to study the role of the substrate bias on the RTN characteristics of SOI transistors.

2. Methodology and experimental setup

The experimental method is summarized in the schematic of Fig. 1. At first, we characterize low frequency noise (LFN) of the device for different gate biases introducing the Spectral Scanning by Gate Bias approach. The output of this first stage, provides the optimum bias condition where the device is affected by RTN. Once the RTN signal is identified, the transient monitoring of the drain current, together with the application of the Weighted Time Lag Plot method, determine the number of active traps in the device. This selection of the suitable bias condition and the single-trap device identification, permit us to obtain the optimum RTN characterization of single-trap devices in an unambiguous protocol for the implementation in automatic testers.

All the experiments presented in this work are based on an ad hoc characterization setup consisting of:

- An Agilent B1517A high resolution Source-Measurement-Unit (SMU) monitoring repeatedly the drain current during periods of 400 s at a 2 ms sampling-rate (the schematic is shown in Fig. 2a). The acquisition periods were repeated until a minimum number of 100 transitions in the current signal were captured to guarantee the significance of the statistics.
The devices used to tune the method (as well as for the subsequent experiments) were high-k metal–gate SOI nMOSFETs, fabricated at CEA-LETI in a 22 nm process [5]. The transistors feature an ultrathin body of $t_{BS} = 7$ nm, Buried-OXide (BOX) thickness of $t_{BOX} = 145$ nm, gate length of $L = 100$ nm and gate width of $W = 80$ nm. The hafnium-based gate oxide has an equivalent oxide thickness (EOT) of $t_{EOT} = 1.3$ nm.

3. Determination of the optimum bias condition for the RTN appearance

The time-domain characterization of the electrical noise requires large time windows due to the extensive quantity of events needed to obtain meaningful statistics [6]. In addition, due to the dependence of the capture time ($\tau_c$: average time at the high current level) and emission time ($\tau_e$: average time at the low current level) of a trap with the carrier concentration of the channel [7], random telegraph noise is not easily observable in all the bias range of the transistor (see Fig. 3a). Therefore, RTN must be characterized at a bias point where the characteristic times, $\tau_c$ and $\tau_e$, of the trap differ at most in three orders of magnitude. In this way, the transition events between states can be observed in a reasonable time frame.

This task can be facilitated by the first method that we are introducing in this work: Spectral Scanning by Gate Bias (SSGB). Initially the spectral noise density of the drain current ($S_f$) is obtained for a given bias (preferentially close to the threshold voltage, Fig. 3b). The corner frequency of the noise spectrum is determined by the sum of the inverse of the characteristic times ($f_c = 1/\tau_c + 1/\tau_e$) [8]. Once the corner frequency is located ($f_c = 3.75$ Hz for the case of Fig. 3b), the spectral density of the current noise, $S_{ID}$, is measured while $V_C$ is swept leading to the $S_{ID} - V_C$ curve shown in Fig. 3c (SSGB). The bell shaped characteristic of Fig. 3c identifies the bias range where the RTN will be easily observable ($V_C \in [0.4 V, 0.55 V]$ for this particular case). The reader can notice that this result is consistent with the drain current signals shown in Fig. 3a where the fluctuations are visible in the same voltage range given by the SSGB plot of Fig. 3c.

4. Identifying the number of traps involved in the RTN signals

Once the bias range for the experiments is unequivocally determined, identifying the RTN signals corresponding to a single-trap is one of the most challenging tasks during its electrical characterization. Examples of the intricate drain current signature of multiple-trap RTN are shown in Fig. 4. The current transients are obtained for different transistors for the same value of the gate bias. Despite from the time domain representation of Fig. 4 is difficult to discern the contribution of a single-trap, this can be carried out unambiguously by a modified version of the Time Lag Plot method (TLP) partially based on the approach described in [9,10]. Each point of the TLP space (events) is given by the sample of the current at a specific moment, and the immediately next sample ($I_0(i), I_0(i+1)$). Then, the TLP space event is weighted by the appearance function, $\omega(I_0(i), I_0(i+1))$, which accounts for the number of events inside a certain circle of the TLP space and defined by:

$$\omega(I_0(i), I_0(i+1)) = \sum_{j=1}^{N-1} \xi(I_0(j), I_0(j+1))$$

where $\xi$ is a function that eliminates the samples outside the appearance radius.
Fig. 3. (a) Drain current traces as a function of the time from a transistor affected by random telegraph noise for different gate voltages. (b) Normalized current noise power ($S_n/f$) dependence with frequency for different gate voltages ($V_G$). (c) Normalized current noise spectral density dependence with gate voltage (SSGB) for the transistor of figure (b).

Fig. 4. Drain current traces of different devices presenting multi-trap RTN.

$$
\zeta(I_D(j), I_D(j+1)) = \begin{cases} 
1 & \text{if } d([I_D(j), I_D(j+1)], [I_D(i), I_D(i+1)]) \leq r \\
0 & \text{if } d([I_D(j), I_D(j+1)], [I_D(i), I_D(i+1)]) > r
\end{cases}
$$

This sample-weighted approach of the conventional TLP method allows to identify the RTN levels clearly as populated regions in the diagonal of the TLP space, while populated regions outside the diagonal are related to the transitions between states.

$N$ is the total number of samples inside the time frame analyzed; $d(\ldots)$ is the Euclidean distance function; and $r$ is the appearance radius, $r = 10^{-6} \sigma (A)$ (with $\sigma$ the standard deviation of the samples within the time frame).

We show results of the application of the method in Fig. 5. When the device is not affected by traps (Fig. 5a), a single cloud appears in the TLP space; the appearance of a constellation with two lobes indicates the presence of a single-trap (Fig. 5b); a three-lobes constellation, reveals the existence of three predominant current levels (two traps, Fig. 5c); and when multiple current levels appear, a spread lobe indicates a multi-trap situation (Fig. 5d).

This sample-weighted approach of the conventional TLP method allows to identify the RTN levels clearly as populated regions in the diagonal of the TLP space, while populated regions outside the diagonal are related to the transitions between states.

5. Application to substrate bias influence on the RTN

Finally, the whole methodology is applied to study the effect of the substrate bias on the RTN characteristics of SOI transistors: SSGB, for RTN detection, and w-TLP, for the location of single-trap devices. Fig. 8 shows typical $r_c/r_s$ ratios used to extract the physical parameters of the traps [11] for two different samples when a substrate bias is applied to the SOI wafer; the range of

\[\text{For interpretation of color in Fig. 6, the reader is referred to the web version of this article.}\]
the front gate overdrive voltage is selected with the SSGB procedure, previously described in Section 3. As observed, although the curves are presented as a function of the overdrive voltage (note that \( V_T \) will be modified by \( V_{SUB} \) when the back interface is in depletion) [12], the \( \tau_c/\tau_e \) ratio depends on the particular value of \( V_{SUB} \) (even though the inversion charge is the same in all cases). Note also that this dependence on \( V_{SUB} \), for a given inversion charge, is different for the particular trap considered (Fig. 8a vs. b).

Fig. 9 shows the values of \( \tau_c \) and \( \tau_e \) as a function of the overdrive voltage for the previous devices. From the analysis of this plot we can appreciate that for a given overdrive voltage, the capture time (\( \tau_c \)) decreases whereas the emission time (\( \tau_e \)) increases as \( V_{SUB} \) increases. From Fig. 9 one may also notice that this behavior is observed both for attractive (linear dependence of \( \tau_c \) and \( \tau_e \) with the gate bias, Fig. 9a) or neutral traps (linear dependence of \( \tau_c \) and constant value \( \tau_e \) with the gate bias, Fig. 9b) [13]. This effect

Fig. 5. Traps constellations in the weighted TLP space of drain current signals: (a) cloud: transistor lacking of RTN signature (only thermal noise is reflected). (b) Transistor with two lobes (states) in the TLP constellation result of the single active trap. (c) Transistor with a three-lobes constellation identifying the characteristic signature of two traps. (d) Spread cloud corresponding with a transistor with multi-trap events.

Fig. 6. Distribution of the number of current levels detected in the transistors over the wafer at \( V_D = 0.1 \text{ V} \) and \( V_G = 0.5 \text{ V} \). (Left) Examples of transistors with two and three current levels (top and down respectively). (Right) Examples of multi-current level (>3) and RTN-free transistors (top and down respectively).
is contrary from what we may expect considering classical RTN models relying on the inversion charge and the decrease of the electric field in the Si-film while increasing the substrate bias [12]. In contrast, these results are compatible with the fact that the carrier is emitted to the metal gate contact since, for this mechanism, the lower the gate-oxide electric field intensity, the larger the probability of the trap to be filled [14].

6. Conclusion

We have introduced an exhaustive method to identify, experimentally, single-trap Random Telegraph Noise by combining the noise Spectral Scanning by Gate Bias technique (SSGB) with a modified Weighted Time Lag Plot method (w-TLP). The characterization protocol has been implemented in an automatic probe-station and applied for the massive test of the devices all over a wafer providing information about the distribution of traps. Finally, the procedure has been implemented for the study of the impact of the substrate bias on the RTN characteristics of ultrathin SOI transistors. The results show a non-intuitive trend leading to an increase of the emission time (decrease of capture time) when the electric field in the film is relaxed by increasing the substrate bias, for a given inversion charge. However, this behavior could be explained by the carrier emission to the gate metal contact.
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Abstract

In this work three different types of UNIBOND® Silicon-on-Insulator (SOI) wafers including one standard HR-SOI and two types of trap-rich high resistivity HR-SOI substrates named enhanced signal integrity high resistivity silicon-on-insulator (eSI HR-SOI) provided by SOITEC are studied and compared. The DC and RF performances of these wafers are compared by means of passive and active devices such as coplanar waveguide (CPW) lines, crosstalk- and noise injection-structures as well as partially-depleted (PD) SOI MOSFETs. It is demonstrated that by employing enhanced signal integrity high resistivity silicon-on-insulator (eSI HR-SOI) compared to HR-SOI wafer, a reduction of 24 dB is measured on both generations of trap-rich HR-SOI for 2nd harmonics. Furthermore, it is shown that in eSI HR-SOI, digital substrate noise is effectively reduced compared with HR-SOI. Purely capacitive behavior of eSI HR-SOI is demonstrated by crosstalk structure. Reduction of self-heating effect in the trap-rich HR-SOI with thinner BOX is finally studied.

1. Introduction

During last decades, CMOS technology scaling-down has enabled millimeter wavelength operation and low-cost integration of digital, analog and RF systems on the same wafer for system-on-chip or system-in-package applications [1–3]. In this context, the most special advantage of SOI CMOS compared to bulk Si is the availability of high-resistivity silicon (HR-Si) substrate to achieve low crosstalk between passive and active devices and high-quality passive elements thanks to effective reduction of substrate coupling and losses in RF circuits [4,5]. However, HR-SOI substrate suffers from resistivity degradation due to the formation of parasitic surface conduction (PSC) beneath the buried oxide layer (BOX) [6–9] due to fixed oxide charges (Qox) within the oxide. One of the most efficient techniques to overcome this problem is to introduce a trap-rich layer at the Si/SiO2 interface compatible with industrial SOI wafer production and thermal budget of standard CMOS process [8]. Such layer aims at capturing the free carriers forming the PSC and thus retaining the substrate nominal high resistivity. In this work two types of trap-rich HR-SOI wafers named 1st and 2nd generation of enhanced signal integrity (eSI HR-SOI) substrate having respectively a BOX thickness of 400 nm and 200 nm developed by Soitec are studied and compared with the classical HR-SOI substrate with a BOX thickness of 1 μm. One of the motivations of using trap-rich HR-SOI substrates with thinner BOX is the reduction of self-heating effect. Moreover, it creates a pathway for further ultimate BOX thinning used in advanced nano-scaled ultra-thin body and BOX (UTBB) fully depleted MOSFETs which allows threshold voltage control by means of backgate biasing voltage Vbg [10]. Therefore, trap-rich HR-SOI with thinner BOX could be considered as a promising candidate.

2. Device description

In this work two types of trap-rich HR-SOI substrates denoted eSI Gen1 and eSI Gen2 as 1st and 2nd generations with 400 nm and 200 nm-thick BOX respectively and one standard HR-SOI with 1 μm BOX (all provided by Soitec) are characterized and compared for non-linearity effects, crosstalk, noise coupling, DC/RF figures of merit and self-heating. The test structure devices include...
0.52 μm-thick CPW lines and PD SOI nMOSFETs fabricated using TowerJazz 0.18 μm SOI CMOS process (Fig. 1). The lateral dimensions of the CPW lines are 20, 18 and 100 μm for the central conductor, slot space and ground plane, respectively. The PD SOI nMOSFETs have 145 nm-thick active silicon film with a nominal operating voltage of 2.5 V. The studied RF body-tied MOSFET has a gate length (Lg) of 0.24 μm with 16 gate fingers of 2 μm each (Wf). The studied single-finger DC nMOSFET has a gate length (Lg) of 0.26 μm with 1.5 μm width (Wf). To investigate substrate coupling we used a passive crosstalk structure consisting of two identical metallic pads embedded into RF pads for probe measurement. Active crosstalk structure is used to study the propagation of a digital noise signal through the substrate [11]. This characterization is performed by measuring the frequency spectra at the nMOSFETs drain as the output port when a square noise signal is injected in the vicinity of the nMOSFET via a metallic RF pad with a certain distance from the transistor.

3. Transistor characteristics

3.1. DC and RF performance

The DC on-wafer measurements have been done using an Agilent B1500. As shown in Fig. 2, the drain current versus gate voltage (I_D-V_G) and transconductance vs gate voltage (g_m-V_G) curves in linear regime are almost identical for the DC transistor on the 3 different wafers. To eliminate the threshold voltage variations effect and fairly compare these results, g_m/I_D ratio versus I_D/(W/L) curves for the same transistors are plotted in Fig. 3.

Fig. 3 shows that similar values of maximum g_m/I_D ~ 31 V⁻¹ are obtained for all substrate types, as well as similar characteristics in strong inversion, with very slight deviations in weak inversion which could be related to CMOS process and measurements variability. From Figs. 2 and 3 it can be seen that neither the existence of trap-rich layer nor the BOX thickness affects the DC characteristics of the PD SOI MOSFETs.

High-frequency measurement of studied RF body-tied nMOSFET is performed to extract the current gain cutoff frequency (f_T) as one of the major RF figures of merit. f_T is known as unity current gain frequency at which the short circuit current gain (H_21) becomes unity (0 dB) [12–14]. RF measurements are done in the frequency range from 40 MHz up to 40 GHz using Anristu 37369A in combination with HP4145 semiconductor-parameter analyzer. By using the off-wafer line-reflect-match (LRM) calibration technique, the reference planes at the probe tips are determined. Then by means of on-wafer dedicated de-embedding structures, the unwanted parasitic effects introduced by the RF pads are removed. H_21 is extracted from the measured S-parameters of the transistor in saturation regime at V_g bias corresponding to the maximum of g_m [15,16]. As shown in Fig. 4, cut-off frequencies f_T on all 3 wafers are almost the same.

According to the MOSFET small-signal equivalent circuit f_T can be in a first order expressed as [13,14,16]

\[ f_T \approx \frac{g_m}{2\pi R_{sg}} \] (1)

where C_RSG is the total gate capacitance (i.e. C_GS + C_GD). From Eq. (1), Fig. 4 and the results of DC measurements, it can be also concluded that total gate capacitances of PD MOSFETs fabricated on three different wafers are identical.

3.2. Self-heating and coupling through the substrate

Self-heating in SOI devices becomes a critical issue because of device downscaling and use of materials with low thermal conductivity like SiO₂ [17]. Thermal conductivity of SiO₂ (1.4 W·m⁻¹·K⁻¹)
is two orders of magnitude lower than that of Si (148 W m$^{-1}$ K$^{-1}$) [18]. Consequently, the thicker the buried oxide layer (BOX) the higher the thermal resistance ($R_{th}$) of the device. In [19] it is shown that the thermal resistance is proportional to the square root of the BOX thickness. Therefore, BOX thinning is seen as a good solution for thermal properties improvement. Moreover, thin BOX enables other useful features in some advanced technology such as ultra-thin body ultra-thin BOX (UTBB) devices, notably threshold voltage control from the backgate [20–22] and better control of short channel effects [23].

In this section, the self-heating effect of studied RF body-tied PD nMOSFET is investigated by applying the RF technique [24]. In this technique, S-parameters are measured over a frequency range from 40 kHz up to 3 GHz at room temperature (25 °C), de-embedded using dedicated open structures and converted to Y-parameters. The output conductance $g_{ds}$ is obtained from the real part of the $Y_{22}$ parameter. In order to extract device thermal impedance from $g_{ds}$ variation with frequency, hot chuck DC measurements are required. The output characteristics ($I_d/V_{ds}$) for different gate voltages ($V_{gs}$) at different temperatures were measured. The thermal resistance $R_{th}$ is proportional to the $g_{ds}$ transition amplitude and inversely proportional to the drain current temperature dependence [19,24]:

$$R_{th} = \frac{\Delta g_{ds}}{(V_{ds}g_{ds} + I_d)\partial I_d/\partial T_A}$$

(2)

where $\Delta g_{ds}$ is the $g_{ds}$ difference at low and high frequency ($\sim$50 MHz) and $g_{ds}$ is $g_{ds}$ at high frequency. $\partial I_d/\partial T_A$ is the dependence of drain current $I_d$ on the ambient/chuck temperature $T_A$ and can be extracted from $I_d/V_{gs}$ or $I_d/V_{ds}$ measurements at different temperatures. The average temperature rise $\Delta T$ is obtained from

$$\Delta T = R_{th}I_dV_{ds}$$

(3)

The studied devices are body-tied to prevent the floating-body or kink effect as a common feature in PD SOI devices causing the history effect [25]. Moreover, body-tied devices do not feature frequency variation of output conductance related to the floating-body and thus allow for more straightforward interpretation of output conductance frequency response in terms of self-heating and substrate effect and corresponding parameters extraction.

Fig. 5 shows $g_{ds}$ variation with frequency when the transistor is biased in saturation regime ($V_{gs} = V_{ds} = 1.4$ V). DC output conductance values extracted from the $I_d/V_{ds}$ measurements are also pointed. As discussed in [26–31], transitions in $g_{ds}$ versus frequency curve are caused by various effects. The $g_{ds}$ transition in tens of kHz to hundreds of MHz range is generally considered to be caused by self-heating [19,24,26–28]. As the frequency increases, device temperature stops following electrical oscillations and isothermal condition is reached [26]. As can be seen in Fig. 5, transistors on different substrates exhibit similar $g_{ds}$ values at $\sim$50 MHz where dynamic self-heating is removed, whereas at DC and low frequencies, HR substrate shows the lowest output conductance. This lowest output conductance in HR substrate case can be misleadingly interpreted as the better performance of devices on HR substrates. However, just contrarily, lower DC $g_{ds}$ values obtained for the devices on HR substrate is a result of stronger self-heating caused by thicker BOX employed and thus worse performance can be expected.

Values of $R_{th}$, the average temperature rise $\Delta T$ in the device and the magnitude of $g_{ds}$ transitions are plotted in Fig. 6. $R_{th}$ and $\Delta T$ values are in line with previously measured values for other PD SOI devices [19,24]. As expected, $R_{th}$ and $\Delta T$ are larger in devices with thicker BOX. In Fig. 5, the transition manifested in the GHz range ($f_{sub}$) is related to the substrate effect, which appears as a result of source and drain coupling through the substrate under the BOX [28]. As discussed in more details in [28,29,31], this
transition at high frequency can in a first order be modeled by the Si substrate resistance $R_{Si}$ and its capacitance $C_{Si}$, when it can be considered as dielectric.

$$f_{sub} \sim \frac{1}{(R_{Si} \cdot C_{Si})} \tag{4}$$

It can be seen that the substrate-related transition (GHz range) shifts progressively to lower frequencies when HR substrate is replaced by eSI Gen1 and then by the eSI Gen2. This trend correlates with higher resistivity of eSI Gen1 and Gen2 discussed in next section (see Fig. 7). Indeed, characteristic frequency of this substrate transition was previously shown to be inversely proportional to the Si substrate resistance and capacitance [5,28,29,31] (see Eq. (4)). Furthermore, one can see that amplitude of substrate transition slightly increases in the case of eSI substrates Gen1 and Gen2. This is due to a stronger effect of parasitic source and drain coupling via the substrate in eSI Gen2/Gen1 devices due to the thinner BOX.

4. Substrate effective resistivity and harmonic distortion

The effective resistivity ($\rho_{eff}$) and total loss ($\alpha$) on the 3 different types of substrate have been extracted by means of a 2100 μm-long CPW line S-parameters measurements [32]. On-wafer small- and large-signal measurements on CPW line are done based on a special setup [9] using an Agilent 4-port PNA-X vector network analyzer in the frequency range of 10 MHz up to 26.5 GHz. Fig. 7 shows that as stated before, due to the formation of PSC, the standard HR SOI substrate loses its nominal high resistivity and shows an effective resistivity of only 200 Ω·cm, whereas in 1st and 2nd generations of trap-rich eSI HR-SOI the substrate has kept its high resistivity of more than 2 kΩ·cm and 3 kΩ·cm, respectively, up to 5 GHz after CMOS processing. Another point that can be seen in this figure is that despite its thinner BOX, the eSI Gen2 HR-SOI substrate still shows a slightly higher $\rho_{eff}$ and lower $\alpha$ compared to eSI Gen1 HR-SOI which could be explained by the higher nominal substrate resistivity in 2nd generation.

Fig. 8 illustrates the 2nd and 3rd harmonics distortion at the output of the CPW line on different wafers fed by a 900 MHz input RF signal for a power level ramp of –25 dBm up to 25 dBm and zero bias applied on the substrate. Compared to HR-SOI wafer, a reduction of 24 and 35 dB is measured on both generations of trap-rich eSI HR-SOI for 2nd and 3rd harmonics, respectively. From Figs. 8 and 7 it can be clearly seen that the level of the harmonics is inversely proportional to the substrate resistivity. This non-linear behavior can be explained by the PSC layer which changes the distribution of free carriers inside the substrate generating a modulated charge density at the Si/SiO2 interface [33]. Consequently, the wafer becomes highly bias voltage dependent [34].
Fig. 9 demonstrates RF performance insensitivity of trap-rich eSI HR-SOI substrates to the applied bias voltages on CPW lines. It can be seen that under different bias conditions, the maximum variation of 2nd and 3rd harmonics distortion in HR-SOI wafer is much higher compared to trap-rich substrates.

5. Crosstalk analysis

For the RF system-on-chip (SoC) applications, less coupling through the substrate between devices fabricated on the same substrate, and therefore a good isolation between them, is desired [6]. In mixed-mode high-frequency integrated circuit in which RF analog circuits are integrated with baseband digital circuitry, the crosstalk coupling through the substrate is an important limiting factor especially for the analog part of the chip which is very sensitive to voltage variations on the power supply and substrate ground rails [5]. The strength of the coupling between different devices depends on device type (active or passive) and the characteristics of the substrate like effective resistivity, effective permittivity, BOX thickness, etc. [35]. Various methods are proposed in literature for reducing the coupling mechanisms between digital and analog parts through the common substrate like metal Faraday cages, guard ring, etc. [5,36–38]. In this work we use enhanced signal integrity high resistivity silicon on insulator substrates for this purpose. Indeed, a trap-rich layer at the SiO2/Si-substrate will reduce the coupling between devices through the substrate and hence makes better isolation between them [6].

In this section the substrate crosstalk performances of different Silicon-On-Insulator (SOI) technologies including standard HR and two generations of trap-rich high resistivity eSI Gen1 and eSI Gen2 are comparatively investigated and compared. By this comparison the influence of substrate effective resistivity and buried oxide thickness (BOX) are analyzed. The study of crosstalk is demonstrated by two types of test structures: passive crosstalk structures and noise to active devices. The test structures have been designed and fabricated using TowerJazz 0.18 µm SOI CMOS process as stated in Section 2 on 3 different SOI wafers provided by Soitec.

The test structure is composed by two rectangles of metal 1 as the closest metal to the substrate with a length of 150 µm (L) and a width of 50 µm (W) representing the noise injector and the sensitive node as shown in Fig. 10. The two ports are separated by a distance S of 50 µm considered as the nominal structure for which the measurements and comparison between the 3 different substrates are shown.

By means of S-parameters measurements (S21) of crosstalk structure shown in Fig. 10(b) with S = 50 µm in the frequency range of 1 kHz up to 3 GHz, the crosstalk level of different wafers is assessed and plotted in Fig. 11. As can be seen, a pure capacitive coupling is observed for both eSI Gen1 and Gen2 with a typical 20-dB/decade slope over the frequency range of 150 MHz-to-3 GHz. This behavior highlights the lossless property of the eSI HR-SOI substrates. Also a reduction of 15 dB of crosstalk is observed at 200 MHz for trap-rich HR-SOI wafers compared with conventional HR-SOI counterpart. From Fig. 11 it can be clearly seen that HR-SOI substrate suffers from higher crosstalk level (slope >20 dB/dec) due to the parasitic surface conduction (PSC) effect which is suppressed in eSI HR-SOI wafers [8,22,39,40].

The large-signal characterization of the crosstalk structure is illustrated in Fig. 12. It shows the 2nd (HD2) and 3rd (HD3) harmonics of 3 different wafers. The 2nd and 3rd harmonics are measured at the output of a crosstalk structure with a pad distance of S = 50 µm fed by an input RF signal at 900 MHz and for a power level ramp from –25 dBm up to 25 dBm. Fig. 12 illustrates that harmonics level of signals coupled through the substrate is reduced by 30 dB when HR-SOI substrate is replaced by an innovative trap-rich HR-SOI (eSI HR-SOI) one. This low harmonics level of –100 dB is comparable with insulating substrates like quartz [41,42].
Next to that, we study the harmful effect of the digital switching noise emulated by a clock signal, on the performance of an nMOS-FET representing the analog/RF part in an RF SoC application [11]. To simulate such an environment, the test structure shown in Fig. 13 is implemented.

The test structure consists of a PD SOI nMOSFET located at a fixed distance of 350 µm from an RF metal pad used for injecting a digital noise signal to the structure. The PD SOI nMOSFET has a gate length, gate finger width and number of the finger of 0.24 µm, 2 µm and 64, respectively. It is biased in saturation ($V_{GS} = 1.2$ V and $V_{DS} = 1.2$ V). A fundamental input signal at 900 MHz is applied at the gate. A 5 V peak-to-peak digital noise source with selected frequencies of 50 kHz, 100 kHz, and 500 kHz, 1 MHz, 10 MHz, 50 MHz and 80 MHz is connected to the RF noise pad. Fig. 14 shows the coupled noise spectra at the MOSFET drain port for the three different substrates for the 10 MHz clock frequency when gate RF input signal is off. In HR-SOI substrate despite a thicker BOX of 1 µm compared to eSI Gen1 and eSI Gen2, respectively. This is due to the presence of highly parasitic conductive surface layer (PSC) at the BOX/HR-SOI interface by which a strong coupling and propagation of the noise signal is observed at the output. However, comparing Fig. 14(b) and (c), eSI Gen1 shows a noise coupling reduction of 10 dB compared to eSI Gen2 because of...
having a thicker BOX. Therefore, the 1st generation of trap-rich HR-SOI (eSI Gen1) shows a very good performance thanks to a good trade-off between substrate resistivity, from one side and a relatively “thick” BOX from another side.

When a fundamental RF signal with amplitude of $A_{\text{Fund}}$ at the frequency of $f_c$ is applied to the gate of the transistor, the digital noise signal ($A_{\text{Noise}}, f_{\text{noise}}$) induces a mixing product and generates 2N harmonics at $f_c - f_{\text{noise}}$ and $f_c + f_{\text{noise}}$. In this work, as illustrated in Fig. 15, the fundamental 900 MHz input signal and the square digital noise signal of 5 V peak-to-peak at $f_{\text{noise}} = 10$ MHz result in two harmonics at 890 MHz and 910 MHz. Fig. 15 evaluates the substrate performance through the parameter $\Delta$ defined as the power difference between the fundamental output signal and the harmonic $(P_{f_c} - P_{f_c+f_{\text{noise}}})$. The higher the $\Delta$ the better isolation will be achieved.

Fig. 15 shows an increase of $\Delta$ by 27.6 dB for eSI Gen1 and 24.2 dB on eSI Gen2 wafers compared with their HR-SOI substrate counterpart. Fig. 15 evidences that trap-rich eSI HR-SOI substrates filter well the digital noise signal from the output spectrum and show smoother response thanks to eliminating the effect of PSC at the BOX/HR-SOI interface, even though they have thinner BOX than HR-SOI. From Fig. 15(b) and (c), it can be clearly seen that 1st generation of trap-rich HR-SOI (eSI Gen1) shows a better trade-off between substrate resistivity and BOX thickness since most of the noise signals are suppressed. Fig. 16 demonstrates $\Delta = A_{\text{Fund}} - A_{\text{Noise}}$ measured at the drain pad of the transistor as the output when the injected digital noise signal changes from 50 kHz up to 80 MHz on HR-SOI and eSI-Gen1 (as the best substrate in our comparison).

A dc bias voltage of either 0 V or $-10$ V is also applied to the noise signal pad. By applying a negative dc bias voltage, the negative charges in PSC layer are repelled and a deep depletion will be formed. Therefore, it is expected that under these conditions, the coupled noise decreases and $\Delta$ increases. In Fig. 16 it can indeed be seen that application of negative dc bias voltage ($-10$ V) causes $\Delta$ increase by 11 dB at 10 MHz comparing to its level at 0 V bias in the case of HR-SOI substrate, whereas in the case of eSI Gen 1 it stays unchanged thanks to the traps that have frozen the free carriers in PSC. Moreover, from Fig. 16, one can see that in the lower frequency range below 1 MHz, since the carriers have enough time to relax, both HR-SOI and eSI HR-SOI substrates show similar behavior. In the frequency range higher than 1 MHz the effect of the traps is evident leading to almost constant high (w.r.t. HR-SOI) levels of $\Delta$.

6. Conclusion

Use of a trap-rich layer underneath the BOX in HR SOI wafers allows the substrate to recover its high-resistivity properties and thus results in higher effective resistivity, lower losses, lower...
crosstalk, lower harmonics level and hence higher linearity, all conserved after CMOS processing. It was shown that the presence of a trap-rich layer does not change the DC and RF characteristics of the MOSFET transistors. Moreover, with enhanced 2nd generation trap-rich eSi HR SOI substrate featuring thinner BOX of 200 nm, improved thermal properties can be achieved. Therefore, this technology is considered as a good candidate for SoC applications.
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Abstract

Conventional silicon MOSFETs are used for THz detectors in order to facilitate fabrication of cost-efficient circuits with high integration density. Resistive mixers based on NMOSFETs are investigated by drift-diffusion simulations, which include the time derivative of the current densities usually neglected in TCAD codes. Different time-integration schemes are investigated for transient simulations and the modified backward differentiation formula is found to be the most CPU-efficient method for the periodic steady-state. By comparison with the Boltzmann transport equation it is shown that the drift-diffusion model can capture the salient aspects of transport in the THz range. The features of the device simulator are demonstrated by investigation of the current and voltage responsivity together with the noise-equivalent-power for a resistive mixer based on a quarter-micron NMOSFET.

1. Introduction

Electromagnetic waves with a frequency in the range from 0.1 to 10 THz are referred to as THz waves [2]. Their strong absorption in air due to water vapor limits them to near-range applications. They are used in many fields (e.g. security, spectroscopy, medicine, biology, chemistry, communications, etc. [3]), but they are difficult to generate, because their frequencies are too high for efficient operation of solid-state devices and too low for optical generators (e.g. quantum cascade lasers) [4]. This is called the THz gap. In order to keep the price of the sources down, generators fabricated in standard semiconductor technologies are preferred. A good example is the versatile source with a single SiGe BiCMOS chip, which produces an output power of 1 mW at 0.525 THz [5]. The SiGe HBTs are operated below their maximum frequency of oscillation at 175 GHz and the periodic signal of the Colpitts oscillator is designed to be square-wave like, where the third harmonic at 525 GHz is extracted. Since this frequency is beyond their maximum frequency of oscillation, the HBTs show no power gain and the power efficiency is low. This has led to the proposal of a new kind of solid-state devices based on plasma waves in quasi-2D electron gases, where the THz signal is generated directly within the device [6,7]. In analogy to an organ pipe the constant flow of electrons in these devices results in oscillations of the electron density and plasma waves are excited [6]. Yet no devices based on this effect have been demonstrated that work efficiently at room temperature. The best performance is obtained with III-V RF devices [2], albeit at very high cost. The above mentioned silicon-based RF devices are currently the best option for mass market applications. The same holds true for detectors. Cost-effective detectors for THz waves, which can be integrated in a silicon technology, have been developed (e.g. [8]). Recently, a fully integrated 1 k-pixel CMOS camera for THz waves was demonstrated [9], where the detector is based on a resistive mixer, which contains silicon MOSFETs. In this work we restrict our investigation to silicon MOSFETs used in detector circuits for THz signals.

Typically, device operation is analyzed based on a 1D approach, where the Euler equation in various forms is solved in the small-signal regime together with the continuity equation under the gradual channel approximation leading to formulas similar to the Telegrapher’s equations [7,10]. The Telegrapher’s equations are solved under the assumption of piecewise homogeneity in the lateral direction and for every homogeneous part of the device a 2-port description similar to a transmission line is obtained. These 2-ports are then connected in series and a model for the total device results. These transmission line models fail to capture important effects due to the at least 2D nature of the devices. For example, important parasitic effects at the interfaces between the homogeneous device parts are neglected. Another drawback...
of this approach is that it fails to account for the inhomogeneity of the electron channel in the FET structure. Furthermore, realistic modeling of the contacts is of the utmost importance for plasma waves, because the boundary conditions have a very strong impact on device performance [11]. In a FET the channel is bounded by the source/drain regions, which are inherently 2D. For accurate prediction of the device performance an approach beyond the transmission line models is therefore required. A first step in this direction was presented in Ref. [12], where a 2D Poisson equation was solved with a 1D transport model in conjunction with still ideal boundary conditions. A fully 2D approach based on the Monte-Carlo method was presented in Ref. [13], but its CPU times are prohibitive for this type of investigation [14].

In this work we will present a deterministic approach for the simulation of silicon devices based on a CPU-efficient 2D drift-diffusion (DD) model, where the time-derivative of the current density is included in the constitutive equation for the current density [11]. In the next section the model and its numerical implementation are discussed, in the third the resistive mixer and in the fourth the model is applied to the simulation of THz signals in MOSFETs.

2. Numerical approach

The simulation model comprises the DD model [15]

\[
\frac{\partial n}{\partial t} = \frac{1}{q} \nabla \cdot J_n, \quad \frac{\partial p}{\partial t} = \frac{1}{q} \nabla \cdot J_p
\]

and the Poisson equation for the quasi-static potential

\[
\nabla \cdot (\varepsilon \nabla \phi) = -q(p - n + N_D - N_A),
\]

where \( n \) is the electron density, \( q \) the positive electron charge, \( J_n \) the electron current density, \( \tau_n \) the macroscopic relaxation time of the electron momentum, \( m_n \) the electron conductivity mass (\( m_n = 0.286 m_0 \) and \( m_p = 0.372 m_0 \) for silicon), \( \phi \) the quasi-static potential, \( V_T \) the thermal voltage, \( \varepsilon \) the permittivity, and \( N_D \) the donor concentration. The electron mobility is given by \( \mu_n = q\tau_n/m_n \). Corresponding hole quantities are labeled by \( p \) and \( N_A \) is the acceptor concentration.

Eqs. (3) and (4) contain the time derivatives of the current densities, which are necessary to simulate plasma waves. In TCAD implementations of the DD model these derivatives are usually neglected, because the plasma waves cause numerical problems and increase the CPU time of transient simulations very much due to the required time steps in the order of femtoseconds. In silicon the macroscopic relaxation times for electrons and holes are shorter than a picosecond and the derivatives can be savely neglected for frequencies below 100 GHz [16,17], but not necessarily above.

Eqs. (1)–(5) are discretized on a 2D tensor-product grid with the finite-volume method and dimensional splitting (Fig. 1) [15,18]. The scalar quantities \((n, p, \phi)\) are evaluated on the nodes of the direct grid and the Cartesian components of the current densities \((J_{nx}, J_{ny}, J_{nx}, J_{ny})\) on the nodes of the adjoint grid. Due to the dimensional splitting the nodes of the adjoint grid are placed on the edges of the grid primitives between two nodes of the direct grid. Since the time derivatives are not neglected, the current densities can no longer be eliminated from the set of equations and the number of unknown variables increases from three to seven per grid node. The second term on the right-hand side of (3) and (4) is stabilized by the Scharfetter-Gummel scheme [19], such that the in the slowly varying case \( (\partial J / \partial t) \ll |J| / \tau \) the usual formulation of the DD model is obtained. The terminal currents are evaluated by the extended Ramo-Shockley theorem [20].

Stationary solutions of the DD model are obtained with the usual methods (Gummel loop [21] and Newton-Raphson method [15]). For the sinusoidal steady-state a small-signal analysis is implemented and for the periodic steady-state (large-signal) the single-tone harmonic balance (HB) method [22]. In addition, the DD model can be solved in the time domain by a transient approach. In this case Eqs. (1)–(4) are of the form

\[
\frac{\partial n}{\partial t} = f(u, t). \tag{6}
\]

Three different methods for time integration are used. The implicit (backward) Euler scheme (BE), the second-order backward differentiation formula based on polynomials (BDF2) [23,24] and the modified BDF2 scheme based on trigonometric functions (MBDF2) [25]. In all three cases the time derivative is approximated for a constant time step \( \Delta t \) by

\[
\left. \frac{\partial u}{\partial t} \right|_{t=t+\Delta t} \approx \frac{u(t+\Delta t) + a_1 u(t) + a_2 u(t-\Delta t)}{\Delta t} = f_i. \tag{7}
\]

with \( u(t) \approx u_i \) and \( f(u(t), \Delta t) \approx f_i \). The coefficients are for the BE scheme

\[
a_0 = 1, \quad a_1 = -1, \quad a_2 = 0, \tag{8}
\]

BDF2 scheme

\[
a_0 = 1.5, \quad a_1 = -2, \quad a_2 = 0.5, \tag{9}
\]

and MBDF2 scheme

\[
a_0 = \frac{z \cos(2z) - z \cos(z)}{\sin(2z) - 2 \sin(z)}, \quad a_1 = \frac{z \sin(z)}{z \sin(z) - 1}, \quad a_2 = \frac{z}{2 \sin(z)}. \tag{12}
\]
with \( z = 2\pi/n_f \). The MBDF2 scheme is used only for the periodic steady-state and \( n_f \) is the number of time steps used per period, where \( n_f \) must be larger or equal to eight. All three formulas are A-stable, but show quite different spurious damping behavior in the case of plasma waves.

The dopant-dependent low-field mobility in silicon is modeled according to Caughey and Thomas [26] and the channel mobility in MOSFETs according to Lombardi et al. [27]. In all cases the resultant linear system of equations is solved by the direct sparse matrix solver PARDISO [28].

It is worth noting that without the time derivatives in (3) and (4) the particle densities will always be positive in the stationary and transient case for the above mentioned discrete system. As soon as the time derivatives of the current densities are included, second-order time derivatives of the particle densities occur implicitly and positive particle densities are no longer ensured by construction of the discrete system. If negative particle densities are encountered, the simulation is terminated. At small AC amplitudes this problem does usually not occur.

### 3. Mixer model

An NMOSFET is used as a passive mixer in Ref. [8] and we use an analogous circuit (Fig. 2). Due to the large externally added capacitance \( C_{GS,ext} \) gate and drain are effectively short-circuited at high frequencies [8]. To capture this effect, the AC signal is applied to the source terminal, and the gate and drain are AC-wise grounded [1]. The applied DC drain/source bias is zero. The MOSFET is operated as a diode and it rectifies the AC signal, which leads to the DC drain current. The responsibility of the mixer is given by the ratio of the DC drain current and AC input power at the source

\[
R_i = \frac{I_D^{DC}}{P_S}. \tag{13}
\]

where the AC input power is given by

\[
P_S^{AC} = \frac{1}{T} \int_0^T V_S(t)I_S(t)dt. \tag{14}
\]

The integral runs over one period with the duration \( T \) of the periodic input signal, and the input power is proportional to the square of the AC voltage amplitude \( V_{AC} \) similar to the DC drain current. The responsibility is thus constant over a wide range of AC input power. Only for very large AC voltages the responsibility depends on the AC power.

A similar responsibility can be defined for the drain voltage, if the drain is kept DC-wise open (i.e. by a very large resistance in series with the drain inductance in Fig. 2). If the resultant DC drain voltage is small, the device response is linear and at zero frequency and zero drain/source bias the channel conductance is given by the drain self-admittance \( (G_{DS} = 1/R_{DS} = \pi(\alpha_{DD})) \). The corresponding channel current, which compensates the DC drain current due to rectification, induces a DC drain voltage of \( V_{DC}^{DD} = R_{DS}I_D^{DC} \). The voltage responsivity is thus given by [8]

\[
R_V = \frac{V_{DC}^{DD}}{P_S^{AC}} = R_{DS}R_i. \tag{15}
\]

Simulation of the two different mixer configurations confirms this relation for the AC voltage amplitudes used in this study. Since the device structures are 2D, the voltage responsivity has to be divided by the width of the device in the third dimension (the input power is proportional to the device width). In the case of the current responsivity the DC current and input power are both dependent on the width and it cancels in the responsibility.

In addition to the responsibility of a detector its noise-equivalent-power (NEP) is of importance and it should be as small as possible. It is defined as the input power, for which the signal-to-noise ratio at the output is one for a bandwidth of 1 Hz [8]

\[
\text{NEP}_V = \sqrt{\frac{4K_B T_0 G_{DS}}{R_i}} = \sqrt{\frac{4K_B T_0 R_{DS}}{R_V}} \tag{16}
\]

with the ambient temperature \( T_0 \). At zero frequency and zero drain/source bias the NMOSFET can be replaced by the channel conductance \( G_{DS} \), and the drain noise is given by the Johnson-Nyquist formula. In this calculation down-conversion of noise and 1/f noise are neglected. Since our simulations are performed for 2D device structures, the NEP has to be multiplied with the square root of the width of the device in the third dimension.

### 4. Results

In Ref. [8] quarter-micron silicon NMOSFETs are used to detect THz radiation and we use therefore a similar device (Fig. 3). The grid for real space, which is indicated by tick marks, is non-equidistant to better resolve the junctions and the channel area. The length of the gate is 250 nm, the oxide thickness 3 nm and the threshold voltage 0.56 V. The 2D structure captures the most important parasitics (e.g. the overlap capacitances between gate and source/drain). The artificial boundary conditions often used in simulations for the channel (Dirichlet and inhomogeneous von-Neumann type, e.g. [12]) are avoided by this approach and the channel is realistically terminated by the highly-doped source/drain regions, into which plasma waves can enter from the channel. In addition, the channel is inhomogeneous, a fact
not easily included in 1D transmission line models. The interface between the oxide and silicon is assumed to contain no traps and corresponding effects (e.g. 1/f noise) are neglected.

The Boltzmann Transport Equation (BTE) yields the most fundamental description of semiclassical transport in semiconductor devices [29]. The more CPU-efficient DD model can be derived from the BTE by projection on certain moments, but this process involves approximations of unknown quality [30]. It is not clear how accurately the DD model can describe transport at frequencies, where plasma effects occur. In Fig. 4 the real part of the drain/gate admittance is shown as a function of the frequency for the NMOSFET. This small-signal result is calculated by the DD model with and without the time derivative of the current densities and by a spherical harmonics expansion of the BTE [31]. In this case the electron and hole mobilities are given by their respective bulk values [26] neglecting interface effects to facilitate a simpler comparison of the two models. Below 150 GHz the real part of the admittance is positive and all three models yield similar results. Above 1 THz differences occur. The impact of the plasma oscillations is manifested in the non-monotonic behavior of the results of the BTE and the DD model including the time derivative of the current densities. The DD model and the BTE show reasonable agreement even at very high frequencies. Thus, the DD model with the time derivative of the current densities is able to capture the most salient aspects of the plasma oscillations.

The responsivity is an inherently nonlinear effect and requires a large-signal simulation, which can be performed in the time or frequency domain for the periodic steady-state. The transient simulations in the time domain are based on the time-integration schemes presented in Section 2 and a sufficient number of periods is used to reach the periodic steady-state. The responsivity is calculated by integrating the drain current and the input power at the source over the last simulated period. In Fig. 5 the current responsivity of the NMOSFET is shown for the different time integration schemes as a function of the number of time steps per period for a very large electron mobility in order to emphasize the plasma effects. While the dependence of the MBDF2 result on the number of time steps is negligible, the other two schemes show a strong dependence and the responsivity is underestimated. This is due to the strong over-damping of these schemes, which decreases with increasing number of time steps [25]. For the periodic steady-state the MBDF2 scheme is the by far most efficient one and its results are in excellent agreement with the HB approach. This is due to the fact that the MBDF2 scheme is based on trigonometric functions similar to the HB method. Depending on the

problem, either HB or MBDF2 simulations are more CPU efficient, where the MBDF2 simulations are often numerically more robust. This result also shows that the MBDF2 scheme should be superior to the BDF2 scheme in the case of active devices, where usually transient simulations with the BDF2 scheme are used (e.g. [12]) and the over-damping could suppress or delay the onset of active device behavior.

The current responsivity is shown in Fig. 6 for the NMOSFET for different frequencies as a function of the DC gate bias. For a given frequency the responsivity has a maximum in the sub-threshold region, where the channel resistance is very large and the relative resistive mixing strongest. The peak responsivity rapidly drops with increasing frequency and moves to higher gate voltages. In Fig. 7 the current responsivity is shown as a function of the frequency up to 10 THz for zero gate overdrive with and without the time derivatives of the current densities. In both cases it strongly drops with frequency and the differences are rather small due to the strong over-damping of the plasma waves by the low electron momentum relaxation time in silicon. Only weak enhancement of the responsivity at high frequencies due to plasma oscillations is found similar to Ref. [17].
The voltage responsivity (Fig. 8) shows a similar behavior as the current one (Fig. 6), where peak values are shifted to lower gate voltages due to the multiplication with the zero-frequency channel resistance (15). Since the channel resistance is evaluated for zero frequency, the frequency dependence of the voltage and current responsivities are the same.

The noise-equivalent-power (Fig. 9) has distinct minima, which are found for gate biases below the gate voltages for peak current responsivity (Fig. 6), because it is proportional to the ratio of the square root of the zero-frequency channel conductance and current responsivity (16). The frequency dependence is therefore inversely proportional to the one of the responsivity and the noise-equivalent-power strongly increases with frequency.

The response of the DC component of the electric potential within the NMOSFET due to the AC signal is shown in Fig. 10 for the case of current and voltage sensing along the interface between the oxide and silicon bulk (the line with zero vertical coordinate in Fig. 3). At 1 GHz the potential response for current sensing is almost symmetric, whereas at 1 THz the maximum of the absolute value of the potential response moves towards the source. In the case of voltage sensing the induced DC drain voltage results in a roughly linearly varying potential in the channel region, which has to be added to the potential response

\[
\Delta\phi_{\text{VS}} = \Delta\phi_{\text{CS}} + \frac{\partial\phi}{\partial V_D} V_{\text{DC}}^{\text{AC}}.
\]  

\[(17)\]

where \(\partial\phi/\partial V_D\) is the derivative of the potential w.r.t. the drain voltage for zero frequency and zero drainsource bias. The built-up of the DC response of the potential therefore occurs in this case mostly in the channel near the source.

5. Conclusions

The developed drift-diffusion model goes beyond the state-of-the-art, because it is 2D in real space and includes the time derivatives of the current densities. It is thus possible to capture many effects neglected by the usual quasi-1D approaches. We have demonstrated that the drift-diffusion model can be used to simulate NMOSFETs in the THz range and we have assessed its accuracy by comparison with the more fundamental Boltzmann transport equation. It appears that the backward-differentiation formula of the second order based on trigonometric functions is a very CPU-efficient time-integration scheme for the periodic steady-state.

The current and voltage responsivities have been investigated and the highest values are found for gate voltages below the threshold voltage even at one THz. Up to this frequency the impact
of plasma waves seems to be small due to the strong damping by the low electron momentum relaxation time in silicon.
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ABSTRACT

We investigate anisotropic and geometrical aspects of hexagonal structures of Silicon Carbide and propose a direction dependent interpolation method for oxidation growth rates. We compute three-dimensional oxidation rates and perform one-, two-, and three-dimensional simulations for 4H- and 6H-Silicon Carbide thermal oxidation. The rates of oxidation are computed according to the four known growth rate values for the Si- (0001), a- (1120), m- (1100), and C-face (0001). The simulations are based on the proposed interpolation method together with available thermal oxidation models. We additionally analyze the temperature dependence of Silicon Carbide oxidation rates for different crystal faces using Arrhenius plots. The proposed interpolation method is an essential step towards highly accurate three-dimensional oxide growth simulations which help to better understand the anisotropic nature and oxidation mechanism of Silicon Carbide.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Silicon Carbide (SiC) has excellent physical properties and has received significant attention in recent years as a Silicon (Si) replacement material for power device applications due to a high electrical breakdown voltage and a high thermal conductivity. Compared to Si, SiC has approximately a three times wider bandgap, ten times larger electrical breakdown voltage, and three times higher thermal conductivity [1–3]. Taking advantages of these properties, the on-state resistance for unipolar devices such as metal-oxide-semiconductor field-effect-transistors (MOSFET) can be reduced by a factor of a few hundreds when replacing Si with SiC [4,5]. Aside from the theoretical advantages in SiC devices, the need for numerical simulation based on accurate models is indispensable to further the success of modern power electronics.

Among the numerous polytypes of SiC, most popular for device applications are 3C-SiC, 4H-SiC, 6H-SiC, and 15R-SiC. These polytypes are characterized by the stacking sequence of the bi-atom layers of the SiC structure. Changing the stacking sequence has a profound effect on the electrical properties. See Fig. 1a for an atomic view of a 4H-SiC. In this work, we focus on 4H- and 6H-SiC as they have been recognized as the most promising polytypes and are currently commercially available for high power, high frequency, and high temperature applications [6,7].

Thermally grown oxide layers (SiO 2) play a unique role in device fabrication, e.g., lateral structures in planar technology and passivation of device surfaces. Therefore, it is necessary to have a solid understanding of oxidation growth rates and the dependence on the crystallographic planes of SiC. Among the wide bandgap semiconductors, SiC is the only compound semiconductor which can be thermally oxidized in the form of SiO 2, similar to conventional Si substrate. This is seen as one of the most important technological properties of SiC and has motivated considerable effort in its development. The following reaction governs the oxidation of SiC [1]:

\[ \text{SiC} + \frac{3}{2} \text{O}_2 \rightarrow \text{SiO}_2 + \text{CO}. \]  

As opposed to the relatively simple oxidation of Si, the thermal oxidation of SiC includes five steps [2] (discussed in the following) and is about one order of magnitude slower under the same conditions [8,9]:

1. Transport of molecular oxygen gas to the oxide surface.
2. In-diffusion of oxygen through the oxide film.
3. Reaction with SiC at the SiO 2/SiC interface.

∗ Corresponding author at: Christian Doppler Laboratory for High Performance TCAD at the Institute for Microelectronics, TU Wien, Gußhausstr. 27-29/E360, 1040 Wien, Austria.
E-mail address: simonka@iue.tuwien.ac.at (V. Šimonka).
The oxidation process cannot be characterized by the Deal-Grove model for the thin oxide region in Si and SiC, hence Massoud et al. [16] have proposed an empirical relation to describe the growth rate enhancement in a thin oxide regime. This model includes an additional exponential term [16],
\[
\frac{dX}{dt} = \frac{B}{A + 2X} + C \exp \left(-\frac{X}{L}\right),
\]
(4)
where \(C\) and \(L\) are the exponential prefactor and the characteristic length, respectively.

It has been reported that the linear rate constant \(B/A\) and initial growth rate \(B/A + C\) highly depend on the crystal orientation of SiC [1,6,7,14], i.e., the growth rate values are different for the surface oxidation on different faces of the crystal. On the other hand, the parabolic rate constant \(B\) does not depend on the crystal orientation [1].

The Deal-Grove model and Massoud’s empirical relation were originally proposed for Si oxidation, but can be applied in a modified form to SiC oxidation [2]. For SiC oxidation the Massoud empirical relation can reproduce the oxide growth better than Deal-Grove model [17,18]. However, due to the one-dimensional nature both models fail to correctly predict the oxide growth for three-dimensional SiC structures. Our approach extends these models by incorporating the crystal direction dependence into the oxidation growth rates, thus enabling accurate three-dimensional modeling.

3. Temperature dependencies

Rates of chemical reactions depend on various physical quantities, e.g., temperature and pressure. The collision theory and transition state theory implies that chemical reactions typically proceed faster at higher temperature and pressure, and slower at lower temperature and pressure. The molecules move faster as the temperature increases and therefore collide more frequently, which changes the properties of the involved chemical reactions.

The relation between the absolute temperature \(T\) and the rate constant \(k\) is given via an Arrhenius equation [3,19]:
\[
k = Z \exp \left(-\frac{E_a}{k_b T}\right)
\]
(5)
\(Z\) is the pre-exponential factor discussed below, \(E_a\) is the activation energy of the chemical reaction, and \(k_b\) is the Boltzmann constant. Recalling that \(kT\) is the average kinetic energy, it becomes apparent that the exponent is the ratio of the activation energy \(E_a\) to the average energy of colliding molecules. The larger the ratio, the smaller the reaction rate. This means that high temperature and low activation energy favor larger rate constants, and thus speed up the reaction. The pre-exponential factor \(Z\) is known as the frequency or collision factor and can be calculated from kinetic molecular theory. In other words, \(Z\) is equal to the fraction of molecules which are involved in a chemical reaction, if (1) the activation energy \(E_a\) is 0 or (2) the kinetic energy of all molecules exceeds \(E_a\) [20,21].

The Arrhenius equation can be used to determine the activation energy of the oxidation growth rates [1]. The equation can be written in a non-exponential form by applying the natural logarithm on both sides of the equation:
\[
\ln(k) = \frac{E_a}{k_b T} + \ln(Z)
\]
(6)

In this form, the Arrhenius equation is more convenient to use and to interpret graphically, as it appears as a linear function
\[
\psi = m \varphi + n,
\]
(7)
where $\psi = \ln(k)$ is the dependent variable, $\chi = 1/T$ is the independent variable, $m = -E_a/R$ is the slope, and $n = \ln(Z)$ is the intercept. The activation energy is thus determined from the growth rate values at different temperatures by plotting $\ln(k)$ as a function of $1/T$. Fig. 2 shows an exemplary Arrhenius plot for initial growth rates of 4H-SiC dry thermal oxidation. The data points are measured values, the dashed lines are fits using Massoud’s empirical relation (4), and the solid lines are approximated values. We have obtained the growth rates and activation energies of the Si-, a-, and C-face from experimentally measured data [1] and approximated the growth rate and activation energy for the m-face based on published oxide growth rates. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

The parametric expression of the three-dimensional interpolation method is

$$
\begin{align*}
x &= (k_y + (k_x - k_y) \cos^2(3t)) \cos(t) \cos(u), \\
y &= (k_y + (k_x - k_y) \cos^2(3t)) \sin(t) \cos(u), \\
z &= k_z \sin(u),
\end{align*}
$$

where $t \in [0, 2\pi]$ and $u \in [-\pi/2, \pi/2]$ are arbitrary parametric variables and $k_{x,y,z}$ are known oxidation growth rates in $x, y,$ and $z$ direction, respectively. In our case we consider: $k_x = k_{in}, k_y = k_0,$ and $k_z = \kappa_c$ or $k_0$.

As shown in several studies [1,24,25], the oxide growth on top and bottom of the crystal is different, thus we need to calculate the positive and negative $z$ coordinates separately:

$$
\begin{align*}
z &= k_z^+ \sin(u) \text{ for } u \geq 0 \\
z &= k_z^- \sin(u) \text{ for } u < 0
\end{align*}
$$

$k_z^+$ and $k_z^-$ correspond to the growth rate in the direction of the Si- and C-face, respectively. Thus, we define that $k_z^+ = k_0$ and $k_z^- = \kappa_c$.

The parametric expression of the proposed interpolation method can be converted into an explicit expression, which describes the surface as the zero set of equation $F(x,y,z) = 0$, where $x, y,$ and $z$ are the variables, e.g., vector coordinates. The explicit representation is more general and more suitable for one- and two-dimensional calculations, and is more closely related to the concepts of constructive solid geometry and modeling. However, the parametric form is more useful for three-dimensional calculations and remains dominant in computer graphics and geometrical modeling.

5. Results and discussion

We have performed several one-, two-, and three-dimensional calculations of growth rates and simulations of thermal SiC oxidation using the proposed interpolation method together with Massoud’s empirical relation and Arrhenius plots. Fig. 4 shows schematic representations of the hexagonal crystal structure and variables for simulations which are used in the following discussion. Out of simplicity, the two-dimensional simulations are performed either in the $x$-$y$ or in the $x$-$z$ plane. The input of the interpolation method is an arbitrary crystal direction vector $\vec{r}$ contained in the $x$-$y$ or $x$-$z$ plane, for which the oxidation growth rate has to be computed. By denoting the angle between $\vec{r}$ and the $x$-axis by $\alpha$ in $x$-$y$ plane or by $\beta$ in $x$-$z$ plane, we get trivial relations.
where \( x, y, \) and \( z \) are the crystal direction vector coordinates \( \vec{v}(x, y, z) \) and \( |\vec{v}| \) is the vector length. The crystal direction vector \( \vec{v} \) is normalized, thus \( |\vec{v}| = 1 \).

5.1. One-dimensional simulations

Thermally grown oxide thicknesses as a function of \( \alpha \) and \( \beta \), the angle between the crystal direction vector and the \( x \)-axis, are shown in Fig. 5. The oxide thicknesses have been normalized with the maximal oxide thickness from individual simulations and measurements for direct comparisons, i.e., \( X_{\text{norm}} = 1 \) corresponds to the maximum oxide thickness, whereas \( X_{\text{norm}} = 0 \) corresponds to no oxide at all. Fig. 5a shows simulation results (blue lines) for the crystallographic plane \( x-y \) and Fig. 5b for the crystallographic plane \( x-z \). Orange triangles are measurements by Christiansen and Helbig [14] and red squares are measurements by Tokura et al. [22]. The calculation of growth rates as well as the simulations of thermal oxidation are performed for the angle from 0° to 360° for both planes.

In Fig. 5a, we observe six maxima and six minima in the \( x-y \) plane, which correspond to the \( m \)- and the \( a \)-face, respectively. On the other hand, in Fig. 5b we observe one maximum and one minimum in the \( x-z \) plane, which correspond to the \( C \)- and the \( Si \)-face, respectively. From comparing the normalized oxide thicknesses with the measurements from Christiansen and Helbig [14] we can argue that the proposed interpolation method fits experimental data very well. On the other hand, comparing results with measurements from Tokura et al. [22], the simulations do not fit all experimental data perfectly, but the shape and the extreme values are properly consistent.

5.2. Two-dimensional simulations

Fig. 6 shows the two-dimensional interpolation of the linear growth rates \( B/A \) of the wet thermal oxidation at \( T = 1100 \degree C \) in

![Fig. 4. Schematic representation of the hexagonal crystal structure in (a) x-y and (b) x-z plane. \( \vec{v} \) is crystal direction vector, \( x \) is an angle between the \( x \) and \( y \)-axis, and \( \beta \) is an angle between the vector and the \( x \) and \( z \)-axis. Blue (diagonal), red (right), green (top), and orange (bottom) squares represent \( x \)-, \( m \)-, \( Si \)-, and \( C \)-face, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image)

![Fig. 5. Thermally grown oxide thickness as a function of (a) angle \( \alpha \) in x-y plane and (b) angle \( \beta \) in x-z plane as shown in Fig. 4. The oxide thickness \( X_{\text{norm}} \) is normalized using the maximal oxide thickness from individual simulations and measurements for direct comparisons. Blue solid lines are simulations performed with available oxidation models using the proposed interpolation method. Orange triangles and red squares are experimental measurements from [14,22], respectively. Black arrows show fixed points for the interpolation method: \( k_a, k_b, k_c, \) and \( k \). Simulations are performed for the wet thermal oxidation of 6H-SiC (0001) Si-face (n-type, on-axis) at \( T = 1100 \degree C \) for 720 min. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image)

![Fig. 6. Two-dimensional calculations of the SiC linear oxidation growth rates \( B/A \) using the proposed interpolation method in the (a) x-y and (b) x-z plane. \( x \), \( y \), and \( z \) are normalized crystal direction vector coordinates. Interpolation is performed for the wet thermal oxidation of 6H-SiC (0001) Si-face (n-type, on-axis) at \( T = 1100 \degree C \).](image)
the x-y and the x-z plane using normalized crystal direction vector coordinates x, y, and z as input for the interpolation method. The combination of vector coordinates is set in a way that it gives all possible crystal direction vectors to compute growth rates, which is clearly seen by the gray circle below the plots. Fixed points for the interpolation were approximated from [14,22] and calibrated according to the available data [26–28], thus the linear growth rates B/A towards the Si-, α-, m-, and C-faces are calculated initial growth rate values B/A + C (Fig. 8). The distance from the origin (0,0,0) to any point on the growth rate surface gives the oxidation rate in direction to this point. The set of growth rate values together with the SiC oxidation models are used for the following three-dimensional simulations of 4H-SiC dry thermal oxidation.

The surface of the oxide thicknesses of the dry initial thermal oxidation of 4H-SiC is shown in Fig. 9. The simulations are performed using Massoud’s empirical relation and previously calculated initial growth rate values B/A + C (Fig. 8). The distance from the origin (0,0,0) to any point on the surface gives the oxide thickness in the direction of this point. For the oxidation time of 15 min, the final oxide thicknesses in the direction of the common

tion of the C-face 531 nm. The results are in agreement with [14] for wet thermal oxidation of 6H-SiC.

5.3. Three-dimensional simulations

Fig. 8 shows the three-dimensional interpolation of the initial growth rates B/A + C of the dry thermal oxidation at T = 1100 °C using the parametric expression of the proposed interpolation method (8) and (9). Fixed oxidation growth rate values are k_{Si} = 27.36 nm/h, k_{α} = 41.83 nm/h, k_{m} = 66.64 nm/h, and k_{C} = 122.8 nm/h, obtained from the Arrhenius plot (Fig. 2) at T = 1100 °C. The growth rate surface is given by a nonlinear interpolation between these known growth rate values and follows the geometry of SiC, i.e., the crystallographic planes tangent to the growth rate surface at k_{Si}, k_{α}, k_{m}, and k_{C} are parallel to the corresponding faces. The distance from the origin (0,0,0) to any point on the growth rate surface gives the oxidation rate in direction to this point. The set of growth rate values together with the SiC oxidation models are used for the following three-dimensional simulations of 4H-SiC dry thermal oxidation.

The surface of the oxide thicknesses of the dry initial thermal oxidation of 4H-SiC is shown in Fig. 9. The simulations are performed using Massoud’s empirical relation and previously calculated initial growth rate values B/A + C (Fig. 8). The distance from the origin (0,0,0) to any point on the surface gives the oxide thickness in the direction of this point. For the oxidation time of 15 min, the final oxide thicknesses in the direction of the common
faces are approximately $X_m = 5.74$ nm, $X_2 = 2.67$ nm, $X_1 = 1.42$ nm, $X_3 = 11.16$ nm. These results are in agreement with [1,6] for the dry thermal oxidation of 4H-SiC.

6. Conclusions

We investigated the anisotropy of 4H- and 6H-SiC oxidation processes with regard to surface orientations. By carefully studying geometrical aspects of the hexagonal crystal structure we have proposed an interpolation method to compute oxidation growth rate constants in one-, two-, and three-dimensional problems. The interpolation method includes well known anisotropy of the Si- and the C-face, as well as the anisotropic behavior of the m- and the a-face. In the basic crystal plane x-y, which intersects with the origin of the unit cell, six maxima and six minima are computed, corresponding to the crystal symmetry in the shape of a star.

Using the proposed interpolation method we have calculated linear growth rates for the wet thermal oxidation of 6H-SiC at $T = 1100 \, ^\circ C$ and initial growth rates for the dry thermal oxidation of 4H-SiC at $T = 1100 \, ^\circ C$. With results from the interpolation we have additionally performed one-, two-, and three-dimensional simulations using the Massoud oxidation model.

The presented results of thermal oxidation of SiC are in good agreement with experimental findings from the literature. We can also show that the proposed nonlinear interpolation method fits the geometry dependence of 4H- and 6H-SiC oxidation very well. Moreover, with the proposed method, we are now able to simulate three-dimensional dry and wet oxidation of SiC, where the only limiting factor is the set of fixed growth rates, which are usually obtained from measurements.
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ABSTRACT

We present a computationally efficient framework to compute the neutral flux in high aspect ratio structures during three-dimensional plasma etching simulations. The framework is based on a one-dimensional radiosity approach and is applicable to simulations of convex rotationally symmetric holes and convex symmetric trenches with a constant cross-section. The framework is intended to replace the full three-dimensional simulation step required to calculate the neutral flux during plasma etching simulations. Especially for high aspect ratio structures, the computational effort, required to perform the full three-dimensional simulation of the neutral flux at the desired spatial resolution, conflicts with practical simulation time constraints. Our results are in agreement with those obtained by three-dimensional Monte Carlo based ray tracing simulations for various aspect ratios and convex geometries. With this framework we present a comprehensive analysis of the influence of the geometrical properties of high aspect ratio structures as well as of the particle sticking probability on the neutral particle flux.

1. Introduction

High aspect ratio structures are essential for the fabrication of various semiconductor devices, where the aspect ratio (AR) of the structure is defined as depth/diameter in case of cylinders and as depth/width in case of trenches. One particular example is negative-AND (NAND) flash cell fabrication [1], where three-dimensional multi-layer designs (3D-NAND) involve vertical holes which require aspect ratios above 40. Significant pressure on control of the fabrication process as well as on modeling and simulation techniques originates from these high aspect ratio structures.

One process to fabricate high aspect ratio structures is ion-enhanced chemical etching (IECE) [2]. In this process, the surface is exposed to reactive atoms and molecules of the plasma as electrically neutral particles that diffuse into the domain. In contrast, the accelerated ions are modeled as a directed source. A general simulation sequence for a single time step is to (a) calculate the local neutral particle flux and the local ion flux adsorbed on the surface, (b) model the local surface reaction using the obtained flux rates, and (c) calculate the new surface positions.

Common approaches for three-dimensional flux calculation are Monte Carlo ray tracing [3] and radiosity based [4] methods. When applying these methods to high aspect ratio structures, the computational costs for the neutral flux calculation dominates the simulation. The local neutral flux originating from multiple reflections becomes the dominant component towards the bottom of the structures; this multiplies the computational effort by the number of considered reflection events, compared to the costs for the computation of the direct flux.1 Also, the flux rates can easily vary by orders of magnitude along the structure depth; this increases the

1 The flux which originates from direct visibility of the source area.
number of particles necessary to obtain an acceptable signal-to-noise ratio when using a ray tracing approach. For spatial resolutions typically desired for practical simulation cases, this leads to high computational costs for the full three-dimensional computation of the local neutral flux using Monte Carlo ray tracing or radiosity based methods.

We suggest to use a one-dimensional approximation for the calculation of the local neutral flux inside high aspect ratio structures. Our approach, initially introduced in [5], is radiosity based and is applicable to simulations of convex rotationally symmetric holes and convex symmetric trenches with a constant cross-section.

The adsorption of the neutral particles is modeled with a sticking probability $s$ as a locally constant parameter of the surface. All sources and reflections are treated as ideal diffusive, which is a common assumption for neutral particles [6]. Molecular flow (ballistic transport) is assumed for the neutral particles. The sum of these assumptions allows for the computation of the neutral flux distribution using a radiosity approach, which was originally used in the context of heat transfer [7] and later adopted in computer graphics to compute global illumination [8].

The surface of the structure is discretized into elements along the line of symmetry. Assuming a constant flux and a constant sticking probability $s$ over each surface element, we reformulate the discrete radiosity equation to obtain a receiving perspective, which allows for fully adsorbing surface elements.

We establish a general formulation to compute the view factor between two elements of a convex rotationally symmetric hole, based on a formula for the view factor between two coaxial disks of unequal radius. The view factors between two elements of a convex symmetric trench with a constant cross-section is derived using the cross-strings method [7].

The framework is validated using a three-dimensional Monte Carlo ray tracing based simulator [9] by comparing results for different aspect ratios and sticking probabilities. Furthermore, we study the influence of geometric variations along the wall, as well as the variations of the particle sticking probability, on the flux distribution.

Kokkoris et al. [6] also proposed a framework to approximate the neutral flux in long trenches and holes by exploiting symmetry properties of the structures: The three-dimensional problem is reduced to a line integral and the Nyström method [10] is used for discretization, where a special numerical treatment is needed to avoid singularities. Spikes and oscillations of the solution near corners of the structure were reported, when the resolution is not refined (compared to the resolution required by the Nyström method) at these critical spots. Assumptions for the neutral flux, which are the same for our framework, are the ideal diffuse sources/reflections, the locally constant sticking probability, and molecular flow (ballistic transport without considering inter-particle collisions) of the neutral particles.

In the following sections we first define the simulation domain and introduce the surface model (Section 2). Then, we derive the receiving perspective for the discrete radiosity equation (Section 3) and describe the computation of the view factors for holes and trenches (Section 4). Finally, we present the results of the validation and the effects of geometric variations on the wall (Section 5).

2. Simulation domain

For cylindrical holes, the simulation domain is a rotationally symmetric closed convex surface. For trenches, the simulation domain is a trench with a closed convex symmetric cross-section. The neutral flux source is modeled by closing the structures at the top. This leads to a disk-shaped source and a strip-shaped source for holes and trenches, respectively. Fig. 1a and b illustrates the cross-sections of domains with vertical walls and with a kink at one half of the depth, respectively.

The surface adsorption is modeled using a locally constant sticking probability $s$. The received flux $R$ is split according to $s$ into an adsorbed flux $A$ and a re-emitted flux $RE$ as depicted in Fig. 1c. Source areas additionally emit flux $E$ independent of $R$.

For the remainder of this work, a sticking probability $s = 1$ is used for source areas which to not have any reflections originating from these artificial areas; the bottom is modeled as a fully adsorbing area with a sticking probability $s_b = 1$. A constant sticking probability $s_w$ is used for the walls of the structures. These choices represent a reasonable approximation to the prevalent conditions for the neutral particles in an ICIE environment.

3. Radiosity equation

Our assumptions, particularly that all sources and surfaces are ideal diffuse and that the transport of the neutral particles is ballistic, allows for the use of a radiosity formulation.

By assuming a constant flux and a constant sticking probability over each surface element, the problem can be formulated using the discrete radiosity equation: for a surface element $i$ the equation reads

$$B_i = E_i + (1 - a_i) \sum_j (F_{ji}B_j),$$

where $B$ is the radiosity (sum of emitted and reflected energies), $E$ is the self-emitted energy, $a$ is the absorptance, and $F_{ji}$ is the view factor (proportion of the radiated energy, which leaves element $j$ and is received by element $i$). We adapt (1) to our problem by substituting the absorptance $a$ with the sticking probability $s$ and identifying the adsorbed flux as the adsorbed energy $A$. The radiosity $B$ is then related to the adsorbed energy $A$ by

$$A_i = (B_i - E_i) \frac{s_i}{1 - s_i}.$$

Since we are also interested in the adsorbed flux at the fully adsorbing areas, (1) and (2) are not applicable because $\lim_{s \to 1} A_i = \infty$. For this reason we use the following formulation for the received flux $R$:

$$R_i = \sum_j (E_j F_{ji}) + \sum_j ((1 - s_j)R_j F_{ji}),$$

where the relation to the adsorbed flux is

$$A_i = R_i s_i.$$

Rewritten in matrix notation and resolved for the vector of the received flux $R$ we obtain

$$F^T \cdot E + \text{diag}(1 - s) F^T \cdot R = R,$$

$$(1 - \text{diag}(1 - s)) F^T \cdot R = F^T \cdot E,$$

with the vector of emitted flux $E$, a vector of sticking probabilities $s$, and a matrix of view factors $F$ (where $F_{ij}$ corresponds to the view factor $i \rightarrow j$).

We approximate the solution of the resulting diagonally-dominant linear system of Eq. (5) using the Jacobi method. Each iteration of the Jacobi method can be imagined as a concurrent diffuse re-emission of each element to all other elements. The adsorbed flux $A$ is obtained by multiplying the entries in the solution for $R$ with the corresponding sticking probability $s$ of the element (4). The relation $||A|| - ||E|| = 0$, which holds for closed surfaces, can be used to test the implementation and to define a stopping criterion for the Jacobi iterations.
4. View factors

Our approach is based on a discretization of the surface into discrete surface elements along the structure’s line of symmetry. Fig. 2 shows the cross-section of a convex structure and the shape of the resulting surface elements. Two vertical ranges are indicated in Fig. 2b and the resulting surface elements $a$ and $b$ are shown for a trench (Fig. 2a) and a hole (Fig. 2c). The elements are formed from two strips for the trench and take the form of a sliced cone for the hole.

To assemble the matrix $F$ we need to evaluate the view factors between all possible pairs of surface elements.

4.1. Trench view factors

The view factor between two segments of a symmetric convex trench with a constant cross section, as depicted in Fig. 2a, is derived using the crossed-strings method [7]. This method computes the view factor between two surfaces with a constant cross section and infinite length utilizing a two-dimensional reformulation of the problem. For two mutually completely visible strips of infinite length the view factor is [7]

$$F_{1\rightarrow 2} = \frac{(d_1 + d_2) - (s_1 + s_2)}{2 \cdot a_1},$$

where $d_1$ and $d_2$ denote the lengths of the diagonals when connecting the cross-section of the two strips to form a convex quadrilateral, $s_1$ and $s_2$ denote the lengths of the sides of that quadrilateral which connects the strips, and $a_1$ denotes the length of the side of the quadrilateral which represents the emitting strip.

Fig. 3a is an isometric view of the four strips from Fig. 2a. The view factors from the top right strip $a_t$ towards the other three strips is visualized in Fig. 3b. The view factor between the two segments $a$ and $b$ is

$$F_{a\rightarrow b} = F_{a_t\rightarrow b} + F_{a_{ot}\rightarrow b},$$

where the subscripts denote the side of the strip according to Fig. 3b. $a_t$ can be neglected, as the cross section is symmetric. The view factor of an element to itself is

$$F_{a\rightarrow a} = F_{a_t\rightarrow a_t},$$

where again the other direction can be neglected due to symmetry.

Eq. (6) is used to compute the view factors between individual strips in (7) and (8).

4.2. Hole view factors

We derive a general formulation to compute the view factors between two segments of a rotationally symmetric convex hole as depicted in Fig. 2c. It is based on the view factor between two coaxial disks of unequal radii $r_1$ and $r_2$ at a distance $z$ defined by

$$F_{1\rightarrow 2} = \frac{1}{2} \left[ X - \sqrt{X^2 - 4(R_1/R_2)^2} \right],$$

where $R_i = r_i/z$ and $X = 1 + (1 + R_2^2)/R_1^2$ [11]. Using this relation and the reciprocity theorem of view factors

$$S_1 \cdot F_{1\rightarrow 2} = S_2 \cdot F_{2\rightarrow 1},$$

where $S$ is the element area, we derive a general formulation for the view factor between the inner wall surfaces of two coaxial cone-like segments whose surfaces are mutually completely visible. Fig. 4a shows two segments $a$ and $b$ in such a configuration and denotes the four coaxial disks which represent the apertures of the two elements.

In our formulation, the final goal to compute the view factor between two elements $a$ and $b$ is divided into multiple inexpensive view factor computations between coaxial disks. First, the difference of the view factors from $b$ towards the two disks of $a$ is computed, and the reciprocity theorem (10) is applied to obtain $F_{ah}$ (red indicates sending and blue receiving areas):
The same is done for $b_n$ to obtain $F_{abn}$:

$$
F_{b_n a} = F_{b_n a} - F_{b_n n} \Rightarrow \frac{S}{S_n} \cdot F_{b_n a} = F_{ab}.
$$

Finally $F_{ab}$ is obtained by subtracting $F_{abn}$ from $F_{abh}$:

$$
F_{ab} - F_{abn} = F_{abh}.
$$

The view factor of an element to itself $F_{aa}$ is computed by subtracting the flux which leaves through the two apertures from unity:

$$
F_{aa} = F_{aa} - F_{agn} \Rightarrow \frac{S}{S_n} \cdot F_{aa} = F_{ab}.
$$

Fig. 5. Cross sections of the geometric variations of the wall for holes and trenches (shown for AR = 3). Starting from a vertical wall, the bottom width is increased by 25% (extended) and reduced by 25% (tapered). Finally, the width at 1/2 of the total depth is increased by 12.5% to form a kink. The resulting angle $\alpha$, which is identical for all three variations, is depicted.

Fig. 6. Normalized flux distributions along the wall and at the bottom for cylinders of aspect ratio 5 (a, b) and aspect ratio 45 (c, d). Our one-dimensional radiosity approach (circles) is compared to a three-dimensional ray tracing simulator (lines). The sticking probability of the wall $s_w$ is varied between 0.02 and 0.2. The deviations between ray tracing and radiosity towards the wall-bottom interface are due to the resolution of the ray tracing simulator. In (c) the ray tracing results are plotted using the minimum and maximum along the cylinder radius, particularly visible for $s_w = 0.2$. 
If an element is an annulus or a disk (see Fig. 4b and c, respectively), the general formulation still applies. For a disk, the far aperture is treated as an infinitely small element.

5. Results

To provide a good qualitative comparison we normalize the results to only depend on the aspect ratio of the structure and the sticking probability. The adsorbed flux $A$ is divided by the area of the element ($A_{\text{in}} = A_i / S_i$) and normalized to the flux which a surface of the same sticking probability would absorb, if it is fully planar-exposed to the source ($A_{\text{insrc}} = A_i / E_{\text{insrc}} / S_i$).

$$F_{\text{in}} = 1 - F_{\text{in}} - F_{\text{out}}. \quad (14)$$

If an element is an annulus or a disk (see Fig. 4b and c, respectively), the general formulation still applies. For a disk, the far aperture is treated as an infinitely small element.

The sticking probabilities of the source areas at the top $s_w$ and the bottom of the structures $s_b$ are modeled as fully adsorbing in all of the following results.

5.1. Validation: cylindrical holes

To evaluate the quality of our one-dimensional radiosity model, we analyze different simulation setups of cylinders, where we vary the sticking probability of the wall between $s_w = 0.02$ and $s_w = 0.2$. Fig. 6a and b compares the flux distributions for structures where $AR = 5$ obtained using the proposed one-dimensional radiosity approach with results generated with a reference Monte Carlo ray tracing tool [9]. Similarly, Fig. 6c and d compares the flux distributions for structures where $AR = 45$. The results show a good agreement, aside from the deviation at the wall/bottom interface,
caused by the discretization which is used in the ray tracing simulation. In Fig. 6c two flux distributions are plotted for the ray tracing results along the wall; they represent the minimum and maximum along the cylinder radius. The separation of the flux distributions, particularly visible for \( s_w = 0.2 \) (Fig. 6c), and the visible noise in Fig. 6d, reflect the stochastic nature of the ray tracing approach.

5.2. Validation: convex structures

To validate our method for convex structures, several geometric variations including an extended, tapered, and kinked sidewall, visualized in Fig. 5, are applied to a hole and a trench of aspect ratio 25. Good agreement is achieved when comparing to the results obtained with a reference Monte Carlo ray tracing simulator.

Furthermore, the results allow to study the influence of the geometrical properties of high aspect ratio structures as well as of the particle sticking probability on the neutral particle flux. Fig. 7 compares the resulting flux distributions along the wall and at the bottom for sticking probabilities \( s_w = 0.2 \) and \( s_w = 0.01 \). For a sticking probability \( s_w = 0.2 \), Fig. 7a and b shows small variations along the wall and at the bottom for both, holes and trenches. Solely the presence of the kink clearly increases the flux on the bottom half of the wall.

When decreasing the sticking probability to \( s_w = 0.01 \), Fig. 7c indicates stronger deviations along the entire wall for all geometries. Fig. 7d reveals a variation of about \( \pm 25\% \) and \( \pm 10\% \) for the bottom flux in a hole and a trench, respectively.

To summarize, low sticking probabilities increase the influence of geometric variations on the flux distributions along the wall, and especially at the bottom of high aspect ratio structures.

5.3. Variation of wall geometries

Using our framework, the influence of the wall geometry on the flux distributions is studied in more detail using a hole and a trench of aspect ratio 25 with a wall sticking probability \( s_w = 0.01 \). For \( \alpha = 0.286^\circ \), this resembles the configuration used to produce the results in Fig. 7c and d. Fig. 8 compares the flux at the bottom center and two points on the wall (at 25% and 75% of the total depth) when additionally varying \( \alpha \) (depicted in Fig. 5). The angle \( \alpha \) corresponds to the taper angle (tapered), the extension angle (extended), and to the angle which is formed by a kink at one half of the total depth of the structure. The vertical dashed lines indicate an angle \( \alpha = 0.286^\circ \) as a visual reference to the results in Fig. 7c.

For the kinked structures, the angular dependence of the flux at all three positions can be approximated with a linear relation to the flux in a structure with vertical sidewalls. The results for the extended and especially the tapered structures reveal the generally non-linear relationship already for small angles. Fig. 8a and b shows that the kinked sidewall leads to higher flux rates at the bottom, compared to the extended configuration; the tapered configuration reduces the bottom flux.

When interpreting the results, it must be considered that the fully adsorbing bottom area changes its size when tapering or extending the structure. For \( \alpha = 1^\circ \), the bottom width/diameter is reduced to 13% and extended to 187%, for the tapered and extended structures, respectively. This is likely one reason why
the bottom flux is, at all angles, higher for the kinked structures, when comparing with the extended structures.

6. Summary and outlook

We provide an approximation of the local neutral flux in three-dimensional plasma etching simulations of high aspect ratio holes and trenches, using a one-dimensional radiosity approach. The radiosity equation is reformulated into a receiving perspective, which allows to model fully adsorbing surface elements. We compute all relevant view factors for holes by establishing a rigorous three-dimensional Monte Carlo ray tracing simulation good agreement is noted and the applicability of our model for practical situations is confirmed.

We study the influence of geometric variations on the wall as well as the sticking probability on the flux distributions. The results indicate a strong influence for low sticking probabilities which are typical in IECE simulations of high aspect ratio structures. The influence is studied in more detail for holes and trenches using a sticking probability \( s_w = 0.01 \) and an aspect ratio of 25. The results provide a compact overview on the magnitude of the flux deviation at different positions in the structure, when comparing to the idealized shape.

Our framework is based on a computationally inexpensive and straightforwardly implementable method to compute the neutral flux distributions inside convex symmetric holes and convex symmetric trenches of constant cross-section. It can be used as a drop-in replacement for the neutral flux computation during three-dimensional IECE simulations of high aspect ratio structures to significantly reduce simulation times in practical simulation cases – or as a stand-alone tool which provides fast results for general investigations.
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\textbf{Abstract}

Mechanical stress is an established and important tool of the semiconductor industry to improve the performance of modern transistors. It is well understood for the enhancement of carrier mobility but rather unexplored for the control of the tunneling probability for injection dominated research devices based on tunneling phenomena, such as tunnel FETs, resonant tunnel FETs and reconfigurable Schottky FETs. In this work, the effect of stress on the tunneling probability and overall transistor characteristics is studied by three-dimensional device simulations in the example of reconfigurable silicon nanowire Schottky barrier transistors using two independently gated Schottky junctions. To this end, four different stress sources are investigated. The effects of mechanical stress on the average effective tunneling mass and on the multi-valley band structure applying the deformation potential theory are being considered. The transfer characteristics of strained transistors in n- and p-configuration and corresponding charge carrier tunneling are analyzed with respect to the current ratio between electron and hole conduction. For the implementation of these devices into complementary circuits, the mandatory current ratio of unity can be achieved by appropriate mechanical stress either by nanowire oxidation or the application of a stressed top layer.

**1. Introduction**

Reconfigurable nanowire (NW) transistors (RFETs) provide an increased functionality of highly integrated circuits beyond classical device scaling [1–3]. With its two independently gated Si-NiSi\textsubscript{2} Schottky junctions (SJ) at source and drain side the RFET is able to work as either a n-FET or a p-FET device using the same physical structure as defined by a programming voltage [4] (Fig. 1). The flexible programming feature at runtime enables the synthesis of logic circuits and gates with lower transistor count and reduced critical paths compared to CMOS based circuits. For example a logic gate cell containing only six RFETs can be switched between full-swing complementary NAND and NOR functionality even giving an equal delay for both functions [5]. Compact XOR functions in a transmission gate configuration have been proposed [6] and demonstrated [7] recently with only four RFETs. The same cell with a different wiring serves as a 3 input majority (MAJ) gate. Since arithmetic operations can be realized efficiently with XOR and MAJ gates novel opportunities for circuit design and design automation arise [6]. One-bit adders with half of the device count compared to CMOS could be shown recently [8]. Nevertheless, the drain currents of unstrained n- and p-RFETs with Si-NiSi\textsubscript{2} junctions (barrier for electrons \~0.66 eV, for holes \~0.46 eV) are not per-se symmetric and thus do not satisfy the requirements for complementary circuit operation using a device with identical geometry as n- and p-type transistor. Work-function/ band-offset tuning at the metal contacts or through doping is a difficult task in terms of variability at the nanometer-scale. In this work we employ mechanical stress to modify the band structure of the semiconductor nanowire channel yielding an effective mechanism to precisely adjust the symmetry between n- and p-RFET without the need of doping or altering the electrode material composition [9]. Process and device simulations were carried out with Sentaurus from Synopsys (K-2015.06) to analyze the NW induced stress profiles and the resulting transfer characteristics of n- and p-programmed RFETs [10]. Effective masses are determined by band structure
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calculations based on the empirical pseudopotential method [11]. The induced mechanical stress was introduced by four different approaches as illustrated in Fig. 2. First, the self-limiting oxidation represents a reliable and uncomplicated way to form strong radial compressive stress and will be described in detail. Moreover, the simulated results could be verified by experimental data [12]. Nevertheless, a high gate oxide thickness can be detrimental to device performance, thus additional stressor vehicles are investigated: epitaxial stress from the silicidation of source/drain contacts, use of metal gate contacts with an intrinsic compressive stress and finally a tensile stressed top layer deposited on top of a geometrically optimized device.

The achieved results can also be applied to other type of devices encompassing tunneling through a barrier in the on-state, such as any Schottky FETs and in certain transport mechanisms of resonant tunneling transistors [13].

2. Mechanical stress of oxidized silicon NW

In the process simulation a 220 nm long and nearly 20 nm thick undoped silicon NW with a (1 1 0) channel direction and six facets (two times (1 0 0), four times (1 1 1)) was oxidized at 875 °C with 10 slm O₂ capturing the experimental structure reported in Ref. [12]. Note that the oxide reaction rate for (1 1 1) surfaces are 30–100% higher than for (1 0 0) resulting in an oval NW cross section. The appearing oxide has approximately twice the thickness versus the consumed silicon leading to a strong volume expansion of the silicon oxide shell and consequently giving a radial compressive stress in the silicon NW (Fig. 3). In addition, the stress modulated reaction rate at the Si-SiO₂ interfaces and the stress dependent oxygen diffusion in the tensile oxide shell cause a self-limitation of oxidation shown by the slightly saturating gate oxide thickness with increasing time in accordance with [14]. Both stress effects as

![Fig. 1. Schematic view of a reconfigurable silicon NW-RFET with two independently gated Schottky junctions at source and drain, (a) RFET structure (b) operation states.](image)

![Fig. 2. Simulated stress profiles of silicon nanowire junctions induced by several stress sources: (a) compressive stress from oxide shell, (b) tensile stress from the silicidation of source/drain contacts, (c) compressively stressed metal gates and (d) tensile stressed layer on top of the device. (Stress scale is normalized to the maximum value for each case individually).](image)
well as the surface dependent oxidation rate are considered by the process simulator. The shown stress values of the three basic directions (1 1 0) longitudinal – channel direction, (0 0 1) vertical – wafer orientation, (1 – 1 0) horizontal – wafer flat) are simulated with the viscoelastic Maxwell model and are averaged over the cross-section near the Schottky interface. They increase roughly linearly with the simulated oxidation time and are in a ratio of 2:1 between the radial and the longitudinal direction.

3. Stressed Schottky barrier devices

Unstrained NW-RFETs with Si-NiSi2xSi1-x Schottky junctions are reported to have strongly asymmetric transfer characteristics for n- and p-type operation [4,7]. The disparities mainly arise from dissimilar tunneling probabilities of electrons and holes. The simulations of an unstrained structure with 12 nm NW thickness and 8 nm gate oxide shell (after 25 min oxidation) show a ratio of both parameters is considered in the simulations.

For determining the barrier heights \( \Phi_{r\text{e}} \) and \( \Phi_{r\text{h}} \) the NiSi2 workfunction was fixed at \(-4.73 \text{ eV}\) related to the vacuum level and the affinity of the corresponding band edges was calculated with the deformation potential theory of a multi-valley band structure model [16]. Non-hydrostatic mechanical strain distorts the strong symmetry of the silicon lattice and results in an energetic split between the subbands. Consequently, electrons and holes are re-distributed between lower or higher energy levels. The weighted contribution of each sub-band is lumped into a single effective band shift \( \Delta E_e \) and \( \Delta E_h \) according to

\[
\frac{\Delta E_e}{k_B \cdot T_{300K}} = -\ln \left( \frac{1}{n_e} \sum_{i=1}^{n_e} \exp \left( -\frac{\Delta E_e}{k_B \cdot T_{300K}} \right) \right)
\]

(1.2)

and

\[
\frac{\Delta E_h}{k_B \cdot T_{300K}} = -\ln \left( \frac{1}{n_h} \sum_{i=1}^{n_h} \exp \left( -\frac{\Delta E_h}{k_B \cdot T_{300K}} \right) \right).
\]

(1.3)

In Eqs. (1.1) and (1.2) \( k_B \) is the Boltzmann constant and \( n \) the number of sub-bands. This corresponds to an ideal Schottky barrier height, neglecting for simplicity Fermi level pinning e.g. originating from interface states such as metal induced gap states (MIGS). Note that transport and tunneling is not individually calculated for each sub-band, the simulator only considers the band edges. The application of compressive radial stress lowers \( E_e \) and thus the electron barrier and the barrier width. As a consequence the tunneling probability increases. Conversely, the hole barrier increases and the hole tunneling probability decreases (see inset of Fig. 4). This trend is consistent with band calculations with density functional theory [17]. The barrier heights for electrons and holes show a trend is consistent with band calculations with density functional theory [17].
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channel direction the light electron sub-bands in (0 0 1) direction having an effective mass of 0.19 \( m_0 \) are lifted. This increases the tunneling probability into or out of the (0 0 1) – sub-bands compared to the (1 0 0) – or (0 1 0) – sub-bands and hence decreases the average effective electron tunneling mass (Fig. 5(b)). In contrast, the heavy hole band is lifted while the light hole band is lowered resulting in an increased average effective tunneling mass for holes. Moreover, mechanical stress changes the DOS effective mass of the non-parabolic valence bands [18]. The resulting anisotropy of the effective masses is well characterized for the two main hole bands at band edge and at room temperature (26 meV). Fig. 6 shows the effective hole mass in reciprocal space using spherical coordinates to visualize the differences between an unstrained silicon NW and a compressively strained NW by a 25 min oxidation step. The DOS effective mass is calculated by the integration over all directions in k-space away from the \( \Gamma \)-point (similar to Eq. (3) of [16]). The DOS effective masses at the energy level around the band edges are shown in Fig. 6. Their values are comparable to the ones obtained in Ref. [18].

Using the stress-modulation from oxidation for NW RFETs the transport characteristics of the gated SB should always be considered in connection with the geometry of the device. Consequently, \( t_{\text{si}} \) and \( t_{\text{res}} \) are determined by the oxidation time and have a direct influence on the gate control. The effect is shown in Fig. 7 by the n/p ratio of an unstrained device. A thinner gate oxide achieved after short oxidation times allows a stronger band modulation in the NW and promotes the tunneling through the higher electron barrier. Therefore, the n/p ratio is increased. With the progressive oxidation the ratio as determined by pure geometric and electrostatic considerations decreases to 13%. This can be compensated with additional mechanical stress shown by the n/p ratio of the strained device. For this combination of a NW with 19 nm initial diameter and 1.5 nm initial native oxide we simulated a nearly ideal n/p ratio of 100% after 22 min oxidation time comparable to the experimental result of 105%. Nanowires with a thinner initial \( t_{\text{ox}} \) have a smaller volume to comply with the oxide growth and thus are more stressed after the same oxidation time. To decouple the geometry from stress effects the device was simulated with and without stress dependent models to calculate a relative drain current change \( \Delta I_{\text{D, strain}} \) according to:

\[
\Delta I_{\text{D, strain}} = \frac{I_{\text{D, strained}} - I_{\text{D, unstrained}}}{I_{\text{D, unstrained}}} 
\]

for n- and p-RFET as a function of oxidation time. The stress induced current amplification of the n-type transistors behaves supra-linear and rises up to approximately 400%. In contrast, p-type RFET operation shows a degradation of up to \(-50\%\).

Both effects, barrier modulation and effective mass tuning, applied individually show comparable influences on the n/p ratio and the corresponding drain current
current modulation \( \Delta I_{\text{D, strain}} \) (Fig. 8, for 22 min oxidized NW). The impact of the barrier height is slightly higher than the one of effective tunneling mass most likely due to the combination of the Schottky barrier height determined by the NiSi2 workfunction and the choice of silicon crystal orientation. Thus with a different crystal orientation the stress depended modulation of the average effective tunneling mass could be weaker whereby the influence of the barrier height would become dominant. It is also visible that the combination of both effects has a higher/lower impact for the electrons/holes of the n-type/p-type than expected from the linear superposition of the effects. This means that barrier height and effective tunneling mass need to be considered at the same time as the effects on the tunneling probability amplify or diminish each-other under the influence of mechanical stress.

Furthermore, the influence of individual stress directions related to the defined NW orientation was analyzed by separating the stress components for (1 1 0) – as well as (1 0 0)–NWs, which are also interesting in relation to top-down processes. Fig. 9 shows the drain current modulation of the n- and p-type RFET for modified radial and longitudinal stress. The current of a (1 1 0)–NW is slightly more sensitive to the radial components than to the longitudinal one. It

Fig. 5. Stress dependent parameters as function of oxidation time (a native oxide of 1.5 nm was assumed): (a) change of barrier height and (b) effective electron and hole mass averaged over the corresponding subbands.
can also be observed that the n/p ratio moves in favor of the n-RFET for less compressive longitudinal stress. In other words, a tensile longitudinal stress has the same benefit to adjust the drain currents of n- and p-configuration as compressive radial stress. However, this does not apply to $h_{100}$ NWs. Although the electron tunneling current behaves similar, the oxide stress increases the hole tunneling current as well. As the effects for n- and p- are not counteracting as for $h_{110}$, the adjustment of the n/p ratio is not possible. At last, for stress engineering it is crucial to apply a stress profile to the device where sub-bands with low effective masses are energetically preferred, increasing the tunneling probability.

4. Other stress sources for silicon NWs

As mentioned above, a thick gate oxide with high radial stress reduces the gate control. Hence, other possible stress sources have been investigated. As first alternative the epitaxial stress from the silicidation of the source and drain contacts should be considered. In our experiments it could be observed that such a thin NW structure promotes the formation of a very sharp silicon rich and cubic NiSi$_2$ phase to silicon interface. It is known, that the lattice constant of NiSi$_2$ along $h_{111}$ is slightly smaller than that of silicon and hence an intrinsic tensile stress in the silicide region is expected [19]. Results on the exact stress values are currently not available from experiments. Therefore, an estimated intrinsic tensile stress of 500 MPa was assumed. In the process simulation it could be seen that this stress expands only through the first 5 nm distance within the silicon NW beyond the metallurgic junction and relaxes strongly which results in relatively low average stress values within the tunneling region (Table 1). Thus, no large changes in effective tunneling mass and band deformation occur leading to a slightly increased n/p ratio of 19% for a comparable structure with 12 nm NW thickness and 8 nm gate oxide shell (after 25 min oxidation).

A further source of mechanical stress could be the top lying and omega shaped gate contact. Depending on the process conditions a tensile or compressive stress can be imprinted [20]. Both variants, with +1.0 GPa and −1.0 GPa intrinsic gate stress, have been examined. With the compressive gate material we could achieve an improved n/p ratio of 31%. The enhanced ratio results from the increased effective tunneling mass of holes which only degrades the p-type drain current and thus the device performance.

The most promising alternative is a stressed top layer above the complete gate stack structure. Silicon-nitride (Si$_3$N$_4$) is typically used for stress enhanced planar MOSFETs in industrial production and can be deposited either with a compressive intrinsic stress up to 3.5 GPa or a tensile intrinsic stress up to 1.7 GPa [21,22]. That makes this stress source universally applicable for use in other nano-scale transistor types having an energy barrier for tunneling in the on-state and also for application to different crystal orientations. First the effect of a tensile stressed top layer was analyzed for the NW structure oxidized for 25 min. This already gave an improved the n/p ratio of 25%. Further stress penetration into the
Fig. 8. (a) n/p ratio and drain current modulation ($\Delta I_{D,\text{strain}}$) for (b) n-type and (c) p-type devices caused by a 22 min oxidization in a RFET structures. The three bars show the dependency of the stress modulated effective tunneling mass only ($m^*$), the deformation potential theory only (DP) and the combination of both methods (DP + $m^*$).

Fig. 9. Drain current modulation $\Delta I_{D,\text{strain}}$ of n- and p-type RFET depending on individual stress directions for (110)- and (100)-NWs. Base stress profile was given by $\sigma_{\text{hori}} = \sigma_{\text{vert}} = -1.0 \text{ GPa}$ and $\sigma_{\text{long}} = -0.5 \text{ GPa}$ (similar to stress from oxidation). (a) Variation of longitudinal stress with constant radial stress. (b) Variation of radial stress with constant longitudinal stress.

Table 1
Overview of the simulated imprinted stress values, stress dependent effective masses and change of barrier height as well as n/p ratio (unstrained 0.13) for the four investigated stress sources.

<table>
<thead>
<tr>
<th>25 min oxidation (compressive)</th>
<th>NiSi2 (tensile)</th>
<th>Metal-Gate (compressive)</th>
<th>Overlayer (tensile)</th>
<th>Overlayer (tensile) with optimized structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\text{long}}$ (GPa)</td>
<td>$\sigma_{\text{hori}}$ (GPa)</td>
<td>$\sigma_{\text{vert}}$ (GPa)</td>
<td>$m_{t,\text{e}}^*$</td>
<td>$m_{t,\text{h}}^*$</td>
</tr>
<tr>
<td>-0.57</td>
<td>-1.23</td>
<td>-1.23</td>
<td>0.22/0.34</td>
<td>0.25/0.31</td>
</tr>
<tr>
<td>0.12</td>
<td>-0.09</td>
<td>-0.08</td>
<td>0.59</td>
<td>0.28/0.52</td>
</tr>
<tr>
<td>0.59</td>
<td>-0.24</td>
<td>0.41</td>
<td>0.37</td>
<td>0.21/0.27</td>
</tr>
<tr>
<td>0.59</td>
<td>0.08</td>
<td>0.30</td>
<td>0.37</td>
<td>0.21/0.30</td>
</tr>
<tr>
<td>0.59</td>
<td>0.31</td>
<td>0.31</td>
<td>0.25</td>
<td>0.21/0.30</td>
</tr>
</tbody>
</table>

Fig. 10. 3D slice of the longitudinal stress profile of a gated SJ with tensile stressed (1.7 GPa) Si$_3$N$_4$ top layer: (a) 10 nm thick metal gate region. Compressive stress from the interface between top layer and gate compensates the tensile stress originating from the sides of the gate resulting in an unstrained SJ. (b) 60 nm thick metal gate region. The compressive stress relaxes over the gate thickness and the SJ is mainly tensile strained in longitudinal direction. The effect is explored in the case of the NW RFET.
nanowire was improved by choosing a thinner gate oxide thickness of only 2 nm. However, it was also necessary to adjust the thickness of the gate contact lying between the stressed top layer and the SJ because the gate material directly at the interface to the tensile silicon-nitride becomes compressively stressed. This eliminates the tensile stress originating from the sides of the gate region. Thus, for specific gate thicknesses the stress above the SJ can vanish (Fig. 10). This calls for a thicker gate layer to relax the compressive component of the top side interface and to develop the tensile portion over the SJ. For the improved RFET structure with the tensile stressed top layer we observed a n/p ratio of 1.09%.

5. Conclusion

Mechanical stress provides a flexible and dopant-free method to adjust drain currents in energy barrier based transistors. For reconfigurable FETs it allows to precisely tune the ratio between the current of the n and the ptye operation which is an important requirement to realize complementary circuits and to fully exploit fine-grain reconfigurability of circuits. A stress profile generated by thermal oxidation of the silicon NW was used to describe the stress dependent multi-valley band structure and the average effective tunneling mass as primary modifiable parameter of the current injection through the Schottky junctions. Furthermore, we could show the individual influence of both parameters as well as the amplifying impact of their combination. Moreover, the influence of different stress directions on silicon NW structures with (1 0 0)- and (1 1 0)-orientation was investigated. With the oxidized NW RFET we achieved a symmetric transfer characteristic between n- and pRFET, highly matching previous reported experimental results. As alternative to a thick gate oxide with inherent disadvantages for the electrostatics of the device we further examined the mechanical stress formed by the silicidation of the source and drain contacts, intrinsically stressed metal-gates and the application of a stressed silicon-nitride overlayer. The tensile overlay in combination with an improved structure seems to be a promising approach for current VLSI technologies providing the applicability of this method in conventional top-down process flows. In summary, mechanical stress is a versatile tool to tune electron and hole conduction in devices based on different barrier tunneling mechanisms such as RFETs with potential use in resonant tunneling transistors and band-to-band tunneling devices (TFETs) [23].
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ABSTRACT

Reconfigurable FETs (RFETs) are optimized in planar Fully Depleted (FD) SOI. Their basics, electrostatics and performance are studied and compared with standard 28 nm FDSOI and other RFETs results in the literature. The main challenge for future broad adoption is analyzed and commented. Finally, some tips to improve the performance such as the asymmetric silicidation at source/drain are discussed.
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1. Introduction

For more than 40 years CMOS technology has followed an incessant scaling, i.e. transistors shrinking, tracking the Moore’s Law [1]. However, more recently, this trend has been slowed and is currently threatened for sub-10 nm [2]. The industry is thus researching new device structures for future electronics that enable continued CMOS scaling. Many different competitors have been proposed: Trigate FETs [3], Tunneling FETs [4] or stacked nanowires [5] for example. Reconfigurable FETs, RFETs [6], stand as an interesting option to reduce the number of devices in future circuits thanks to their reprogrammable operation.

RFETs feature metallic (typically nickel silicides as NiSi [6]) source and drain (S/D) regions, where both type of carriers are able to move freely. Together with a control gate (CG), responsible of handling the current flow as in MOSFETs, one or more additional polarity gates (PG) are employed to deal with the S/D-body Schottky barriers (SB). The goal of these PGs is to suppress the ambipolar current in SB MOSFETs during the OFF state. This configuration allows to in-situ switch from N to P-like FETs by selecting which carrier is injected by tunneling. The RFET main advantages are: (i) no doping required for S/D regions (no random dopant fluctuations), (ii) fewer fabrication steps and lower thermal budget (no S/D implantation, epitaxy or dopant activation), (iii) reversible operation and (iv) possible reduction in the number of devices for similar logic functions. On the other hand, the presence of the PGs make RFETs to present larger layout designs (up to 3 times bigger), more complex routing and increased capacitances. Furthermore, the signaling associated to these polarity gates requires extra circuitry in the design. Finally, the silicide-silicon junction quality needs to be well-controlled to avoid defects leading to fermi-level pinning [7], thus to unexpected silicide effective workfunctions and current asymmetries between N/P RFETs.

In this paper we optimized different planar Fully Depleted (FD) SOI RFET structures (Fig. 1a–c), we select the best among them and we realized a native benchmark with FDSOI MOSFETs (Fig. 1d) using the same 28 nm technology. The following section describes the basics in the operation of reconfigurable FETs, in particular, for the three top-gates (3G) structure. In Section 3, we discuss about the contrasts between the different RFET structures in Fig. 1a–c. We also document the reason of choosing the 3G-RFET as the best candidate to compare with typical FDSOI MOSFETs. Section 4 is dedicated to the native benchmark with respect to FDSOI MOSFET in terms of isolated device and logic inverter performance. In Section 5, we compare our results with those available in the literature and comment on the differences between them. Some tips and ideas to improve the RFET performance are given in Section 6. Finally, the last section is devoted to the conclusions.

2. Reconfigurable FET basics

The metallic S/D regions ensure the availability of both holes and electrons when required. The current in RFETs, as in SB
MOSFETs [8,9], is due to both thermionic and field emission, that is, the contribution of carriers with sufficient energy to surmount the Schottky barrier or able to tunnel through it, respectively. Since the S/D metal workfunction is not exactly aligned with the Silicon energy of conduction (valence) bands, the injection of electrons (holes) in the channel by thermionic emission is very limited. Thus, RFETs require the modulation of the SB thickness to enhance the current by tunneling, especially at the source side.

In SB MOSFETs the S/D workfunction is clearly located closer to one of the Silicon conduction or valence energy bands, hence favoring the injection of one of the carriers over the other. However, since N/P RFETs are identical (no individual aspect ratio or conduction booster may be applied) they must feature symmetric N/P current by default. Thus, the electron/hole currents need to be adjusted by tuning the conduction properties and especially the electron and hole SB height. Typically, this implies the use of S/D workfunctions close to the Silicon mid-gap \( \phi_{S,D} \approx \chi_n + E_g/2 \approx 4.61 \text{ eV} \). The different effective masses and carriers mobilities between electron and holes may motivate slight workfunction deviations from mid-gap to achieve full current symmetry. Setting the silicides workfunction slightly close to the mid-gap (\( \phi_{S,D} \approx \chi_n + E_g/2 \approx 4.61 \text{ eV} \)).

In case of the 3G-RFET (Fig. 1c), the modulation of the Schottky barriers is managed by the two lateral PGs, as seen in Fig. 2 for low drain voltage \( V_{DS} \approx 0 \text{ V} \). As observed, the energy barrier thickness, related to the carrier tunneling transmission, can be controlled thanks to the PG voltage applied with respect to S/D. Positives PG biases enable electrons to tunnel from the metallic source to the conduction band (Fig. 2a) while negative voltages do the same for holes toward the valence band (Fig. 2b). This carrier injection is more efficient closer to the front-channel where the electrostatic control induced by the polarity gates permits a sharper energy band bending. Meanwhile, the control gate (CG) is responsible of regulating the current flow by inducing (OFF state) or not (ON state) an energy barrier in the middle of the channel. The operation of the two gate (2G) RFET is similar but the CG is also responsible of governing one of the Schottky barriers which may increase the OFF-state current. In planar RFETs, the use of the ground plane (GP) is only mandatory in case of the one top-gate (1G) RFET structure, where it may act as PG or CG depending on the role of the top-gate.

3. Planar FDSOI multi-gate RFETs

All three RFET structures from Fig. 1a–c were at first simulated using Synopsys TCAD [10] in 2D to discern the best aspirant to compare with FDSOI MOSFETs. The Wentzel Kramers Brillouin (WKB) model was employed as an approximation for the quantum tunneling. This model has proven to be consistent with experimental results as shown in [6]. RFET structures feature 25 nm BOX thickness, 10 nm SOI layer and equivalent oxide thickness of 1.4 nm. All top gates length and their spacing are fixed to 30 nm. The top-gates overlapping with the silicide is set to 15 nm. The final silicon film length depends on the number of top-gates, being 45/60/120 nm for the 1G/2G/3G planar RFETs, respectively. All top-gates and S/D workfunctions are initially settled to align at Silicon mid-gap \( \phi_{S,D} = 4.61 \text{ eV} \). The PG are fixed to ±2 V to establish the N or P behavior. A constant \( V_{DS} = \pm 1 \text{ V} \) is applied while the control gate is swept from –2 to +2 V. The GP remains always grounded for the 2G and 3G-RFETs but for the 1G-RFET it operates as PG. The width is fixed to 1 \( \mu \text{m} \) in all structures. Reducing the width in planar RFETs yields lower currents due to the lower area at the SB junction where tunneling occurs. In a real circuit, the width scaling may also impact the design since the routing becomes more complex.

The comparison of the transfer characteristics is illustrated in Fig. 3. As expected, the devices operate either in N or P mode depending on the PG biasing conditions. The main electrostatic results are summarized in Table 1. The N-RFET ON current is systematically higher than in P-RFET. The lower hole effective mass \( m_h^* = 0.3 m_0 \) and \( m_e^* = 0.2 m_0 \), chosen as in [11]) does not compensate the lower hole mobility when the SB heights are symmetric (mid-gap), thus larger silicides workfunction (>4.61 eV) are required to achieve N/P current symmetry. Three main contrasts

![Simulated front-channel energy bands diagram for the 3G RFET at VDS = 0 V.](image1)

(a) N-type \( (V_{NC} = -2 \text{ V}) \) and (b) P-type operation \( (V_{NC} = -2 \text{ V}) \) in OFF-state and ON-state. The PGs select the carrier that is allowed to tunnel while the CG controls the current flow (ON/OFF) from source to drain as in typical MOSFETs.
can be discerned between the RFETs architectures: (i) the OFF state current, is higher in the 1G-RFET. The CG is not able to adequately suppress the back-channel tunneling induced by the PG (ground plane), (ii) The maximum current is slightly lower for the 3G due to the longer structure. (iii) The electrostatic control is boosted in the 3G structure being the unique device with sub 100 mV/dec SS (Subthreshold Swing) and larger \( \text{ION} / \text{IOFF} \) ratio. On the other hand, the 3G architecture presents the larger layout design and more complex routing among all architectures considered.

Based on the electrostatic and current ratio from the preliminary results in Table 1, the 3G-RFET was finally selected as the structure to be further optimized and benchmarked against 28 nm FDSOI MOSFETs. For example the influence of the control gate length, \( l_{\text{CG}} \), in the current characteristic is shown in Fig. 4a for a N-type 3G-RFET. As the CG is shortened, the electrostatic control over the channel is gradually lost which is reflected by the increase in the SS. On the other hand, making the CG larger slightly improves the SS but negatively affects the ON current simply because the device is longer and the lateral electric field decreases. The influence of the spacing between the PG at the source side and the CG is also illustrated, Fig. 4b. Longer spacers enable the development of an undesired energy barrier throughout the uncover gate region between the PG and the CG. This additional resistance significantly reduces the current. In fact, the 3G-RFET can be considered as a tunneling Schottky Barrier, which is the main physical mechanism limiting the carrier transport, in series with channel resistance plus spacer resistance.

The final optimized 3G RFET (Fig. 5a) presents \( \Phi_{\text{SD}} = 4.66 \text{ eV} \) to achieve N/P current symmetry, mid-gap workfunction top-gates \( \Phi_{\text{CG/PG}} = 4.61 \text{ eV} \). N-type \( G' \), \( EOT = 1.55 \text{ nm}, T_{\text{SOI}} = 6.5 \text{ nm}, \) and \( T_{\text{BOX}} = 25 \text{ nm} \). A 1 \text{ µm} silicon substrate, \( N_0 = 2 \cdot 10^{16} \text{ cm}^{-3} \), is considered. The gate length is reduced down to \( L_{\text{G}} = 20 \text{ nm} \) while their spacing is shortened to \( L_{\text{SP}} = 15 \text{ nm} \). The overlapping of PGs with the body decreases to 10 nm shrinking the 3G-RFET to \( L_{\text{G}} = 70 \text{ nm} \). The carriers mobility fits experimental 28 nm FDSOI results at similar gate length [12] (constant mobility model with 227/60 cm² V⁻¹ s⁻¹ for electrons/holes).

On its side, the FDSOI MOSFET structure (Fig. 5b) used to benchmark the 3G-RFETS exhibits the same vertical film architecture but a 15 nm epitaxy is carried out to raise the S/D regions and reduce the series resistance. The spacing between the CG and the doped S/D regions is fixed to \( L_{\text{SP}} = 9 \text{ nm} \). Two control gate lengths are probed, 27 and 60 nm, adjusting the constant carrier mobility for each length independently with experimental 28 nm FDSOI results [12] as for the 3G-RFET.

### 4. Optimized 3G-RFET vs. FDSOI

The comparison of the \( I_{\text{D}}(V_{\text{CG}}) \) curves between the optimized 3G reconfigurable FET and the FDSOI MOSFETs is depicted in Fig. 6. Table 2 shows the main electrostatic and current parameters at minimum and equivalent effective gate length for the 28 nm FDSOI. It can be observed how the RFET presents better electro-

---

**Table 1**

Preliminary simulations of planar RFET for different number of top gates. \( V_{\text{GC}} = 0 \text{ V} \) (2G and 3G), and \( V_{\text{GC}} = \pm 1 \text{ V} \) for (N-RFET) and \( -2 \text{ V} \) (P-RFET). \( V_{\text{FG}} = V_{\text{CG}} \) (\( l_{\text{FG}} = 0.1 \text{ W}/l_{\text{CG}}, \mu A/\mu m \)). \( l_{\text{CF}} = l_{\text{CG}} (V_{\text{CG}} = 0.65 \text{ V}) \) and \( l_{\text{CG}} = l_{\text{CG}} (V_{\text{CG}} = 0.35 \text{ V}) \). SS extracted at 0.01 \( \text{ I}_{\text{ON}} \) (\( \text{V}_{\text{CG}} = V_{\text{FG}} \)). DIBL calculated as \( \Delta V_{\text{T}}/\Delta V_{\text{IOFF}} \) for \( V_{\text{FG}} = 1 \text{ V} \) and \( 0.05 \text{ V} \). \( \Phi_{\text{CG}} = \Phi_{\text{CG}} = 4.61 \text{ eV} \). \( l_{\text{CG}} = 30 \text{ nm}, T_{\text{G}} = 10 \text{ nm} \) and \( T_{\text{G}} = 25 \text{ nm} \).

<table>
<thead>
<tr>
<th></th>
<th>SS mV/dec</th>
<th>DIBL mV/V</th>
<th>( \text{I}_{\text{ON}} ) µA/µm</th>
<th>( \text{I}_{\text{OFF}} ) nA/µm</th>
<th>( \text{I}_{\text{ON}}/\text{IOFF} ) ( 10^3 ) A/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1G P</td>
<td>145.4</td>
<td>–</td>
<td>24.3</td>
<td>12.4</td>
<td>0.016</td>
</tr>
<tr>
<td>1G N</td>
<td>163.7</td>
<td>–</td>
<td>41.0</td>
<td>10.6</td>
<td>0.039</td>
</tr>
<tr>
<td>2G P</td>
<td>142.9</td>
<td>–</td>
<td>25.7</td>
<td>10.0</td>
<td>0.025</td>
</tr>
<tr>
<td>2G N</td>
<td>154.5</td>
<td>–</td>
<td>46.6</td>
<td>8.4</td>
<td>0.055</td>
</tr>
<tr>
<td>3G P</td>
<td>79.2</td>
<td>37.5</td>
<td>18.6</td>
<td>0.009</td>
<td>1.91</td>
</tr>
<tr>
<td>3G N</td>
<td>78.5</td>
<td>39.6</td>
<td>42.5</td>
<td>0.005</td>
<td>8.96</td>
</tr>
</tbody>
</table>

**Fig. 4.** \( I_{\text{D}}(V_{\text{CG}}) \) curves for different (a) control gate length and (b) spacing between the polarity gate at the source side and the control gate (the other spacer at drain side remains fixed at 30 nm) for a N-type 3G-RFET. \( W = 1 \text{ µm} \).

**Fig. 5.** (a) Optimized 3G-RFET and (b) 27 nm length FDSOI 2D structures used during TCAD simulations. The 1 \text{ µm} silicon substrate is not represented.

**Fig. 6.** (a) P- and (b) N-type current comparison between optimized 3G-RFET and FDSOI devices. RFET \( L_{\text{G}} = 70 \text{ nm} \). FDSOI \( L_{\text{G}} = L_{\text{G}} = 27 \text{ nm} \). \( V_{\text{FG}} = 0 \text{ V} \). \( W = 1 \text{ µm} \).
The lateral electric field, i.e. away from the front-gate oxide) energy bands for similar biasing.

Optimized 3G-RFET vs. FDSOI benchmark in planar 28-FDSOI. (a) Maximum drain current and (b) single 3G RFET polarity-gate capacitance at different control gate biases. Fig. 8. Capacity benchmark for (a) control gate in isolated RFET and 27 nm FDSOI devices. This reduction in the drain current is related to several aspects: (i) the low efficiency of the carrier injection mechanism by tunneling (at the silicide/silicon junction), (ii) to the additional resistance induced by the spacers, uncover gate regions between PG and CG contacts, and (iii) to the reduced lateral electric field. Fig. 8 illustrates the top-interface (= 0.5 nm away from the front-gate oxide) energy bands for similar biasing conditions and effective gate length. The lateral electric field, i.e. slope of the energy bands, is weaker in RFETs which implies lower carrier accelerations and less drain current. On the other hand, the ON vs. OFF current figure of merit is depicted in Fig. 7b for several power supply voltages. Notice how in RFETs increasing $V_{DD}$ firstly reduces the $I_{OFF}$ unlike in MOSFETs, where it monotonically increases. This artifact comes due to the way the ON and OFF currents are extracted based on fixed biasing ($\pm 2/3 V$ and $\pm 1/3 V$, respectively) from the constant current threshold voltage [14]. At low $V_{DD}$, the RFET $V_T$ is in the linear region due to the limited current and $I_{OFF}$ is very high. As $V_{DD}$ rises, the OFF current gradually moves to the exponential region and decreases drastically. For higher $V_{DD}$, $I_{OFF}$ increases again as usual.

Concerning the capacitance analysis, the simpler case with $V_{DS} = V_{GC} = 0 V$ is addressed due to the complex charge distribution in the reconfigurable FET. In such case, the control gate capacitances are compared in Fig. 9a for isolated devices. It can be noticed how the FDSOI CG capacitance is a bit larger simply due to the thinner lateral spacers ($L_{SP}$) in the structure. However, and despite the thicker spacers, under normal conditions when a reversible transistor changes its polarity, the overall capacitance is still higher in RFETs due to the need of driving also the capacitance associated to the two additional polarity gates, Fig. 9b.

Mixed-mode 2D simulations [10] are now considered to study the logic inverter response. An external load capacitance of 0.3 fF is connected at the inverter output to account for possible parasitic as in [15]. No other capacitances or resistances due to interconnections have been accounted for. The voltage-transfer characteristics (VTC) of single stage inverters made with FDSOI and RFETs are depicted in Fig. 10a. Both designs show the typical inverter operation, the RFET configuration nonetheless presents a degraded VTC. Due to particular transport mechanism, the current variation in RFET is strongly different compared to FDSOI. The drain current at high (N-RFET) or low (P-RFET) VCG is determined by the tunneling barrier thickness rather than by the control gate-induced energy barrier. In fact, the first derivative of the $I_l(V_D)$ has a super-linear variation and this effect strongly influences the voltage-transfer function of the RFET inverter. The transient response to a square signal of 500 MHz is represented in Fig. 10b. The FDSOI inverter response clearly outraces the RFET. The rise, $t_{RI}$, and fall, $t_{F}$, are much shorter in the FDSOI inverter compared to the RFET.

### Table 2

Optimized 3G-RFET vs. FDSOI benchmark in planar 28-FDSOI. $V_{GC} = 0 V$ and $V_{TD} = \pm 1 V$. $V_{TC} = +2 V$ (N-RFET) and $V_{TC} = -2 V$ (P-RFET). $V_T = V_{GC}$ ($I_{OFF} = 0.1 \ W/\mu A/\mu m$), $I_{ON} = I_{ON}(V_{GC} = V_T = 0.65 V)$ and $I_{OFF} = I_{OFF}(V_{GC} = V_T = 0.35 V)$. SS extracted at 0.01 $I_{OFF}(V_{GC} = V_T)$. DBL calculated as $\Delta V_T/\Delta V_{GC}$ for $V_{DD} = 1 V$ and 0.05 V.

<table>
<thead>
<tr>
<th></th>
<th>SS mV/dec</th>
<th>DIBL mV/V</th>
<th>$I_{ON}$ $\mu A/\mu m$</th>
<th>$I_{OFF}$ $\mu A/\mu m$</th>
<th>$I_{ON}/I_{OFF}$ $10^5$ A/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>3G RFET</td>
<td>P</td>
<td>84</td>
<td>98</td>
<td>24.5</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>84</td>
<td>94</td>
<td>22.2</td>
<td>0.20</td>
</tr>
<tr>
<td>27 nm FDSOI</td>
<td>P</td>
<td>95</td>
<td>148</td>
<td>447</td>
<td>1.19</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>94</td>
<td>136</td>
<td>1160</td>
<td>0.88</td>
</tr>
<tr>
<td>60 nm FDSOI</td>
<td>P</td>
<td>71</td>
<td>37</td>
<td>309</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>70</td>
<td>30</td>
<td>1020</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Fig. 7. (a) Maximum drain current and (b) $I_{ON}$ vs. $I_{OFF}$ figure of merit comparison for 3G-RFET and FDSOI. $V_T = V_{GC}$ ($I_{OFF} = 0.1 \ W/\mu A/\mu m$), $I_{ON} = I_{ON}(V_{GC} = V_T = 0.65 V)$ and $I_{OFF} = I_{OFF}(V_{GC} = V_T = 0.35 V)$. RFET $L_{ON} = 70$ nm. FDSOI $L_{ON} = L_C = 27$ nm. $V_{GC} = 0 V$. $W = 1 \mu m$.

Fig. 8. Horizontal (= 0.5 nm from top-interface) N-MOS conduction and valence energy bands for (a) RFET and (b) FDSOI at similar length. $V_{GC} = 0 V$.

Fig. 9. Capacitance benchmark for (a) control gate in isolated RFET and 27 nm FDSOI, (b) Single 3G RFET polarity-gate capacitance at different control gate biases. $V_{DS} = 0 V$ and $V_{GC} = 0 V$. FDSOI/RFET $W_T = W_{CL} = 1 \mu m$. 
Values of lent resistances\[18\]: misleading results. Assuming both inverter delays identical, as done in\[16\], leads to longer delay for a given technology. In this work we show that the delay can be extracted from Eq.(1) through the propagation delay, Fig. 7a, yielding high equivalent resistance \(R\). The resistance was approximated by using the maximum currents \(I_{DS}\), with \(I_{DS}\) from Fig. 7a. Values of \(C_L = 2.2\) and \(2.0\) \(\mu\)F were obtained for FDSOI and RFET inverters, respectively. These capacitance values are in line with the simulations results in Fig. 9. Once \(C_L\) is determined, the dynamic energy per transition, \(E\), can be obtained by using [18]:

\[
E = C_L \cdot V^2_{DD}
\]  

(2)

The energy is shown in Fig. 12a. Very similar energies are extracted for FDSOI and RFETs as a result of having comparable output load capacitances. As observed, the energy can be made arbitrarily low by reducing the supply voltage. From this perspective, the optimum voltage to run the circuit would be the lowest possible that still ensures functionality. This comes at expense of the delay, Fig. 11a. A more relevant metric combining the measure of consumption and performance is the energy delay product (EDP) [18], represented in Fig. 12b:

\[
EDP = E \cdot \tau_p = C_L \cdot V^2_{DD} \cdot \tau_p
\]  

(3)

The optimum \(V_{DD}\) to run the inverter is therefore the point for which the EDP becomes minimum. It turns out to be \(\approx 1\) \(V\) for FDSOI while for RFETs the optimum voltage is larger than the maximum \(V_{DD}\) considered, \(2\) \(V\). In any case, we find a much lower EDP for FDSOI technology than for any RFET configuration reflecting the clear superiority of FDSOI.

Speaking of the inverter power, Fig. 13 depicts the three main consumption components, \(P_{Sta}\) (static), \(P_{Dyn}\) (dynamic) and \(P_{Idp}\) (power associated to the direct path current) [18]. FDSOI (circles) and RFETs (triangles, A) S/D silicidations. FDSOI \(W_F = 2W_s\), RFET \(W_F = W_s = 1\) \(\mu\)m.

\[
P_{Sta} = \frac{I_{Sta}}{f} \cdot V_{DD}
\]

\[
P_{Dyn} = \frac{I_{Dyn}}{f} \cdot V_{DD}
\]

\[
P_{Idp} = \int I_{Idp}(t) dt
\]

Speaking of the inverter power, Fig. 13 depicts the three main consumption components, \(P_{Sta}\) (static), \(P_{Dyn}\) (dynamic) and \(P_{Idp}\) (power associated to the direct path current) [18]. FDSOI (circles) and RFETs (triangles, A) S/D silicidations. FDSOI \(W_F = 2W_s\), RFET \(W_F = W_s = 1\) \(\mu\)m.
RFET simulated results from the literature. All devices but this work are nanowire shape. The symmetric silicides workfunctions, $\Phi_{\text{Si}}$, are extracted from the SB heights assuming $V_{\text{DS}} = 4.05$ eV and $L = 1.12$ eV. The maximum currents are normalized to the nanowire perimeter.

| [19] | 4.40 | – | – | 636.0 | 636.0 | 1.2 | 1.2 | 1.2 |
| [20] | 4.43 | – | – | 2.1 | – | 2.6 | 1.5 | 2.5 |
| [11] | 4.64 | 0.30 | 0.20 | 8.0 | 8.0 | 2.0 | 2.0 | 2.0 |
| [15] | 4.46 | 0.19 | 0.16 | 636.0 | 636.0 | 1.2 | 1.2 | 1.2 |
| [16] | 4.71 | 0.19 | 0.16 | 159.0 | 159.0 | 1.5 | 1.5 | 1.5 |
| This work | 4.66 | 0.30 | 0.20 | 37.5 | 37.5 | 2.0 | 2.0 | 2.0 |

5. State-of-the-art

The limited RFET drain current represents the main drawback regarding the performance difference with FDSOI. In this section, we compare the current from all reconfigurable FETs simulations and experimental results published so far. Table 3 gathers all TCAD results with the maximum currents for N/P RFETs, together with the effective masses and S/D workfunction employed when specified. In other simulation works, RFETs seem to provide very decent results with the maximum currents for N/P RFETs, together with the effective masses and S/D workfunction employed when specified too favorable currents with respect to experimental results.

Attending to the identical N/P currents in [15,19], they are obtained for $\Phi_{\text{Si}}$ close to 4.4 eV, which leads to extremely asymmetric SB heights, 0.35/0.77 eV for electrons and holes, respectively. Fig. 14b illustrates the maximum drain current for N/P 3G-RFETs as a function of the silicides workfunction. Thus, the selected barriers in [15,19] should typically lead to NFET currents much larger than in PFET. Identical currents are extracted at $\Phi_{\text{Si}} \approx 4.66$ eV yielding barriers height of 0.61/0.51 eV. The also strong currents from [16] are obtained thanks to the lower effective mass, improved electrostatic when using a thinner EOT and the shorter length. It is worth noting the strong impact the Schottky barrier height has on the current, being able to modulate it by more than three orders of magnitude. Finally, simulations show how by choosing mid-gap S/D workfunctions, the maximum N/P R-FET current drops by a factor 30, Fig. 14a. Hence, the N/P current symmetry goal imposes the fundamental performance boundary in RFETs.

On the other hand, experimental results are summarized in Table 4. Currents are consistently below 30 $\mu$A/μm validating our weak simulated currents. Only devices from [15] show high drain currents over 290 $\mu$A/μm, partly induced by the large polarity gate biases used and by the fact that the current is not symmetric which benefits one of the N/P branches.

6. RFET enhancement tips

This section provides some ideas to improve the operation of RFETs. Three main advises are commented now in order to increase the drain current:

1. Lower the effective mass to improve tunneling efficiency by applying strain boost techniques.
2. Use compound materials to reduce the semiconductor energy band-gap, thus the electron/hole SB heights.

<table>
<thead>
<tr>
<th>$\Phi_{\text{Si}}$ (eV)</th>
<th>$L_{\text{max}}$ ($\mu$A/μm)</th>
<th>$I_{\text{max}}$ ($\mu$A/μm)</th>
<th>$V_{\text{DS}}$ (V)</th>
<th>$V_{\text{NC}}$ (V)</th>
<th>$V_{\text{CG}}$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[6] 4.40</td>
<td>636.0</td>
<td>636.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>[21] 4.43</td>
<td>2.1</td>
<td>–</td>
<td>2.6</td>
<td>1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>[22] 4.64</td>
<td>8.0</td>
<td>8.0</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>[15] 4.46</td>
<td>636.0</td>
<td>636.0</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>[24] 4.66</td>
<td>37.5</td>
<td>37.5</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Fig. 14. a) Maximum N/P drain current as a function of the (a) effective mass ($\Phi_{\text{Si}} = 4.66$ eV) and (b) the S/D silicides workfunction ($m_e = 0.3 m_0$ and $m_h = 0.2 m_0$) for the optimized 3G-RFET. $V_{\text{DS}} = \pm 2$ V and $V_{\text{NC}} = 0$ V, $W = 1 \mu$m.
3. Use different silicides at S/D to obtain asymmetric workfunctions, each of them favoring the tunneling of one type of carrier (typically $\Phi < E_g/2$ eV for electrons and $\Phi > E_g/2$ eV for holes).

Table 5 compares the current at each case independently and with all enhancing factors at the same time. The selected values for band-gap, workfunctions and effective masses are not arbitrary. The 0.99 eV band-gap corresponds to SiGe with 30% Ge ($E_g \approx 0.4035$ eV) [28], the silicides workfunctions to PtSi ($\Phi \approx 4.87$ eV) and TiSi2 ($\Phi \approx 4.5$ eV) [27] and the lower effective masses are commonly used as default values [15,16]. All of these modifications independently enhance the current.

Using SiGe slightly deteriorates (18%) the electron current since the electron affinity is smaller which leads to an electron SB height a bit larger ($\approx 0.015$ eV higher). This could be solved by readjusting the S/D workfunction to mid-gap though. On the other hand, SiGe is extremely beneficial for the P-RFET current, the lower affinity combines with the smaller band-gap and reduce the hole SB height ($\approx 0.135$ eV less), hence huge current improvements (760%) are achieved. The asymmetric boost of SiGe demonstrates that using different band-gap materials can be interesting to balance the current between N/P RFETs.

The asymmetric silicidation at source and drain is even more interesting since it may be beneficial for both N and P configurations. The simulated workfunctions were selected based on Fig. 14b to maintain similar electron/hole current, Fig. 15a. The enhancement is close to a factor 4.7. Even more dissimilar silicidations could be employed but the transfer characteristics is rapidly degraded as shown in Fig. 15b. Increasing (reducing) the workfunction for holes (electrons) boosts the maximum currents at the expense of the off current and electrostatic control due to the increase in the thermionic emission. As the S/D metallic fermi level approaches the valence or conduction energy band, less energy is required to surmount the energy barrier and more carriers are injected in the body from the source. The direct consequence of using this asymmetric silicidation is observed in Figs. 11 and 12 (triangles, $\Delta$) where the delay and EDP are reduced with respect to the symmetric RFET configuration (circles, $\circ$) by a factor between 3 and 30 times. The problem is still the degraded electrostatics and the possible implementation in actual and more complex circuits.

Finally, lightweight effective masses provide a gain of around 1.6–3, being stronger for N-RFET since the drop in the mass is larger. By combining all the boosters, the current may rise up to 20 times (as in the case for P-RFETs). This impressive enhancement is however not sufficient to compensate the large delay difference with MOSFETs, especially if we account for the degradation of the electrostatics and inverter VTC characteristics.

7. Conclusions

Reconfigurable FETs provide, in theory, an interesting scenario to build reprogrammable logic. They represent a powerful tool to reduce the number of devices, the critical paths and allowing XOR based circuits, which are inefficient in CMOS. However, in practice, their poor performance compared to typical MOSFETs threatens their broad adoption in future applications. The main RFET asset, which is the N/P operation switch in the same device, becomes also their fundamental drawback. The simultaneous enhancement of both electron and hole currents is very challenging and a tradeoff appears between N- and P-RFETs performance.

Aspects like the increasing surface due to the extra gates and the associated circuitry to control the polarity gates, the rising routing complexity and the control of the SB quality also jeopardize the possible benefits of reducing the total number of transistors in a circuit design. In any case, the global RFET performance is not expected to equal the one from MOSFETs, thus limiting RFETs for embedded or not very demanding applications.
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Table 5

<table>
<thead>
<tr>
<th>$E_g$ eV</th>
<th>$\phi_n$ eV</th>
<th>$\phi_p$ eV</th>
<th>$m_n^*$</th>
<th>$m_p^*$</th>
<th>$I_{n\text{max}}$ $\mu A/\mu m$</th>
<th>$I_{p\text{max}}$ $\mu A/\mu m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.12</td>
<td>0.99</td>
<td>0.99</td>
<td>1.12</td>
<td>1.12</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>4.05</td>
<td>4.05</td>
<td>4.05</td>
<td>4.05</td>
<td>4.05</td>
<td>4.05</td>
<td>4.05</td>
</tr>
<tr>
<td>4.66</td>
<td>4.66</td>
<td>4.66</td>
<td>4.66</td>
<td>4.66</td>
<td>4.66</td>
<td>4.66</td>
</tr>
<tr>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>28.1</td>
<td>23.3</td>
<td>130.8</td>
<td>92.6</td>
<td>277.1</td>
<td>235.8</td>
<td>182.9</td>
</tr>
<tr>
<td>30.8</td>
<td>234.6</td>
<td>142.7</td>
<td>51.4</td>
<td>182.9</td>
<td>606.8</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 15. Transfer characteristics for asymmetric silicidated RFET (\(\phi_n \neq \phi_p\)) with (a) similar output current and (b) similar electron/hole SB heights. $V_{DS} = \pm 2$ V, $W = 1$ $\mu m$.
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1. Introduction

There are manifold areas of research and commercial applications where Single-Photon Avalanche Diodes (SPADs, or Geiger-mode avalanche diodes) have been extensively studied and successfully implemented for the detection of weak optical signals in the visible and near-infrared spectrum range [1]. Moreover, during the last few years, there has been an active research on the implementation of SPADs in the field of High Energy Physics and Medical Physics for the detection of ionizing particles [2], opening new promising fields of application for these devices.

A SPAD consists of a p-n junction which is reverse biased above the breakdown voltage $V_{bd}$ by an excess bias $V_{ex}$. When an electron-hole pair (EHP) is generated in the space charge region (SCR) of the junction (e.g. by an incoming photon, ionizing particle), a self-sustained charge multiplication process by impact ionization could be triggering according to a certain probability (depending on the applied reverse bias), giving rise to a macroscopic electric current. Such a high current usually translates into a high current density which could cause permanent damage in the device. For this reason, every SPAD pixel needs suitable “quenching” electronics responsible for interrupting the multiplication process right after the avalanche build-up by promptly lowering the reverse bias of the junction below the breakdown threshold.

Then, after a certain dead-time (hold-off time) during which the pixel is “blind” to any incoming photon (or particle), the electronics restores the p-n junction to the initial bias (reset phase). The whole quench/recharge cycle provides the information that an event has occurred [1]. In this work, a novel SPAD architecture consisting of a 3D pixel with associated quenching electronics is presented and studied by means of TCAD simulations and dedicated numerical methods for post-processing of the output data obtained from simulation. The pixel is conceived for an advanced 28 nm Fully-Depleted Silicon-On-Insulator (FD-SOI) CMOS technology and it is suitable for the detection of ionizing particles as well as...
light (visible and near-infrared range) in backside illumination (BSI) mode. Thanks to its vertical 3D structure, the proposed solution is expected to allow very small pixels (down to a few μm²) while enabling high fill factor. Moreover, the pixel read-out electronics as well as the whole detector electronics can benefit of the well-known advantages brought by SOI technology such as higher speed and lower power consumption with respect to bulk CMOS. To the best of the authors’ knowledge, this is the first time that a 3D monolithic SPAD integrated in a standard FDSOI CMOS process is proposed and studied.

2. 3D pixel concept for SPAD in SOI technology

Compared to SPAD architectures conceived so far in SOI technology [3–5], the pixel proposed in this work has the great advantage to provide a monolithic 3D structure without the need of dedicated 3D integration techniques. The avalanche diode is indeed defined beneath the Buried Oxide (BOX) while the quenching electronics is sitting on top of it, in the SOI layer as depicted in Fig. 1.

The pixel has been designed according to the features of an advanced Fully-Depleted SOI technology, by exploiting the available implantations and diffusions that are normally meant to provide different back-biasing strategies for the transistors. The diode sensitive region is defined in the Space Charge Region (SCR) of a p-well/deep n-well junction. Premature Edge Breakdown (PEB) risk is prevented thanks to a guard-ring placed around the sensitive area. A low doped p-type region can indeed be obtained thanks to the retrograde doping of the deep n-well in the epitaxial p-type substrate. Such a region is responsible for smoothing down the electric field at the junction edge that otherwise would be too intense to allow Geiger-mode operation. The diode can be connected to its associated electronics thanks to back-gate contacts featured by the adopted FDSOI technology, but originally meant to enable a “tunable” threshold voltage for the transistors in the SOI. Two different biasing options are possible for the avalanche diode, depending on whether the output node is the anode (diode TOP) or the cathode (diode BOTTOM) as shown in Fig. 2. It is important to point out that the p-well placed below the BOX (the avalanche diode’s anode) acts as a back-gate for the transistors’ channel in the SOI, i.e. the threshold voltage is affected by the bias chosen for the anode. It is therefore recommended to bias the p-well at ground in order to prevent any threshold variation for the transistors. In the “diode BOTTOM” configuration (chosen for the TCAD study discussed in Section 3), the output is sensed at the cathode, i.e. the deep n-well in Fig. 1, while the anode (according to the above discussion) is biased at ground avoiding any transistor’s threshold variation. However, under this configuration, the output voltage falls within the range from $V_{bd}$ to $V_{bd} + V_\alpha$, which is not compatible with standard digital voltage levels, i.e. 0V to 5V. This requires an additional DC decoupling capacitor between the output of the avalanche diode and the pixel electronics. In the “diode TOP” configuration, the p-well (anode) bias is varying since it is the output node, swinging within the voltage range from 0V to $V_\alpha$, which is compatible with standard digital voltage levels if $V_\max = V_{bd}$. During every avalanche event the transistors in the SOI layer would thus experience higher or lower threshold voltages with respect to the “quiescence state” ones, depending on the channel type. For this reason such a configuration requires pixel electronics insensitive to (or conveniently exploiting) back-gating effects.

Based on the considerations made so far, two matrix arrangements can be obtained with the proposed pixel, as shown in Fig. 3. Solution (a) provides shielding of the pixel electronics by grounding the p-well. The output is thus sensed at the cathode which penalizes the fill-factor as every pixel needs an independent deep n-well. Solution (b) enables higher fill factor (common deep n-well) but the electronics need to be insensitive to back-gating effects. It is worth noticing that the resulting back-side illuminated 3D pixel can dramatically improve the detector fill factor (FF) with respect to traditional SPADs, especially in case of small pixels, where this would be strongly degraded by the surface of the quenching electronics sitting next to the avalanche diode. The fill factor of the proposed 3D pixel is indeed limited by the “dead” areas of the avalanche diode only, due to the guard-ring and the minimum distance between two diodes.

3. Simulation and post-processing methodology

The proposed 3D pixel has been studied by means of TCAD simulations and dedicated post-processing analysis following the approach depicted in Fig. 4. TCAD simulations provided an estimation of the avalanche diode breakdown voltage ($V_{bd}$) and allowed validating the diode architecture for a correct Geiger-mode operation by studying the electric field distribution all over the pixel. They also provided the ionization coefficients for electrons and holes ($\alpha_e, \alpha_h$) and the EHP generation rates for the Shockley-Read-Hall and band-to-band tunneling mechanisms ($G_{SRH}, G_{BB}$). The post-processing analysis allowed the calculation of the main parameters of a SPAD, such as the avalanche triggering probability $P_t$, the dark count rate (DCR) and the photon detection probability (PDP). In Sections 3.1 and 3.2, TCAD simulations and post-processing, respectively, are discussed in more details.
3.1. TCAD simulations

TCAD simulations of the 3D pixel have been carried out in Synopsys Sentaurus, based on realistic process parameters provided by the foundry of the adopted technology. The pixel has been modeled as a two-dimensional geometry representing the radial cut of an avalanche diode with cylindrical symmetry (Fig. 5). This allowed emulating the geometry of a 3D device while dramatically reducing the overall computational time. Carrier transport in the device has been described by the drift-diffusion equation, accounting for the Fermi-Dirac statistics for the electrons and holes distribution in the semiconductor. The TCAD physical models considered the doping dependence of the carriers' mobility thanks to the Masetti model whose parameters for silicon are based on the experimental data reported in [6]. The avalanche charge multiplication process depends on the ionization coefficients for electrons and holes, \( \alpha_e \) and \( \alpha_h \) respectively, which have been calculated according to the "van Overstraeten – De Man" model based on experimental data reported in [7]. Shockley-Read-Hall (SRH) and band-to-band (B2B) tunneling processes have been considered as the main contributors for the evaluation of the EHP generation-recombination within the avalanche diode sensitive volume.

The SRH model accounts for the presence of deep defect levels in the silicon energy gap, while the B2B one considers the electrons and holes generation enhancement due to the potential barrier thinning along the multiplication region when the diode is reverse biased above the breakdown voltage. The SRH process is strongly dependent on the carriers' lifetime \( \tau_{n,p} \) that in turn depends on...
many factors such as temperature and doping concentration. Typical values of $\tau_{np}$ range from 1 ms to 1 $\mu$s depending on silicon purity, and fall down to about 10 ns only in case of extremely high doping levels where Auger recombination plays a crucial role [8]. For this reason the authors decided to evaluate the SRH generation process under two different scenarios, one accounting for a doping dependent carrier lifetime according to the “Scharfetter model” [9], the other considering constant carrier lifetimes $\tau_n = 10$ $\mu$s and $\tau_p = 3$ $\mu$s, for electrons and holes respectively [10]. Band-to-Band tunneling has been modeled with the field-enhanced Schenk model neglecting the phonon-assisted tunneling contribution since the electric field peak in the avalanche diode is not expected to exceed the value of 8 · 10^5 V/cm [11]. In the present study, the authors have chosen to keep the default parameter values provided by the simulation tool for the adopted physical models [10].

3.2. Post-processing

A post-processing analysis based on the parameters extracted by means of TCAD simulations has been performed in order to evaluate the main figures of merit of a SPAD such as the Avalanche Triggering Probability (ATP) $P_{tr}$, the Dark Count Rate (DCR) and the Photon Detection Probability (PDP).

ATP is the probability that an EHP generated in the multiplication region can successfully trigger an avalanche and can be evaluated by solving the following couple of differential equations [12]:

$$\begin{align*}
\frac{dp_e}{dx} &= \alpha_e(1 - P_e)(P_e + P_h - P_eP_h) \\
\frac{dp_h}{dx} &= -\alpha_h(1 - P_h)(P_e + P_h - P_eP_h)
\end{align*}$$

(1)

where $\alpha_e(x)$ and $\alpha_h(x)$ are the electrons and holes ionization coefficients (resulting from TCAD simulations), respectively, while $P_e(x)$, $P_h(x)$ are the probabilities for initiation an avalanche by an electron or a hole, respectively, generated at the position $x$ within the space charge region of the avalanche diode. These equations can be integrated with the following boundary conditions:

$$\begin{align*}
P_h(x = x_p) &= 0 \\
P_e(x = x_n) &= 0
\end{align*}$$

where $x_p$ and $x_n$ are the boundaries of the diode SCR at the p-side and n-side, respectively. By adopting a numerical method proposed in [13], the ATP at a position $x$ can be conveniently obtained as the joint probability of $P_h$ and $P_e$:

$$P_{tr}(x) = P_e + P_h - P_eP_h$$

(2)

whose average all over the space charge region provides the average avalanche triggering probability:

$$P_{tr} = \frac{1}{x_n - x_p} \int_{x_p}^{x_n} P_{tr}(x)dx$$

(3)

The knowledge of ATP enables the calculation of the DCR as well as the PDP for the SPAD under study.

Dark Count Rate (DCR) refers to undesired avalanche events which can be triggered by thermal and/or field-assisted generated EHP due to Shockley-Read-Hall (SRH) and band-to-band tunneling generation – recombination processes occurring in the diode space charge regions. The resulting spurious avalanche pulses represent a source of noise for SPAD detectors, depending on the adopted CMOS process and increasing with the sensor area, with temperature and excess bias. Based on the previous discussion, DCR can be calculated according to the following formula:

$$\text{DCR} = \int_{x_p}^{x_n} P_{tr}(x)G_{eph}(x)dx$$

(4)

where $G_{eph}(x)$ is the EHP generation rate as a function of the position $x$ within the diode SCR. Such a parameter is extracted by means of TCAD simulations and, as discussed in Section 3.1, it accounts for both SRH and band-to-band generation phenomena in the diode SCR.

The Photon Detection Probability (PDP) is defined as the probability that a photon of a certain wavelength impinging on the pixel is effectively detected. In order for this to happen, two conditions must be satisfied:

- the photon has to be absorbed within the diode sensitive region, i.e. the n-type and p-type neutral regions and the SPAD multiplication region (i.e. SCR),
- the generated EHP (either the electron or the hole) has to successfully trigger an avalanche process.

The detection process of a single photon can be described with the help of an analytical model based on the work done by Gulnati et al. [8]. It is convenient to simplify the study in a one-dimensional case, as depicted in Fig. 6, where it is possible to identify six different regions: the back-side Anti-Reflective Coating (ARC), the p-type substrate, a SCR between the deep n-well and the p-substrate, and the SPAD sensitive region consisting of the n/p-type neutral regions and the SPAD multiplication region. It is indeed really unlikely that minority carriers generated in device sensitive region can escape laterally without being collected by one of the two SCR. Only some of those generated really nearby the device periphery will be probably lost through the guardring. These latter minor losses are neglected in this one-dimensional approximation.

A photon with wavelength $\lambda$ hitting the pixel from the back-side has a chance to be successfully detected only if it is absorbed in the SPAD active region (Fig. 6). In order to reach this area, the photon should not be back-reflected at the ARC – p-substrate interface. Indeed the chance for the photon to cross this optical barrier is defined by the light transmission coefficient, i.e. $T(\lambda) = 1 - R(\lambda) < 1$, due to the refraction index discontinuity. Moreover the photon should not be absorbed in the p-substrate region otherwise it would be irretrievably lost as there would be no chance that the generated EHP can reach the SPAD multiplication region. Even if the generated minority electron reached the deep n-well/p-substrate SCR, it would be simply collected at the cathode without triggering any multiplication process. If conversely the photon is absorbed in the SPAD active region, three possible scenarios are possible. Fig. 6(a) represents the case where the photon is absorbed in the multiplication region (i.e. SCR). The local high electric field promptly accelerates the generated EHP towards the SCR ends, which might lead to a self-sustained multiplication process. Under this scenario, an EHP is generated within $x$ and $x + dx$ in the SCR with a probability given by (5):

$$p_{abs}(x, \lambda)dx = e^{-z(x, \lambda)}z(x, \lambda)dx$$

(5)

where $z(x, \lambda)$ is the photon absorption coefficient in silicon. The generated EHP can eventually trigger an avalanche process with a probability $P_{tr}(x)$, according to (2). Therefore, the photon detection probability under this scenario is given by (6):

$$\text{PDP}_{\text{scr}} = \int P_{tr}(x)p_{abs}(x)dx$$

(6)

where the integral has to be calculated over the entire multiplication region.

Fig. 6(b) represents the case where the photon is absorbed in the p-type neutral region. Under this scenario, the generated EHP can lead to an avalanche event only if the minority electron successfully reaches by diffusion the upper end of the multiplication region where it can eventually trigger an avalanche process with
Eq. (5), the photon detection probability under this scenario can reach the SPAD multiplication region. By accounting for the probability to generate an EHP, i.e. a minority electron, within x and x + dx in the p-type neutral region, as described in Eq. (5), the photon detection probability under this scenario can be expressed by (7):

$$PDP_{(b)} = P_r(x_0) \int \eta_{n-collect}(x)p_{abs}(x)dx$$

where the integral has to be calculated over the entire p-type neutral region. A similar discussion can be done for scenario (c), where the neutral region is now n-type and the minority carrier is a hole:

$$PDP_{(c)} = P_r(x_0) \int \eta_{p-collect}(x)p_{abs}(x)dx$$

Some considerations are necessary for the calculation of the minority carrier collection efficiency. With respect to scenario (b), for instance, a minority electron generated in the neutral p-type region would move along a random walk in absence of a strong electric field. Such a random walk might end at the upper boundary of the SPAD multiplication region, where the carrier can eventually initiate an avalanche process. The minority electron might also recombine with a hole along its path or at the silicon – BOX interface, but these two latter eventualities turn out to be negligible. Indeed, as discussed in Section 3.1, typical minority carrier lifetimes range from 1 ms to 1 μs depending on silicon purity, and fall down to about 10 ns only in case of extremely high doping concentration values. Since the diffusion process lasts at most only a couple of nanoseconds, the probability that a generated minority carrier recombines in the neutral region becomes negligible. Moreover, the presence of high concentration of defects at the BOX interface would appear as a flux of minority carriers toward the surface, which can be interpreted as the probability to lose a minority carrier due to surface recombination. However, as discussed more in detail in Ref. [8], this effect can be neglected even by adopting unreasonably high values of surface recombination velocity. The silicon dioxide interface imposes thus a (practically) zero flux of carriers, since they cannot escape the insulator. This means that every generated minority electron successfully reaches the multiplication region thanks to the oxide barrier at the BOX interface and thanks to the absence of any recombination phenomena within the diffusive time lapse. For this reason, the minority carrier collection efficiency in the p-type neutral region can be estimated as being 100%. Something different happens in scenario (c). The generated minority hole is, in this case, “confined” between the multiplication region and the “inactive” SCR, both acting as collecting centers. For this reason the carrier collection efficiency is less than 100%. According to [8], this latter can be calculated by solving the drift-diffusion equation for the hole in the n-type neutral region, by assuming an initial injection of minority carriers corresponding to the photon absorption probability density all over the region. In this way, it is possible to extract the probability that a carrier generated within x and x + dx successfully crosses at a given time the lower end of the multiplication region. The collection efficiency is finally obtained by integrating such a probability over the time. A slightly different approach is proposed in this work, by considering only a localized pulse of light generating excess carriers in an n-type semiconductor [14], instead of the entire injected minority carriers distribution based on the photon absorption probability. Moreover, this approach assumes perfect neutrality in the n-type region and thus neglects the drift component in the transport equation. Naturally, as discussed previously, the generation – recombination term of the transport equation is neglected too, since it is really unlikely that minority carriers recombine during the very short diffusive time lapse. This allowed extracting an analytical solution for the problem which is more convenient for the analysis and discussion of the results, and offers a great improvement in terms of computation complexity. Given a minority hole generated at the position x_m in the neutral region at t = 0, the probability to find the carrier at x, after a time t > 0 is given by:

$$p_h(x,t) = \frac{1}{\sqrt{4 \pi D_p t}} e^{-\frac{(x-x_m)^2}{4 D_p t}}$$

where $D_p$ is the hole diffusivity in the n-type region. This equation is in the form of a Gaussian normal distribution and describes the way a generated minority carrier diffuses away from the injection point $x_m$. It is possible to calculate the probability that at time t the carrier crosses the lower edge of the multiplication region, in a form of probability current:
\[ \phi_d(x_n, t) = -D_0 \frac{dP_d(x_n, t)}{dx} \bigg|_{x=x_n} = \frac{2D_0}{\sqrt{4\pi D_0^2 t^3}} e^{-\frac{(x_n-x_0)^2}{4D_0 t}} \]

\[ \phi_d(d, t) = \frac{2D_0 d}{\sqrt{4\pi D_0^2 t^3}} e^{-\frac{d^2}{4D_0 t}} \]

where \( d \) has been defined as the distance between the multiplication region lower edge \( x_0 \), and the carrier injection point \( x_{in} \). The probability that the multiplication region successfully collects the hole is thus obtained by integrating the probability current flowing through the multiplication region lower boundary over the time, as follows:

\[ \eta_{\text{collection}}(d) = P_h(d) = \int_0^\infty \phi_d(d, t)dt = \frac{1}{2} \]

Interpreting Eq. (11) with respect to scenario (c), it is possible to conclude that the carrier will diffuse towards the multiplication region with a 50% probability, wherever the injection point is. For this reason, the minority carrier collection efficiency in the n-type neutral region can be estimated as being 50%. This result should represent a good first order estimation of the collection efficiency. It is however important to point out that in reality a weak electric field is normally present in the neutral regions due to the gradient of the doping concentration. The neglected drift component in the transport equation might therefore lead to a slightly different result in the collection probability.

The overall photon detection probability can be finally calculated by accounting for the three different scenarios/regions:

\[ \text{PDP}(\lambda) = T(\lambda) (\text{PDP}_{\text{p}}(\lambda) + \text{PDP}_{\text{n}}(\lambda) + \text{PDP}_{\text{ph}}(\lambda)) \]

For the sake of ease, the present study considers a perfect anti-reflective coating (ARC) providing a reflection coefficient \( R = 0 \) (i.e. a transmission coefficient \( T = 1 - R = 1 \)).

\[ \text{PDP}(\lambda) = \int P_\text{p}(x_{n}) \phi_{\text{abs}}(x, \lambda)dx + P_\text{p}(x_{p}) \int \eta_{\text{collection}}(x) \phi_{\text{abs}}(x, \lambda)dx 
+ P_\text{n}(x_{n}) \int \eta_{\text{p-collection}}(x) \phi_{\text{abs}}(x, \lambda)dx 
+ P_\text{ph}(x_n) \int \eta_{\text{collection}}(x) \phi_{\text{abs}}(x, \lambda)dx 
+ P_\text{p}(x_{n}) \frac{1}{2} (1 - e^{-\lambda W_p}) + P_\text{p}(x_{p}) e^{-\lambda (W_p+W_{SCR})} (1 - e^{-\lambda W_p}) \]

where \( W_n, W_p, W_{SCR} \) are the n/p-type and multiplication region widths and \( \text{t}_{\text{sub}} \) is the p-substrate thickness.

### 4. Results and discussions

The simulation results for the novel 3D SPAD pixel proposed in this work are here presented and discussed. In Section 4.1, the avalanche diode architecture has been first validated for Geiger-mode operation by means of an electrostatic analysis of the adopted geometry, before proceeding with further studies on the device. The main figures of the proposed SPAD are subsequently evaluated: the breakdown voltage \( V_{bd} \) and the avalanche triggering probability (ATP) in Section 4.2, the dark count rate (DCR) in Section 4.3 and the photon detection probability (PDP) in Section 4.4.

#### 4.1. Electrostatic Analysis of the avalanche diode

An electrostatic analysis on the proposed pixel has been conducted in order to validate the avalanche diode architecture for a correct Geiger-mode operation. Fig. 7 shows the electric field color map of the pixel when the avalanche diode is reverse biased at \( V_{rev} = 16.5 \) V, with grounded anode and substrate. The avalanche generation model has been switched off in order to reproduce the electric field distribution as it would be right before the start of the multiplication process, after which the field would be affected by the high amount of charges flowing through the junction. A uniform electric field (red region) is observed in the pixel active region, i.e. all along the horizontal direction in the p-well/ deep n-well junction, which ensures a uniform avalanche triggering probability in the sensitive volume. By moving towards the multiplication region periphery, the field drops gradually to lower values, thanks to the retrograde n-type doping in the deep n-well, effectively acting as guard-ring for the device. For this reason, premature Edge Breakdown (PEB) cannot occur, and Geiger-mode compatibility for the diode architecture can be assessed.

#### 4.2. Breakdown voltage and avalanche triggering probability

The breakdown voltage \( V_{bd} \) of the avalanche diode in the proposed 3D pixel has been thus extracted in order to define the threshold above which the SPAD can work in the Geiger-mode. For this purpose, the reverse bias \( V - V \) curve of avalanche diode directly obtained from TCAD simulation and the average avalanche triggering probability (ATP) as a function of the reverse bias are plotted in Fig. 8 (right and left y-axes respectively). It is worth noticing how both curves led, approximately, to the same \( V_{bd} \) value. The breakdown voltage observed in the \( V - V \) curve \( V_{bd} = 13.5 \) V is indeed very close to the voltage corresponding to the threshold for an ATP > 0% \( V_{in-ATP} \approx 13.4 \) V. This corroborates the validity of the adopted post-processing method presented in Section 3.2 for the extraction of the ATP. In order to implement this latter, the ionization coefficient \( \alpha_n(x) \) and \( \alpha_p(x) \) (but also other parameters discussed later) have been extracted from a cut-line within the device active region, along the vertical direction with respect to the geometry shown in Fig. 5. Provided that the cutline is taken at a horizontal position sufficiently distant from the guardring, it is indeed possible to consider the ionization coefficients to be constant along the horizontal direction (1D symmetry). Moreover it is important to point out that the TCAD simulator provides ionization coefficients based on measurements where the electric field is assumed to be constant all over the ionization path [8]. This condition is generally not true for SPAD realized in very deep submicrometer CMOS technology due to the typically abrupt and highly doped pn junction defining the avalanche multiplication region, which results in a sharp and triangular shaped electric field along the diode SCR. However the SPAD proposed in the present study could be considered to satisfy (to some extent) such an
assumption thanks to the “linearly graded” p-well / deep n-well junction, leading to a quite smooth electric field distribution within the multiplication region (see insert in Fig. 7).

4.3. Dark count rate

The knowledge of the ATP as a function of the position in the diode multiplication region, i.e. $P_T(x)$, allows the calculation of the DCR as well as the Photon Detection Probability (PDP) for the SPAD under study. According to Eq. (4), DCR calculation requires the extraction of the EHP generation rates as a function of the position $x$ within the diode SCR. This has been done for several excess biases $V_{ex} (V_{ex} = V_{rev} - V_{bd})$ above the breakdown voltage, within the range 0—6.5 V. Fig. 9 shows, for instance, the two main EHP generation mechanisms occurring in the avalanche diode under the same bias adopted for Fig. 7 ($V_{ex} = 3$ V). SRH generation seems to be the dominant generation mechanism in the avalanche diode sensitive region. Even if tunneling generation peaks to a value very close to the doping independent SRH generation, the former is very narrowly distributed along the junction, leading to a minor contribution to the overall EHP generation.

Naturally field-enhanced generation process would anyway increase for higher excess bias values, and would likely become the dominant contributors in the DCR. Moreover, as discussed in Section 3.1, the SRH generation has been evaluated based on two different scenarios, i.e. by assuming either doping dependent or constant carrier lifetime for the electrons and holes generated in the SCR. The first scenario however led (a posteriori) to a quite high DCR which seemed unrealistic with respect to experimental data found in literature for avalanche diodes having similar breakdown voltages [4]. For this reason only the second scenario has been considered for the DCR calculation reported in Fig. 10 in terms of counts per unit surface, as a function of the applied excess bias. The DCR produced individually by the two EHP generation mechanisms have been plotted too in Fig. 10 in order to highlight the contributions provided by each of them on the total counts. It is possible to distinguish a dominating SRH region for excess bias lower than 4 V and a dominating tunneling region for voltages higher than 5 V, depending on the strongest EHP generation mechanism. In the SRH region, the DCR is indeed relatively moderate and increases with the excess bias according to the ATP enhancement shown in Fig. 8 (symbols, left y-axes). On the other hand, this latter is not really influent in the tunneling region (ATP is >80% and slowly saturates to 100%) where the DCR rises really fast with the excess bias mainly because of field-enhanced carrier generation. It is worth noticing that if different carrier lifetimes for the electrons and holes were adopted in the SRH model, a similar curve would have been obtained in Fig. 10. Assuming for instance that shorter carrier lifetimes with respect to those used in this study have been adopted, a higher DCR would be observed in the SRH region (due to a higher SRH generation) and the corner defining the transition between the SRH and the tunneling regions would be simply shifted towards higher excess bias values. An opposite discussion would stand in case of longer carrier lifetimes. Finally, it is really hard to make a more precise conclusion without any experimental data coming from direct measurements of the device.

Nevertheless, it is interesting to observe that the results shown in Fig. 10 look quite close to what can be found in literature for avalanche diodes having similar breakdown voltages, i.e. $DCR \sim 150 \text{Hz}/\mu \text{m}^2$ for $V_{ex} = 1$ V [4].

4.4. Photon detection probability

The Back-Side Illuminated (BSI) Photon Detection Probability (PDP) for the proposed 3D SPAD pixel has been calculated with the help of (12) within the wavelength range [400—1200 nm]. The optical data for the photon absorption coefficient in silicon $\alpha(\lambda)$ have been taken from Ref. [15]. Fig. 11 shows the PDP calcu-
lated when an excess bias of 5 V is applied. Several thickness values of the p-type substrate, down to 5 μm have been considered. Even though this latter value might appear extremely small and quite unrealistic, it is worth noticing that ultra-thinning process down to 4 μm over a 300 mm wafer has been actually reported in literature, i.e. Ref. [16]. The author focused on the feasibility for multi-stack Wafer-on-Wafer (WOW) processes and multi-stacking for Tera-scale high density memory, but the results obtained in his study might be extended to other applications in the near future. It is thus interesting to investigate the BSI performance of a SPAD under this scenario too. According to Fig. 11, the PDP in BSI mode (symbols) looks quite small with respect to what can be obtained in a front-side illuminated mode (dashes), especially in the short wavelength range. At longer wavelengths, conversely, the curves tend to converge towards a common trend. Fig. 11 can be better understood with the help of an approximated form of (12):

\[
PDP(\lambda) \approx e^{-\frac{\lambda t_{\text{sub}}}{W_n}} \left( 1 + \frac{1}{2} P_n(x_p) W_n + P_n(x_p) W_p + P_n W_{\text{SCR}} \right)
\]

where \( W_n, W_p, W_{\text{SCR}} \) are the n/p-type and multiplication region widths, \( t_{\text{sub}} \) is the substrate thickness and, according to (3), \( P_0 \) is the average ATP over the multiplication region.

The approximation arises from the fact that the photon penetration depth is much larger than the overall active region width, i.e. 1/\( \lambda t_{\text{sub}} \) ≫ (\( W_n + W_p + W_{\text{SCR}} \)) over the considered wavelength range which allows a first-order Taylor approximation of the exponentials in (12). Term “A” in Eq. (13) represents the probability that a photon impinging on the back-side of the pixel, successfully reaches the lower edge of the active region. Term “B” represents conversely the probability that a photon entering the active region is here absorbed and successfully fires an avalanche. It is thus apparent that the PDP degradation on the BSI mode is due to the “A” term, which accounts in fact for the optical losses into the p-substrate. In BSI mode, shorter wavelength photons are indeed mostly absorbed within the first few hundreds of nanometers of the silicon substrate due to their short penetration depth. That is why thinner substrates provide higher PDP within this wavelength range. When the penetration depth approaches the substrate thickness, i.e. 1/\( \lambda t_{\text{sub}} \) increases for longer wavelength, the peak moves to the right for thicker substrates. For longer wavelengths the penetration depth becomes larger which leads the “A” term to be negligible (\( A \rightarrow 1 \)). That explains the convergence of the BSI curves with the FSI one towards a common trend with respect to the photon wavelength. The “B” term is conversely determined by the electrical and geometrical properties of the SPAD active region. While these latter depends on the avalanche diode architectures and ultimately on the adopted CMOS process, the electrical properties can be controlled by acting on the device excess bias voltage, which affects the avalanche triggering probability, as discussed in Section 3. A little improvement on the PDP can arise from the light reflection at the p-well/BOX interface thanks to the “multi-layer” film defined by the Silicon/BOX/SOI stack (see insert in Figs. 5 and 12). Based on the same considerations made for the approximation of (12) with (13), the overall efficiency can be expressed as follows (14):

\[
PDP_{\text{tot}}(\lambda) = PDP(1 + R(\lambda))
\]

where \( R(\lambda) \) is the reflection coefficient at the silicon/BOX interface, experienced by a photon travelling from the silicon substrate towards the “multilayer” BOX / SOI thin film structure, below the interconnect layer (a dielectric medium). In order to provide a first order estimation of such an improvement, the low-k dielectric medium has been simply modeled with air, but a proper modeling would be necessary for more accurate results. The reflectance under this scenario is thus reported in Fig. 12 [17]. It is worth noticing that within the longer wavelength range, where the BSI PDP would become less dependent on the substrate thickness and would also benefit of reflection enhancement higher than 20%, BSI SPADs can really provide better performances than FSI ones. The scenario considered in Fig. 11 for the FSI case is indeed very “optimistic” since it does not take into account the much lower fill-factor of a FSI pixel (since the electronics would sit next to the avalanche diode) but also the photon reflections due to the interconnect layer of the chip as well as the SOI-BOX thin film structure. All of this translates into an important degradation of the FSI PDP.

The BSI 3D SPAD pixel proposed in this work would be suitable, for instance, for the realization of commercially available time-of-flight (T-o-F) ranging sensors working at \( \lambda = 940 \) nm. These devices are typically used for accurate measurements of the distance from a target object, via camera assist (ultra-fast autofocus and depth map), user detection for power saving in smartphones or laptops, gesture control, drones, robotics and many other applications [18]. As an interesting case study, Fig. 13 shows the PDP for a BSI SPAD as a function of the substrate thickness, at \( \lambda = 940 \) nm (T-o-F ranging sensors compatible) when an excess bias of 5V is applied on the avalanche diode. The grey curves propose an interesting comparison with an FSI SPAD, in the ideal case (solid line),
i.e. like the one considered in Fig. 11, and when only the reflection degradation due to the BOX-SOI multilayer thin film is taken into account (dashes).

As expected, despite of the presence of a silicon substrate introducing optical losses, the BSI efficiency remains within the same percentage order of the “optimistic” FSI one. More interestingly, if reflection effects are taken into account (dashed curves), the BSI SPAD would perform even better than the FSI one, up to a substrate thickness of 20 µm. As discussed previously, FSI PDP degradation would be much larger than what has been estimated in Fig. 13. This would furtherly lower the dashed grey curve and would thus displace the intersection point with the BSI PDP towards thicker substrate, meaning that BSI mode would be definitely preferable for this kind of application.

5. Conclusions

In this work, a novel 3D SPAD pixel architecture consisting of an avalanche diode with associated electronics has been presented and studied by means of TCAD simulations and dedicated numerical methods for post-processing analysis. The pixel has been conceived for advanced Fully-Depleted Silicon-On-Insulator (FDSOI) CMOS technology and it is suitable for the detection of ionizing particles as well as light (visible and near-infrared range) in back-side illumination (BSI) mode. TCAD simulations based on realistic process parameters provided an estimation of the avalanche diode breakdown voltage \( V_{bd} \) and allowed validating the diode architecture for a correct Geiger-mode operation by studying the electric field distribution all over the pixel. They also provided the parameters required by the post-processing analysis in order to extract the main figures of merit for a SPAD, such as the avalanche triggering probability \( P_n \), the Dark Count Rate (DCR) and the Photon Detection Probability (PDP). A comparison between the efficiency in back-side and front-side illuminated SPADs showed that the former approach can provide better performance within the long wavelength spectrum range. Based on the obtained results, it is possible to conclude that the BSI 3D SPAD pixel proposed in this work can be a very good candidate single-photon detector for time-of-flight (T-o-F) ranging sensors, and more generally for long wavelength sensing applications.
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A B S T R A C T

We propose a novel ESD protection device (GDNMOS: Gated Diode merged NMOS) fabricated with 28 nm UTBB FD-SOI high-k metal gate technology. By modifying the combination of the diode and transistor gate stacks, the robustness of the device is optimized, achieving a maximum breakdown voltage (VBR) of 4.9 V. In addition, modifications of the gate length modulate the trigger voltage (Vt1) with a minimum value of 3.5 V. Variable electrostatic doping (gate-induced) in diode and transistor body enables reconfigurable operation. A lower doping of the base enhances the bipolar gain, leading to thyristor behavior. This innovative architecture demonstrates excellent capability for high-voltage protection while maintaining a latch-up free behavior.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Recent advances in Fully Depleted SOI (FD-SOI) technology [1] continue to shrink the design window [2] of ElectroStatic Discharge (ESD) protection devices, reducing supply voltage VDD and decreasing breakdown voltage VBR. This window is highly dependent on the type of devices to be protected, as well as on the region of operation. Contrary to the typical hybridization techniques, where the thin silicon film and Buried Oxide (BOX) are etched in order to have direct access to the silicon substrate and fabricate bulk-like ESD devices [3], the focus of this work is to use the thin FD-SOI layer.

Previous studies have been conducted on thin film BiMOS device for protection of circuits operating in the typical voltage range for FD-SOI technology [4–6]. In a BiMOS, the lateral bipolar junction transistor (LBJT) is activated by current injection to the base, from a lateral contact, while the MOSFET is operating in sub-threshold region. The BiMOS gain can be modulated electrostatically through the top or bottom gate biasing. Alternatively band modulation devices [7] such as the Z2FET show exceptional behavior as ESD protection elements in FD-SOI technology.

Typical strategy for a standard process flow is to reduce the number of steps required for a particular device, in order to minimize both the variability and the cost. Thus, structures that do not require extra process steps for hybridization or implantation (for example, no customized doping concentration) need to be explored in terms of power and switching performance. Normally, high voltage transistors can sustain several hundred volts, this is not the case with ultra-thin film and BOX (UTTB) technology since the breakdown of top and bottom oxides imposes limitations on the power that a device can sustain.

In this work, we present an original structure (GDNMOS) for high voltage protection that combines diode and MOSFET mechanisms, a semi-regular structure that abides by process rules for limiting variability. Electrical measurements prove the flexibility, functionalization and robustness of the GDNMOS. 3D TCAD [8] simulations reveal the details of the operation mechanisms as well as the potential behavioral improvements.

In Section 2, the physical mechanisms involved are described, followed by the device structure and process. Detailed TCAD simulations to investigate the GDNMOS operation during an ESD stress are presented in Section 3. Finally, in Section 4 the fabricated struc-
tures are investigated by utilizing DC and Transmission Line Pulse (TLP) electrical measurements.

2. Device structure and properties

2.1. General operation mechanisms

GDNMOS is composed of a typical FD-SOI nMOSFET merged with an FD-SOI p-i-n gated diode, see Fig. 1. There is a common (merged) n-type area which acts as the diode cathode and as the MOSFET drain. The ultrathin bodies of the diode and transistor can be electrostatically doped (N⁺ or P⁺, by attracting different types of carriers in the ‘intrinsic’ region below the gate) via the gates or back-plane bias.

During a stress, in a thyristor-like device the trigger voltage (V_{t1}, see Fig. 2) is dependent on the sum of the common base current gain (α) of the two bipolar transistors. In our case the npn LBJT formed within the nMOSFET and pnp LBJT formed between the nMOSFET and the gated diode (Fig. 1). Starting from a typical n-p-n device the common-base current gain α can be defined as [9]:

\[ \alpha = \frac{i_c}{i_e} \]

\[ \alpha_{npn} = \gamma_e \alpha_t \gamma_c \]  \hspace{1cm} (1)

where \( \gamma_e \) is the emitter efficiency, \( \alpha_t \) is the base transport factor, and \( \gamma_c \) is the collector efficiency:

\[ \gamma_e = \frac{I_e(0)}{I_n(0)} = \frac{D_{eb}L_{eb}r_{nb}N_{DE}}{D_{eg}L_{eg}r_{ne}N_{DE} + D_{eg}W_{eg}r_{nb}N_{AB}} \]  \hspace{1cm} (2)

\( L \) and \( D \) are the diffusion length and constant for a type of carrier, \( n_i \) is the intrinsic carrier density and \( N \) is the doping concentration. All of the aforementioned values are indicated with a subscript for a specific area of the BJT: E, Emitter, B, Base, C, Collector.

In order to increase the thyristor efficiency, we have to enhance the emitter efficiency for each BJT. This can be done by shrinking the gate length (by design) or by lowering the acceptor doping in base area (by biasing). Our main purpose is to take advantage of such reconfigurable behavior for emulating a PNPN thyristor structure: positively biased P⁺ anode, floating N⁻ drain, P-MOSFET body, grounded N⁺ source (Fig. 1).

2.2. Operation mechanisms under ESD conditions

During standard operation, when the bias applied to an ESD protection device is lower than V_{DD}, the device should exhibit very low leakage current. The low leakage current is attributed to the reverse bias applied to the p-n junction between Emitter and Base. Low leakage region is observed by increasing the anode voltage until the point defined by trigger voltage (V_{t1}) and trigger current (I_{t1}) (Fig. 2). When a higher voltage drop occurs, bipolar or thyristor-like effects are activated, and the device starts to conduct current. This behavior is caused by avalanche breakdown that will be discussed later. This operating regime continues until a point is indicated as holding point with holding voltage (V_h) and holding current (I_h). After this holding point, device enters the self-biased bipolar operating region until secondary (thermal) breakdown is reached. At this point, we define a failure voltage (V_{t2}) and a failure current (I_{t2}) beyond which the device behavior is permanently damaged.

2.3. Fabrication and process details

Test devices (Fig. 3) were fabricated with the 28 nm FD-SOI STMicroelectronics process featuring an ultra-thin silicon film of 7 nm, ultra-thin BOX of 25 nm, high-k metal gate stack and p-type backplane (p-BP). The devices were fabricated with different gate stack options (Fig. 3): Standard Gate (SG, EOT = 1.1 nm) and Extended Gate (EG, EOT = 3.4 nm). In DEV1, 2, 3 structures the MOS gate and the diode gate were interconnected, while in DEV4, 5, 6 they were independent. In the mixed gate stack devices, the gate oxide of the diode was always selected to be thick (EG), for increased robustness to the stress applied to anode.

Minimum process-compliant gate dimensions were selected for each gate stack combination. The variation of the gate length (45–150 nm) was due to the difference imposed in fabrication process for EG and SG gate stacks and the minimum distance between polysilicon structures, resulting in different minimum lengths for each case. All devices were fabricated in multi finger topology with total combined finger width W of 100 μm.

3. Simulation results

The 28 nm FD-SOI GDNMOS was meshed in 3D for different gate stack configurations. We consider phonon scattering, Cou-
lomb scattering in doped materials, and mobility degradation due to high field saturation and high temperature (for thermodynamic simulations). Other active modules include avalanche model, Auger recombination model as well as dynamic non-local Band-to-Band tunneling model. In all cases Boltzmann statistics were used for electron and hole densities calculations.

For the simulation study, the surge is an Average Current Slope (ACS) stress with a ramp from 0 A to 1 A max current during 100 ns, which is equivalent to the transmission line pulse (TLP) test for human body model (HBM) \([10]\).

### 3.1. Isothermal simulation

For isothermal simulations, the simulator is solving a system of equations \([8]\) including Poisson:

\[
\nabla (\varepsilon \nabla \varphi) = -q(p - n + N_D - N_A)
\]

Contact equation:

\[
\nabla (\sigma \varphi_M) = 0
\]

where \(\sigma\) is the metal conductivity and \(\varphi_M\) the Fermi potential.

Electron and hole equations:

\[
\dot{J}_n = -nq\mu_n \nabla \varphi_n \quad \text{and} \quad \dot{J}_p = -nq\mu_p \nabla \varphi_p
\]

where \(\varphi_n\) and \(\varphi_p\) are the quasi-Fermi potentials.

As well as circuit equations.

Boundary conditions assume all contacts on semiconductor materials to be Ohmic, subject to charge neutrality and equilibrium.

Fig. 4 shows typical I–V characteristics resulting from ACS simulation. A clear differentiation between the mixed SG-EG gate stacks as well as EG-EG gate stacks is observed as well as the effect of floating versus grounded/biased gate terminals. In the case of floating terminals, the MOSFET energy bands are affected only by the Fermi energy difference between metal (HKMG stack) and the silicon film, and through coupling to the backplane Fermi energy. Naturally the energy bands in silicon are bended slightly downwards and there is no major electrostatic modulation of the LBJT behavior.

For grounded gates, the bands are affected both by the Fermi energy difference and by the potential applied, resulting in differences in carrier concentration under the gate. The reason for applying these initial conditions is due to the fact that in real applications an ESD surge can happen on an integrated circuit even if there is no power which makes it challenging to apply a constant biasing to the gate terminals. Additionally with grounded and floating gates all the MOSFET effects are suppressed and we observe the real thyristor behavior. At the end of the stress, current density reaches the maximum value with conduction through the whole film (volume inversion, Fig. 5).

Fig. 5 shows the band diagram at the end of an ACS stress for grounded nMOSFET gate and diode gate. There is a significant bending of the bands due to the high voltage drop (more than 4 V). Also, we observe the difference due to using different gate stacks for the nMOSFET with different lengths. This band bending is especially pronounced between the merged area and the nMOSFET gate, leading to increased band to band tunneling (Fig. 7).

Avalanche breakdown serves as a trigger element to initiate the turn on of an ESD device. As the carrier energy approaches the ionization threshold, energy transfers from the carrier to the lattice. This causes impact ionization (II) which results in generation of more carriers and, ultimately, to avalanche breakdown \([11]\). During the ACS stress of our device (Fig. 8) we observe that maximum II generation is located at the pn junction between the base of the npn bipolar and the merged area. This area is the most potential candidate for creating an avalanche breakdown, and will be discussed later.

### 3.2. Electrothermal simulation

During an ESD event, energy is injected into the protection device. In the case of UTBB, it is imperative to study the self-heating effects in the device, primarily caused by the poor thermal diffusivity \(\left(\chi = \frac{k}{\rho c_p}\right)\) \([11]\) (where \(C_p\) is the specific heat), of thick silicon dioxide (BOX) compared to bulk silicon. We introduce the lattice temperature equation and modify previous equations \((4)\) and \((5)\) to include the temperature gradients:

Lattice temperature:

\[
\frac{\partial}{\partial t} C_l T - \nabla \kappa \nabla T = -\nabla \left( \left( P_n T + \varphi_n \right) J_n + \left( P_r T + \varphi_p \right) J_p \right) - \left( E_v + \frac{3}{2} kT \right) \nabla J_n - \left( E_v - \frac{3}{2} kT \right) \nabla J_p
\]

where \(\kappa\) the thermal conductivity, \(C_l\) the lattice heat capacitance, \(P_n\) and \(P_r\) the thermoelectric power for electrons and holes which accounts for Seebeck effect.

Contact equation:

\[
\nabla (\sigma \varphi_M + PV T) = 0
\]

where \(P\) is the metal thermoelectric power.

Electron and hole equations:
Jn ! ¼/C0 nq ln ðr Un þ Pr T Þ and Jp ! ¼/C0 pq l p r Up þ Pp r T /C0/C1 (8)

and typical circuit equations.

Additionally a temperature boundary condition (T = 300 K) was applied to the bulk silicon area below the BOX. The temperature equation (6) as well the temperature gradients in Eqs. (7) and (8) are essential in the study of self-heating effects and electrothermal stability of the device. The electrothermal stability with the condition $\frac{\partial}{\partial t} J_{n} = \frac{1}{2} \frac{\partial}{\partial r}$ can cause the thermal breakdown of the device through the creation of mesoplasma states [11]. By performing temperature extraction, we note a significant difference between maximum and device average temperature (Fig. 9). This difference can be explained by the existence of a hot spot in the pn junction near the merged area (Fig. 10), the same area where the maximum impact ionization was observed.

4. Measurements and discussion

The devices were tested in DC and TLP [12] modes under different conditions.

4.1. DC measurements

The selection of gate stack affects strongly the breakdown voltage of the device (Fig. 11) with EG gate stack devices exhibiting higher breakdown voltage and lower leakage. On the other hand, the use of EG gate stack limits the minimum gate length to 150 nm something which strongly affects LBJT gain and in turn TLP behavior that will be discussed in the next paragraph. Breakdown voltage extraction was performed on multiple dies (Figs. 11–13). Devices 4, 5 and 6 exhibit superior performance and very good variability.

4.2. TLP measurements

TLP measurements had duration of 100 ns or 5 ns pulse width with native (300 ps) or 10 ns rise time. The stress was applied on anode, while cathode was grounded. During the first measurements, the gates were either grounded or floating. Our primary goal is to investigate the ESD behavior of the various structures and evaluate the efficiency of the floating-body (without base contact) lateral thyristor.

For the first type of devices (Fig. 14), [13] with the two gates connected, we observe snapback characteristics. Same trend is observed for the devices of second group that have separate MOS and diode gates (Fig. 15), [13], for identical biasing conditions. For these structures, there is no systematic differentiation between 100 ns and 5 ns TLP I–V curves. The trigger voltage reaches 5 V. No strong snapback behavior is observed primarily due to (i) the lack of direct control on the Emitter-Base p-n junctions of the Lateral Bipolar Junction Transistors (LBJT between source and drain of MOSFET), and (ii) the relatively high doping of LBJT base in the...
In terms of ESD protection capability, DEV5 and 6 provide the best performance with higher \( I_{\text{It2}} \), lower leakage and higher breakdown voltage.

### Table 1: Device Characteristics

<table>
<thead>
<tr>
<th>Device</th>
<th>Gate Bias</th>
<th>( I_{\text{It1}} )</th>
<th>( I_{\text{It2}} )</th>
<th>( I_{\text{Hold}} )</th>
<th>( V_{\text{BR}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEV1 GND</td>
<td>NA</td>
<td>NA</td>
<td>&lt;20mA</td>
<td>NA</td>
<td>3.1V</td>
</tr>
<tr>
<td>DEV1 FLT</td>
<td>NA</td>
<td>NA</td>
<td>&lt;180mA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>DEV2 GND</td>
<td>NA</td>
<td>NA</td>
<td>&lt;20mA</td>
<td>NA</td>
<td>4.2V</td>
</tr>
<tr>
<td>DEV2 FLT</td>
<td>NA</td>
<td>NA</td>
<td>&lt;180mA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>DEV3 GND</td>
<td>NA</td>
<td>NA</td>
<td>&lt;20mA</td>
<td>NA</td>
<td>4.8V</td>
</tr>
<tr>
<td>DEV3 FLT</td>
<td>NA</td>
<td>NA</td>
<td>&lt;120mA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>DEV4 GND</td>
<td>4V</td>
<td>&gt;160mA</td>
<td>4V</td>
<td>4V</td>
<td>4.3V</td>
</tr>
<tr>
<td>DEV4 FLT</td>
<td>4V</td>
<td>&gt;140mA</td>
<td>4V</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>DEV5 GND</td>
<td>3.5V</td>
<td>&gt;160mA</td>
<td>3.5V</td>
<td>4.3V</td>
<td></td>
</tr>
<tr>
<td>DEV5 FLT</td>
<td>3.5V</td>
<td>&gt;140mA</td>
<td>3.5V</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>DEV6 GND</td>
<td>4.5V</td>
<td>&gt;160mA</td>
<td>4.5V</td>
<td>4.9V</td>
<td></td>
</tr>
<tr>
<td>DEV6 FLT</td>
<td>4.3V</td>
<td>&gt;140mA</td>
<td>4.3V</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>

### Fig. 10: 2D temperature extraction during ACS stress in thermodynamic simulation after 38 ns.

### Fig. 11: Extracted results for different gate biasing and configurations. We observe the improved performance with implementations 4, 5 and 6. These devices exhibit higher \( I_{\text{It2}} \), improving robustness during an ESD event.

### Fig. 12: Device 5 DC sweep with grounded G1 and G2 for breakdown voltage extraction at room temperature.

### Fig. 13: Device 6 DC sweep with grounded G1 and G2 for breakdown voltage extraction at room temperature.

### Fig. 14: Device 3 TLP measurements for different pulse width: 100 ns and 10 ns.

### Fig. 15: Device 6 TLP measurements for different pulse width: 100 ns and 10 ns.

In terms of ESD protection capability, DEV5 and 6 provide the best performance with higher \( I_{\text{It2}} \), lower leakage and higher breakdown voltage.
In Fig. 16 we see the chronogram extracted from the TLP measurements with grounded gates, at different current levels. Each TLP point is calculated as an average of voltage values between the two lines in Fig. 16. It is interesting to observe the over-voltage behavior during the TLP stress. The average voltage for the TLP curve is lower than the actual voltage applied to the device. In terms of reliability this means that for a limited time, when over-voltage peaks appear during the measurement, the structure is forced to a higher stress than the one anticipated.

4.3. Front and back gate effect

The device behavior during a TLP stress can be modified by biasing the MOS gate (G1). In particular, the gate bias modulates the nMOSFET LBJT gain. With positive bias for the nMOSFET gate, the energy bands in the base area are lowered (by $-qV_{G1}$). Electrons are attracted in the bipolar base, increasing the npn LBJT gain and the overall anode current (Fig. 17). This behavior is observed while we are in the nMOSFET subthreshold region ($V_{G1} < V_{T0}$). When biasing becomes higher than nMOSFET threshold voltage we activate additionally the MOS effect.

Reciprocally, by utilizing a negative gate bias the energy bands are raised. However, since there are no extra holes available to be attracted in the body (LBJT base), the modulation of $I_A/I_V$ curves is weak while the gain is slightly decreased. These trends are verified by the TLP measurements presented in Fig. 18 (for $V_{G1} = 0$).

The n-type base of the pnp LBJT is located in the merged area so biasing the diode gate does not affect strongly the pnp gain. By applying a positive bias to the diode gate, the base width $W_B$ of the pnp transistor expands under the gate and the gain is lowered. Conversely, for negative bias, it is the P$^+$ area of the anode which extends underneath the gate, reducing the resistance of the silicon layer (under G2). Further analyzing Eq. (2), we note that the high doping level in the base is the prevailing term, resulting in a very low bipolar gain that can only marginally be affected by base width and resistance reduction. This behavior is confirmed by the TLP response of the device shown in Fig. 19: there is minor modulation of the TLP characteristics as a function of $V_{G2}$. The curves measured with $V_{G2} = -1$ V or $V_{G2} = +1$ V are superposed.

Another degree of flexibility is offered by the back gate (back-plane) biasing, albeit it is subject to super-coupling effects observed in UTBB FD-SOI process [14]. This is due to the existence of both type of carriers inside the device (holes and electrons) during thyristor mode biasing (when MOSFET effect is not active). A large bias is needed on the back plane in order to achieve the same results as using the front-gate biasing (Fig. 20 compared with Figs. 17 and 18). This is due to the difference between the front
gate oxide (EOT in the HKMG case) and the BOX oxide thickness with a coupling coefficient \( t_{\text{OX}}/t_{\text{BOX}} = 0.136 \). The combined gain of the 2 BJTs is limited once more by the high doping in the merged area (base) of the pnp LBJT, resulting in a lower gain for the BJT formed with the gated diode. In the next section we will show that doping calibration modulates the thyristor behavior leading to radically change the ESD stress response.

5. Thyristor behavior through doping modification

One of the critical parameters of the GDNMOS is the doping concentration in the merged area. This area acts like the base of the p-n-p LBJT of the thyristor with its doping and width reversely proportional to bipolar gain, as seen in Eq. (2). The doping profile selected for analysis in this section is compatible with the FD-SOI process and is equivalent to the LDD doping used in MOSFETs to reduce hot carrier effects by spreading the electric field \( [16] \). TCAD simulations show a remarkable shift of around 2 V on the I–V curve with snapback behavior, when this LDD doping is utilized instead of the initial higher N+ doping (Fig. 21). The reason for this shift is the increase in emitter efficiency and base transport factor of the gated diode LBJT for lower doping. Fig. 22 illustrates the impact ionization rate at the beginning and at the end of the stress. It is interesting to compare these results with those presented in Fig. 8 for the device with higher doping in merged area, where we observe impact ionization generation through a larger volume of silicon. With the new doping used the effect of impact ionization is induced in a smaller volume of silicon activating avalanche multiplication and triggering earlier with thyristor-like behavior.

6. Conclusion

In this work, we have introduced the ultrathin film GDNMOS device whose behavior was evaluated using both simulations and measurements on fabricated samples. No latch-up is observed, hence the device can be used for high-voltage protection. It benefits from simple integration on thin film and full process compliance. The ESD characteristics of GDNMOS can be further tuned by selecting a positive biasing for the nMOSFET gate as well as by changing the doping concentration of the merged area. The GDNMOS shows promising characteristics and remarkable versatility for adoption in the FD-SOI technology.
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Sharp-switching band-modulation back-gated devices in advanced FDSOI technology

Hassan El Dirani, Pascal Fonteneau, Yohann Solaro, Charles-Alex Legrand, David Marin-Cudraz, Philippe Ferrari, Sorin Cristoloveanu

A band-modulation device with a free top surface, named Z^2-FET (Zero front-gate, Zero swing slope and Zero impact ionization) and fabricated in the most advanced Fully Depleted Silicon-On-Insulator technology, is demonstrated experimentally. Since the device has no front gate, the operation mechanism is controlled by two adjacent heavily doped buried ground planes acting as back-gates. Characteristics such as sharp quasi-vertical switching, low leakage, and tunable trigger voltage are measured and discussed. We explore several variants (thin and thick silicon or SiGe body) and show promising results in terms of high current, switching performance and ESD capability with relatively low back-gate and drain bias operation.

1. Introduction

Fully Depleted Silicon On Insulator technology (FDSOI) features high performance by reducing the parasitic capacitances, varying the threshold voltage with back-gate biasing, improving the leakage, mobility and subthreshold swing (SS) [1,2]. In that context, devices with Ultra-Thin Body and Buried oxide (UTBB) attract increasing attention for RF and IoT applications. In addition, FDSOI technology benefits from simpler (planar) manufacturing process than FinFETs, offering lower power consumption [3,4]. First introduced at the CMOS 28 nm node [1], the Z^2-FET [5] (Zero gate, Zero swing slope and Zero impact ionization) is a band-modulation device, like FED [6–8] and Z^2-FET [9–11], but without top gates. The device is operated with back-gate voltage applied on two independent ground planes (GP). It exhibits ‘vertical’ switching, low leakage current (I_leak), tunable triggering voltage (V_t), and high ON current (I_on). For better electrostatic control, lower operating voltage, improved power consumption and further CMOS downscaling, it is suitable to decrease the BOX and silicon film thicknesses while making the source/drain terminals thicker (S/D) [12]. The impact of these parameters on Z^2-FET is investigated in this paper.

The device has been proposed recently [5] and further documented in [13]. In this paper, we investigate in more detail the characteristics of Z^2-FET fabricated with the most advanced, post-28 nm-node FDSOI technology [12]. The architecture, technology description and the operation principle of Z^2-FET are described in Section 2. Section 3 is dedicated to the regular Z^2-FET with undoped body. We discuss the impact of silicon film thickness and temperature on the device performance, the capability to sustain high voltage and the response in the high current regime. In Section 4, we introduce a doped variant of Z^2-FET, explored with DC and high current TLP measurements.

2. Fabrication, architecture and principle of operation

2.1. Fabrication process

The proposed Z^2-FET is fully compatible with FDSOI CMOS process flow. The process started from an SOI substrate with 20 nm BOX and 6 nm active Si layer thicknesses [12]. Variants consist of thicker film (12 nm) and either Si or SiGe body. The thin buried oxide separates the undoped film (N_A = 10^{15} cm^{-3}) from two highly doped P and N type ground planes (with N_A = N_D = 10^{18} cm^{-3}, respectively) acting as back-gates. In situ Si epitaxy (needed for reduced series resistance [14]) is performed only in source/drain regions. The processing of high-k dielectric and metal gate is omitted, making the device cost effective.
2.2. Device structure and operation mechanism

The Z3-FET is a forward biased P-I-N diode with an undoped ultra-thin silicon film ($t_{Si} = 6$ nm, Fig. 1a). The source ($N^+$ doped) is grounded and the drain ($P^+$ doped) is positively biased ($V_A > 0$ V). Sharp switching is controlled by two separated ground planes that act as back-gates (GP-N and GP-P in Fig. 1). The heavily doped GPs are respectively positively (GP-N) and negatively (GP-P) biased. The device is normally OFF thanks to potential barriers that block the injection of electrons (from $N^+$ source) and holes (from $P^+$ drain) into the body. The twin GPs induce 'electrostatic' doping ($N$-type above GP-N and $P$-type above GP-P) and emulate a virtual NPNP thyristor structure. The placement and the biasing of the two ground planes is selected to form adequate injection barriers while maintaining the buried $N^+/P^+$ diode underneath the BOX in reverse mode for low leakage current. The triggering from OFF state to ON state is achieved by increasing the anode voltage. When $V_A$ reaches $V_{t1}$, a positive feedback mechanism occurs due to the flow of carriers from the anode to the cathode and vice versa, leading to a sudden collapse of barriers, as documented in [9].

3. Z3-FET characterization and analysis

The fabricated devices were systematically characterized in static and pulsed (TLP) modes. In the following, the undoped version of Z3-FET is explored with variable silicon film thickness (6 nm and 12 nm) and different types of channel doping ($Si$ in Fig. 2a and $SiGe$ in Fig. 2c). $V_{Cap}$ and $V_{GAN}$ represent the back GP-P and GP-N biases, respectively.

3.1. DC characteristics and hysteresis

Figs. 2–4 show the typical output device characteristics: sharp switch, low leakage current, tunable triggering voltage $V_{t1}$ and hysteresis. The need to keep the PIN diode in OFF state requires robust barriers that block the injection of carriers into the channel. In ultrathin devices, the $L_p$ barrier is strong enough even at $V_{GBP} = 0$ V featuring a very low leakage current ($I_{leak} < 10^{-11}$ A) but degraded sharp switching. A thicker film ($t_{Si} = 12$ nm) is needed to reinforce the electron barrier while negatively biasing the GP-P ($V_{GBP} = 2$ V). The sharp switch is recovered for $V_{GBP} = 1$ V, as shown in Fig. 2b. The feedback between the barriers is affected by the silicon film thickness. In ultrathin films, the recombination rate of carriers increases, as dominated by the interfaces, and the effective carrier lifetime decreases. Numerical simulations with reduced carrier lifetime confirmed the degradation of the switch sharpness [5]. In order to trigger the feedback mechanism between the barriers and retrieve the sharp switch, two solutions have been tested. The first approach consists in negatively biasing the GP-P; however, $V_{GBP} = 2$ V is not sufficient to retrieve the sharp switch and the characteristics are similar to those in Fig. 2a. It seems that the lifetime is too short and does not allow the carriers injected through one barrier to reach the second barrier and initiate the feedback mechanism. The second solution is to increase the film thickness from 6 nm to 12 nm; a steep switch over >6 decades of current is indeed observed in Fig. 2b. With SiGe body, the barriers are weaker and the carriers can be injected more easily than in devices with Si channel. This leads to a slight reduction of triggering voltage $V_{t1}$, as seen in Fig. 2c, that is attractive for low-power circuits.

![Fig. 1. Schematic of Z3-FET architecture in advanced FDSOI technology: (a) $t_{Si} = 6$ nm, (b) $t_{Si} = 12$ nm and (c) partially N-doped channel.](image-url)
The transfer characteristics $I_A-V_{GBN}$ is shown in Fig. 3 which confirms the ability of the Z3-FET to switch from a low current in OFF state ($I_{OFF} < 1 \text{mA}$) to a high current in ON state ($I_{ON} > 1 \text{mA}$). While the ultrathin (6 nm) Z3-FET shows $V_{th} = 90 \text{mV/decade}$ sub-threshold swing (Fig. 3a), the thicker (12 nm) device exhibits a sharp switch (Fig. 3b). A higher anode voltage further improves the switching performance. Similar vertical slope characteristics are obtained by back-sweeping $V_{GBP}$ as shown in Fig. 5. The Z2-FET, governed by its front-gate, features a sharper OFF to ON state transition ($V_{th} = 1 \text{mV/decade}$) than the Z3-FET ($V_{th} = 7 \text{mV/decade}$, Fig. 3b), which is operated by the back-gates through a thick oxide (BOX). The turn-on voltage is controlled by the potential difference between the anode and GP-N ($V_A - V_{GBN}$). As $V_A$ increases, a higher $V_{GBN}$ is needed to block the device, as shown in Fig. 3b.

As $V_{GBN}$ increases, the holes injection barrier is stronger, hence a higher $V_{th}$ is needed to turn on the device. The evolution of triggering voltage with $V_{GBN}$ is presented in Fig. 4a and b.
showing that $V_{t1}$ is very sensitive to the back-gate bias ($\Delta V_{t1}/\Delta V_{GPN} = 900 \text{ mV/V}$).

In ultrathin devices with grounded GP-P, the impact of the channel length on the triggering voltage $V_{t1}$ is low (Fig. 4a). On the other hand, devices with thicker $t_{Si}$ need a negative $V_{Gbp} = -2 \text{ V}$ to achieve the sharp switch. The strong coupling between the GP bias and the channel makes the ON voltage $V_{t1}$ adjustable up to 2 V. This coupling effect reduces as device length decreases (hexagon symbols, Fig. 4b) because the barriers are weaker.

In the following, we discuss the hysteresis. The output $I_{A}-V_{A}$ curves in Fig. 5 show that the device is in OFF state at relatively low bias ($V_{A} < 2 \text{ V}$) and turns ON sharply when $V_{A}$ reaches the triggering voltage $V_{t1}$. As $V_{A}$ is swept back, a small anti-clockwise hysteresis is observed until $V_{A}$ is able to turn the device OFF. Since the robustness of $L_{0}$ barrier is improved with $V_{GDN}$, the triggering voltage is increased and the hysteresis window is enlarged, as illustrated in Fig. 5.

It is important to note that the electrostatic control of the device barriers can decrease with increasing the reverse bias of the diode formed by the GPs (see Section 3.3). In this case, the barriers are relatively weaker and the OFF state is retrieved for lower sweep-back $V_{A}$. As a result, the hysteresis window is wider, which is beneficial for promoting the $Z^{3}$-FET as a competitor of 1T-DRAM memory.

### 3.2. Impact of operating temperature

Some applications require high device performance in a wide temperature range. For that purpose, the $Z^{3}$-FET was characterized at room temperature and high temperature (125 °C). Fig. 6 shows that the $Z^{3}$-FET is also functional at high temperature. The switch from OFF to ON state is slightly affected by the operating temperature, as seen in Fig. 6a. Fig. 6b shows that the reduction of $V_{t1}$ is equal to 0.4 V ($\Delta V_{t1}/\Delta T = -3 \text{ mV/°C}$). However, the quasi-linear dependence of $V_{t1}$ on $V_{GDN}$ is maintained from room temperature up to 125 °C. The $V_{t1}$ variation also increases when reducing the device length ($-5 \text{ mV/°C}$ for $L_{0} = L_{p} = 200 \text{ nm}$ and $-2 \text{ mV/°C}$ for $L_{0} = L_{p} = 500 \text{ nm}$), as presented in Fig. 6c. Finally, the $I_{ON}/I_{OFF}$ ratio, $10^{8}$ at room temperature, reduces to $10^{7}$ at 125 °C, since the thermal energy of carriers increases at higher temperature [17,18] and they can easily cross the device from node to node. Considering these results, it can be concluded that the small temperature-dependence of $Z^{3}$-FET is an asset for ESD protection schemes.

### 3.3. High voltage

The advantage of having the triggering voltage modulated by the GPs allows using the $Z^{3}$-FET as a high voltage device. Increasing $V_{GPN}$ to 7 V requires in principle a higher anode voltage $V_{A}$ to turn ON the device. However, the actual mechanism is more subtle and depends on the channel length, as shown in Fig. 7. In long $Z^{3}$-FET, $V_{t1}$ (V$_{GDN}$) is a monotonic function (Fig. 7a), whereas in short device $V_{t1}$ decreases for $V_{GPN}$ higher than 5 V (Fig. 7b). This means that the hole injection barrier starts to shrink for $V_{GDN} > 5 \text{ V}$, which seems counter-intuitive. We explain this surprising effect by the expansion of the depletion region of the reverse-biased diode formed by the two GPs below the BOX. The width $W_{dep}$ of the junction depletion region is calculated for different doping concentrations in Fig. 7c. In the studied case ($N_A = N_D = 10^{18} \text{ cm}^{-3}$ for GP-P and $N_A = N_D = 10^{20} \text{ cm}^{-3}$ for GP-N, $V_{GPN} = -2 \text{ V}$).

---

**Fig. 5.** Output $I_{A}-V_{A}$ curves showing sharp switching and gate controlled hysteresis for various $V_{GAP}$. $V_{GAP} = -1 \text{ V}$, $L_{n} = L_{p} = 200$, $t_{Si} = 12 \text{ nm}$, 1 mA current compliance.

**Fig. 6.** (a) DC $I_{A}-V_{A}$ curves for two temperatures: high temperature $T = 125^\circ \text{C}$ (red square symbols) and room temperature (blue circle symbols) for various $V_{GDN}$ and $V_{GAP} = -2 \text{ V}$. (b) $V_{t1}$ versus GP-N bias at $T = 25^\circ \text{C}$ and $125^\circ \text{C}$. (c) Variation of $\Delta V_{t1}/\Delta T$ with device length. $t_{Si} = 12 \text{ nm}$, 1 mA compliance. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
GP-N respectively), the depletion zone reaches 150 nm at $V_{GP} = V_{CDB} - V_{CAB} = 8$ V. Thus the electrostatic control of the GPs on the channel decreases, implying narrower barriers and a $V_t$ reduction for $V_{GP} > 5$ V, as noticed in Fig. 7b. The channel control is retrieved by increasing the device length ($L_n = L_p = 500$ nm, Fig. 7a) can sustain high anode voltage up to 8 V without device breakdown. A second solution is to use heavier doping in GPs: for $N_A = N_D = 10^{19}$ cm$^{-3}$, the space charge region of the diode falls down below 40 nm even at high voltage (Fig. 7c). However, overdoping the ground planes (by ion implantation) may also affect the body doping. Note that the diode formed by the two GPs is always reversed biased and exhibits negligible leakage current.

3.4. TLP measurements

The ESD behavior was investigated with transmission line pulse (TLP) characterization [19,20]. We used different pulse widths ($t_{PW} = 5$ and 100 ns) and native rise time ($\approx 300$ ps), $V_{CDB} = 2$ V and $V_{CAB} = -2$ V. Typical measurements are shown in Fig. 8. The high current regime is dominated by self-heating where the temperature rise degrades the mobility and eventually leads to thermal runaway causing device breakdown. As noticed in Fig. 8a, the heating is reduced for shorter pulse widths, where the failure current $I_{f2}$ of short Z$^2$-FET ($L_p =$
Ln = 200 nm) is improved from 4.9 mA/µm for tpw = 100 ns up to 7.6 mA/µm for tpw = 5 ns. The maximum current value and the triggering voltage $V_{t1}$ depend on device length. Shorter Z3-FETs show improved performance: easier triggering with smaller $V_{t1}$ and higher current capability (Fig. 8a). The evolution of failure current $I_{t2}$ with device length is presented in Fig. 8b. It is confirmed that $I_{t2}$ increases for shorter pulse widths and decreases with the device length. Thanks to the high performance, even at tpw = 100 ns, the Z3-FET stands as a viable candidate for protection against HBM-type (Human Body Model) ESD events. Thanks to the high performance, even at tpw = 100 ns, the Z3-FET stands as a viable candidate for protection against HBM-type (Human Body Model) ESD events.

4. Doped Z3-FET

The undoped variant of Z3-FET features excellent performance but requires a negative bias on GP-P and a positive bias on GP-N, which is unsuitable in some applications. In order to address this issue, a new variant has been fabricated with a highly doped Ln part of the channel (Fig. 1c). The device behavior is discussed in the following section.

4.1. Static DC leakage characteristics

The $I_d$-$V_a$ characteristics of the doped Z3-FET are presented in Fig. 10 for different geometries (Fig. 10a) and various $V_{GAP}$ bias values (Fig. 10b). The N-doped Ln region of the channel forms a natural strong barrier against hole injection, avoiding the positive bias of the GP-N. Hence, the device is blocked even without back-gate bias (Fig. 10a). By contrast, the Ln region is left undoped and shows a clear dependence on GP-P bias (Fig. 10b). In short devices, the GP-N barrier is narrow and cannot prevent completely the injection of holes toward the cathode. Since at $V_{GAP} = 0$ V the GP-P barrier is weak, the leakage current is too high. In order to avoid leakage, the device length can be increased (Fig. 10a). An alternative solution, effective in both short and long devices, is to negatively bias the GP-P (Fig. 10b). When the barriers are broader (long device) and higher ($V_{GAP} < 0$), the triggering voltage increases as shown in Fig. 10a.

4.2. TLP measurements

Fig. 11 shows the S-shaped negative-resistance characteristic for the partially N-doped device with no back-gate bias which is an important feature for ESD chip designers. Compared to undoped device with the same length ($L_p = L_n = 200$ nm, Fig. 8a), the doped Z3-FET exhibits a higher triggering voltage ($V_{t1} = 2.5$ V in Fig. 11) with similar failure current $I_{t2} = 7.2$ mA/µm. Nevertheless, the dynamic resistance $R_{ON}$ is increased in doped devices due to the high recombination rate in the channel.

5. Conclusion

A gateless band-modulation device (Z3-FET) was proposed and demonstrated experimentally in the most advanced FDSOI technology. Several variants with different silicon film thicknesses and doping levels were studied. High performance in terms of triggering, leakage current and failure current have been reported. For proper operation, the film thickness is very important, thicker devices showing sharper characteristics. Experiments showed that the Z3-FET characteristics are weakly dependent on temperature. Finally, the high regime current, investigated with TLP measurements, confirmed that Z3-FETs can serve as robust ESD protection element, high-voltage device, 1T-DRAM memory and, thanks to the absence of the top gate, as ion-, photo-, and radiation sensors.
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Abstract
In this work, a comparison between 1T-1R RRAM arrays, manufactured either with amorphous or poly-crystalline Metal–Insulator–Metal (MIM) cells, is reported in terms of performance, reliability, Set/Reset operations energy requirements, intra-cell and inter-cell variability during 10k endurance cycles and 100k read disturb cycles. The modeling of the 1T-1R RRAM array cells has been performed with two different approaches: (i) a physical model like the Quantum Point Contact (QPC) model was used to find the relationship between the reliability properties observed during the endurance and the read disturb tests with the conductive filament properties; (ii) a compact model to be exploited in circuit simulations tools which models the I–V characteristics of each memory cells technology.

1. Introduction

Resistive Random Access Memories (RRAM) technology gathered significant interest for several applications [1–3]. RRAM behavior is based on the possibility of electrically modifying the conductance of a Metal–Insulator–Metal (MIM) stack: the Set operation moves the cell in a low resistive state (LRS), whereas Reset brings the cell in a high resistive state (HRS) [4,5]. To activate such a switching behavior, some technologies require a preliminary Forming operation [6–8].

The choice of a proper Metal-Insulator–Metal (MIM) technology for RRAM cells, exhibiting good uniformity and low switching voltages, is still a key issue for array structures fabrication and reliable electrical operation [9]. Such a process step is mandatory to bring this technology to a maturity level. In this work, a comparison between 1T-1R RRAM 4kbits arrays manufactured either with amorphous [5] or poly-crystalline [10] HfO₂ is performed. In amorphous HfO₂ the conduction mainly occurs through a conductive filament with a variable concentration of defects, whereas in poly-crystalline HfO₂ the conduction occurs only through grain boundaries with a very low defect concentration. The differences in terms of conduction properties and defect concentrations translate into different switching properties [9], with several implications on inter-cell variability (variations between cells) and intra-cell variability (cycle-to-cycle variations of any given cell).

In this work, that is an extended yet complete picture of the results presented in [11], a comparison in terms of performance, reliability, Set/Reset operations energy requirements, intra-cell and inter-cell variability during 10k endurance cycles is reported. In addition to the previously presented results, 100k read disturb cycles were performed to deepen the understanding of the reliability of each technology. Moreover, to understand the relationship between the reliability properties observed during the endurance and read disturb tests and the conductive filament properties, Quantum Point Contact (QPC) modeling [12] was used, since it allows to correctly represent the measured I–V characteristics independently from the conduction mechanism. Even if the QPC allows to model the conductive filaments properties taking into account the cell-to-cell variability, it offers a technology description that sometimes is complex to be implemented in circuit simulation tools. To this extent, an equivalent circuit model able to offer a simpler description of the devices was applied and validated on both MIM technologies. The memory cells used in this work can be modeled using a diode-resistance equivalent circuit model. The model parameters extracted from the fittings of experimental I–V curves can provide additional information about electrical properties of the memory cells to be exploited in the design of RRAM arrays.
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2. Experimental setup

The 1T-1R memory cells in the 4kbits arrays are constituted by a select NMOS transistor manufactured with a 0.25 μm BiCMOS technology whose drain is in series to a MIM stack. The wordline (WL) voltage applied to the gate of the NMOS transistor allows setting the cell current compliance. The cross-sectional Scanning Transmission Electron Microscopy (STEM) image of the cell and the 1T-1R cell schematic are reported in Fig. 1. The variable MIM resistor is composed by 150 nm TiN top and bottom electrode layers deposited by magnetron sputtering, a 7 nm Ti layer, and a 8 nm HfO2 layer deposited with two different Atomic Vapour Deposition (AVD) processes resulting either in amorphous (A) or polycrystalline (P) HfO2 films, respectively. The resistor area is equal to 1 mm². Amorphous films have been integrated also with a resistor area equal to 1 μm². This latter process option shows improved reliability and performance [4]. The Forming/Set/Reset operations on the arrays were performed by using an Incremental Pulse and Verify algorithm. The bitline (BL), sourceline (SL) and WL voltages applied during Forming, Set, Reset and Read operations are reported in Table 1. Reset operations were performed by applying the highest WL voltage available (2.8 V on array A and 2.5 V on array P) to maximize the cells switching yield while avoiding the breakdown of the MIM [13]. Pulses were applied during Forming by increasing Vwl with ΔVwl = 0.01 V, whereas during Set and Reset ΔVwl = 0.1 V and ΔVwl = 0.1 V have been used, respectively. Each pulse featured a duration of 10 μs, with a rise/fall time of 1 μs to avoid overshoot issues. Set operation was stopped on a cell when the read-verify current reached 20 μA, whereas Reset was stopped when 10 μA was reached. Forming, Set and Reset BL/SL voltages necessary to reach the requested read-verify current targets are extracted from the characterization data and labelled as VFORM, VSET and VREAD, respectively.

3. Experimental results

Arrays using A-HfO2 (A-array) with resistor area of 0.4 μm², 1 μm² and P-HfO2 (P-array) resulted in a Forming Yield (calculated as the cell percentage showing a read verify current after forming Iread ≥ 20 μA) of 58%, 90% and 95%, respectively. Fig. 2 shows the average current ratios between Low Resistive State (LRS) and High Resistive State (HRS) read currents (IILRS/IILRS), calculated on the entire cells population during SET/RESET cycling at VREAD = 0.2 V on A-array and P-array, and their relative dispersion coefficient. The minimum current ratio that allows to correctly discriminate between HRS and LRS, defined as IILRS/IILRS > 2, is indicated for comparison [5]. The average ratios of A-arrays with resistor area of 0.4 μm² and 1 μm² go under the minimum ratio limit after 200 and 1k cycles, respectively. To evaluate the cell-to-cell variability the dispersion coefficient of IILRS and IHRS distributions, defined as (σ2/μ), has been used. P-array showed higher Ratio (≈2.8) even after 10k cycles, but also a higher dispersion coefficient after Forming (i.e., cycle 1). The grain boundaries conduction mechanism in the poly-crystalline HfO2 structure could be the reason of the higher cell-to-cell variability in P-arrays [14]. A-array with resistor area of 1 μm² shows a slightly higher average ratio than A-array with resistor area of 0.4 μm².

Fig. 3 shows a comparison between IILRS and IHRS cumulative distributions measured at cycle 1 and after the endurance test: A-arrays show more compact distributions at cycle 1, however after the endurance test P-array shows a higher percentage of correctly switching cells reaching the Set/Reset verify targets. IHRS cumulative distribution in P-array show a longer tail at cycle 1 compared to A-arrays. After 10k cycles only an increase of the tail in P-array can be observed whereas on A-arrays a strong shift of the distributions towards higher currents occurs, resulting in a higher number of cells not reaching the Reset threshold. IHRS cumulative distribution in A-array with resistor area of 1 μm² shows lower currents at cycle 1 than A-arrays with resistor area of 0.4 μm², however after 10k cycles IHRS cumulative distributions are very similar. In ILRS cumulative distributions a tail creation of cells not able to reach the Set threshold can be observed on P-arrays after 10k cycles, whereas on A-arrays a strong shift of the distributions towards lower currents occurs, resulting in a higher number of cells not reaching the Set threshold especially when cells with resistor area of 0.4 μm² are considered. A-array with resistor area of 0.4 μm² shows a high number of cells not reaching the Set threshold even at cycle 1.

Fig. 4 shows the average Set and Reset switching voltages (VSET, VRES) and their relative dispersion coefficients: lower VSET and VRES are required on P-array which shows no variations during the endurance test, whereas VSET, VRES increase on A-arrays during cycling. VRES on P-array shows the highest variability. A-arrays show similar behavior of the average VSET and VRES (a lower average VSET is observed on A-array with larger resistor area only up to 500

Table 1

<table>
<thead>
<tr>
<th>Operation</th>
<th>VFORM [V]</th>
<th>VSET [V]</th>
<th>VREAD [V]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forming</td>
<td>0</td>
<td>2–3.2</td>
<td>1.5</td>
</tr>
<tr>
<td>Set</td>
<td>0</td>
<td>0.2–3.2</td>
<td>1.5</td>
</tr>
<tr>
<td>Reset</td>
<td>0.2–3.2</td>
<td>0</td>
<td>2.5 (A)/2.8 (P)</td>
</tr>
<tr>
<td>Read</td>
<td>0</td>
<td>0.2</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Fig. 1. Cross-sectional STEM image (a) and schematic (b) of the 1T-1R cell integrated in the arrays.

Fig. 2. IILRS/IILRS current ratio average values (a) and dispersion coefficients (b) calculated during cycling.
cycles), while a higher $V_{SET}$ and $V_{RES}$ dispersion can be observed in A-array with smaller resistor area.

Fig. 5 shows the cumulative distributions of Forming, Set and Reset switching voltages at cycle 1 and after the endurance test: Forming, Set and Reset algorithms starting point and last attempt are indicated, corresponding to the first and the last voltage pulse available in the incremental pulse and verify procedure. P-array requires lower $V_{SET}$ and $V_{RES}$ but higher $V_{FORM}$ if compared to A-array with the same resistor area. A-array with larger resistor area requires higher $V_{FORM}$, moreover it can be observed that $\approx40\%$ of the devices with smaller resistor area reached the forming threshold at $V_{FORM} = 2$ V, corresponding to the first attempt of the Forming Algorithm. Since P-array shows a more compact distribution on $V_{SET}$ and a larger $V_{RES}$ than A-arrays, faster Set operation could be reliably used on P-array, whereas on Reset an incremental pulse...
with verify technique is required to ensure good reliability. A-arrays show large distributions on both $V_{SET}$ and $V_{RES}$, hence the adaptation of incremental pulse with verify techniques is mandatory on such arrays.

Fig. 6 shows the average energy required to perform Set and Reset operations on a single cell: P-array shows lower power consumption with a lower increase during cycling. A-arrays with different resistor area show similar power consumption during Reset operation, whereas a lower consumption during Set is observed on A-array with larger resistor area only up to 500 cycles. The overall energy required to create/disrupt the conductive filament during Set/Reset operations has been calculated as:

$$E = \sum_{i=1}^{n} V_{pulse_i} \ast I_{pulse_i} \ast T_{pulse} + V_{read} \ast I_{read} \ast T_{read}$$

where $n$ is the number of Reset pulses applied during incremental pulse operation, $V_{pulse_i}$ is the pulse voltage applied at step $i$, $I_{pulse_i}$ is the current flowing through RRAM cell during pulse $i$ application, $T_{pulse} = 10 \mu$s is the pulse length, $V_{read} = 0.2$ V is the read voltage applied during verify operation, $I_{read}$ is the current read during read verify step $i$, and $T_{read} = 10 \mu$s is the verify pulse length.

In the considered RRAM cells the read signals has the same polarization of the Set operation (both pulses are applied on the BL), hence the read disturb could only be a problem on cells in HRS state since a very long sequence of read pulses could slowly re-create the conductive filament, resulting into an undesired switch from HRS to LRS [13]. Read disturb has been evaluated on cells in HRS state for each considered technology: Fig. 7 shows the average HRS read current and its relative standard deviation measured during 100k read operations. P-array shows the highest read current variation, confirming that on such technology due to the high leakage currents it is easier to create conductive paths.

4. 1T-1R cells modeling

Extracting and modeling suitable parameters for the $I$–$V$ characteristics is important to gather statistical information for any kind of non-volatile memory [15]. In the RRAM arrays of this work, $I$–$V$ characteristics have been measured after-forming and modeled with two different approaches: in order to understand the differences on the conductive filament properties and variability QPC modeling has been used as in [16], while an equivalent circuit model [17] was used to obtain a description implementable in circuit simulation tools.

4.1. QPC modeling

Reset $I$–$V$ characteristics measured after-forming were used to analyze the conductive filament properties through QPC model. HRS current is calculated according to the expression:

$$I = \frac{2e}{T} \frac{G}{G_0} \left( eV + \frac{1}{2} \ln \left( \frac{1 + e^{(\Phi - \phi)/eV}}{1 + e^{(\Phi - \phi - 2V)/eV}} \right) \right)$$

where $\Phi$ is the barrier height (bottom of the first quantized level), $x = t_0 \pi a^2 \sqrt{m^*/\Phi}$ is a parameter related to the inverse of the potential barrier curvature (assuming a parabolic longitudinal potential), $m^* = 0.44m_e$ is the effective electron mass and $t_0$ is the barrier thickness at the equilibrium Fermi energy. $\beta$ takes into account how the potential drops at the two ends of the filament: $\beta = 1$ has been used since the constriction is highly asymmetric [16]. $G/G_0$ is a conductance parameter equivalent to the number of filaments at very low voltages: in a very approximate way, a single highly conductive filament can be viewed as a parallel combination of elementary nanowires [18].

$I$–$V$ Reset operation has different impacts from cell-to-cell, resulting either into a break or a modulation of the conductive filament (CF) [8,16]. In the former case the presence of a potential barrier is assumed, hence fitting is performed considering $G/G_0 = 1$ and the average barrier length $d$ and radius of the constriction $r$ are calculated according to [12]. In the latter case, assuming the absence of a potential barrier, the normalized conductance of the filament $G/G_0$ is calculated. The percentage of cells resulting either into a CF break or modulation are reported in Table 2: the high leakage current in P-array makes very difficult to completely interrupt the conductive path hence the lowest percentage of CF break is obtained, whereas the highest percentage is obtained on A-array with the larger resistor area. The cumulative distributions of $x$ and $\phi$ fitting parameters calculated on the CF break cells are reported in Fig. 8.

Average value and standard deviation of the fitting parameters are reported in Table 3. The cumulative distributions of calculated barrier length $d$ and radius $r$ of the CF constriction are reported in Fig. 9, while the average value and standard deviations are reported in Table 4. A-array with the small resistor area shows the largest radius with the lowest barrier length: the presence of

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
</tr>
<tr>
<td>A, 1 $\mu$m$^2$</td>
</tr>
<tr>
<td>A, 0.4 $\mu$m$^2$</td>
</tr>
<tr>
<td>P 0.4 $\mu$m$^2$</td>
</tr>
</tbody>
</table>
integrated with lower area are affected by a higher defect concentration that eases the Reset process and therefore results in a lower potential barrier in the HRS. P-array shows the largest barrier with the highest variability: the highest barrier is the reason of the higher average ratio between HRS and LRS, while the high variability generates the high current variability observed in HRS.

In case of CF modulation fitting has been performed assuming large negative $\Phi$ values, $\alpha$ fixed to 1 (even if $\alpha$ and $\Phi$ play no role in such condition) and $G/G_0 \geq 1$ due to the presence of the residual filament. Fig. 10 shows the cumulative distribution of $G/G_0$ conductance values fitting parameters used on hard to disrupt cells: it can be observed that A-array with the larger resistor area shows the lowest variability, which is the reason of the lowest HRS current variability observed during Reset with the Incremental Pulse and Verify algorithm. Average value and standard deviation of the fitting parameter $G/G_0$ are reported in Table 5.

### 4.2. Equivalent circuit modeling

Electrical models are a powerful tool to analyze memory cells and circuits based on Resistive Switching (RS) devices allowing evaluating characteristics like power consumption or performance in large RS devices arrays [17,19]. To model the experimental $I-V$ curves during both RS states (i.e., LRS and HRS) we use a Diode-Resistor based circuit (Fig. 11) where the resistance ($R$), the diode saturation current ($I_s$) and diode ideality factor ($n$) are the parameters of the model [17]. $V_{VAP}$ represents $V_{SD}$ or $V_{ST}$, which are the applied voltages to produce the Set and Reset processes respectively.

To fit all the experimental $I-V$ curves an automatized process has been developed to extract model parameters values (Tables 6 and 7) for each curve. Fig. 12 shows some examples of experimental LRS $I-V$ curves (circles) before the Reset process and the simulated curves using the circuit model of Fig. 11 with suitable parameters (continuous lines). As can be observed, the model fits perfectly with the experimental results for both amorphous and poly-crystalline samples. For each kind of samples, the analyzed
The transistor effect on the electrical characteristics of the memory cell and the array structure where the drive voltage range was limited by the Reset voltage that is lower for the poly-crystalline samples. 

The same automatic process was also used to fit HRS $I-V$ curves for both samples types. Fig. 13 shows experimental HRS $I-V$ curves (circles) before the Set process and the corresponding simulated curves (continuous lines). Amorphous samples show very noisy $I_{HRS}$ currents at low voltages (<1 V) that could be caused by the nature of the memory cell and the array structure where the drive transistor effect on the electrical characteristics of the memory must be analyzed in detail. This noisy current must be neglected to avoid errors during the fitting process. For this reason, $I_{HRS}$ values for $V_{BL}$ below 1 V are not considered to force better fittings for voltages larger than 1 V, where the $I-V$ curves are not affected by the noise. This consideration affects the obtained model parameters values (Tables 6 and 7). Thus, the best fittings for the amorphous HRS $I-V$ curves require a mean $R$ parameter value (6.25 KΩ) which is lower than the one obtained for the LRS (25.84 KΩ). This low value of the $R$ parameter at HRS combined to the very low value of $I_h$ at HRS (6.39e-8A) provides the best fitting between the experimental and the modeled curves.

5. Conclusions

1T-1R RRAM arrays manufactured with P-HfO₂ shows several advantages compared to A-HfO₂ even considering their improved process: higher current Ratio, lower switching voltages, lower power consumption, minor endurance degradation and higher overall yield. Moreover, P-array show very low $V_{SET}$ variability, hence faster Set operation could be reliably performed. P-array disadvantages are represented by the larger HRS distribution after Forming, the higher Reset voltage dispersion, the lower read disturb immunity and the higher $V_{FORM}$ if compared to A-array with the same resistor area, however it must be pointed out that such operation is performed only once. The grain boundaries conduction mechanism in the poly-crystalline HfO₂ structure could be the reason of the higher cell-to-cell variability observed in P-arrays. QPC modeling allowed showing that the higher uniformity observed on A-array with the large resistor area can be ascribed to a lower conductive filament shape variability in terms of radius of the constriction and barrier height, whereas the P-array shows the highest variability in terms of conductive filament shape: the reason could be ascribed again to the different conduction mechanism and the higher leakage currents observed on such technology. A diode-resistor equivalent circuit model correctly fits the experimental RS $I-V$ characteristics of poly-crystalline and amorphous samples for both LRS and HRS. However, noisy current levels at low voltages, especially for amorphous samples, could lead to a non-well fitted curve. Thus, it is needed to remove them for a suitable current fitting at larger voltages.

Acknowledgments

This work was supported by the European Union’s H2020 research and innovation programme under grant agreement No.
G40073 and by ENIAC Joint Undertaking 2013-2, PANACHE No. 621217. UAB authors acknowledge funding from the Spanish MINECO and ERDF (TEC2013-45638-C3-1-R) and the Generalitat de Catalunya (2014SGR-384).

References

Inverse-magnetostriction-induced switching current reduction of STT-MTJs and its application for low-voltage MRAM

Yota Takamura a,⇑, Yusuke Shuto b, Shu'ichiro Yamamoto b, Hiroshi Funakubo c, Minoru Kuribayashi Kurosawa a, Shigeki Nakagawa a, Satoshi Sugahara a,b

a School of Engineering, Tokyo Institute of Technology, Tokyo, Japan
b Laboratory for Future Interdisciplinary Research of Science and Technology, Tokyo Institute of Technology, Yokohama, Japan
c School of Materials and Chemical Technology, Tokyo Institute of Technology, Yokohama, Japan

A R T I C L E   I N F O
Article history:
Available online 15 October 2016
The review of this paper was arranged by Viktor Sverdlov

A B S T R A C T
A new spin-transfer torque (STT) magnetic tunnel junction (MTJ) using an inverse magnetostriction (IMS) material for the free layer is proposed for low-voltage MRAMs. The MTJ is surrounded by a piezoelectric gate structure so that a pressure for introducing the IMS effect can efficiently be applied to the free layer without any high-yield-strength support structure. During STT-induced magnetization switching, the energy barrier height for the switching can be lowered by the IMS effect, and thus a critical current density ($J_C$) for the magnetization switching can dramatically be reduced. Energy performance of a low-voltage STT-MRAM cell using the proposed MTJ and a FinFET is also demonstrated.

© 2016 Published by Elsevier Ltd.

1. Introduction

Low-voltage (or near-threshold voltage) operations of complementary metal-oxide-semiconductor (CMOS) logic systems have attracted considerable attention owing to the ability of dramatic reduction of dynamic and static power dissipation [1]. In particular, low-voltage (~0.3–0.4 V) operations can minimize the energy dissipation (or maximize the energy efficiency) of logic systems [1], and thus this operation mode is promising for always-on applications such as various wearable devices [2]. Nonvolatile data retention adaptable to low-voltage operations is highly requested for these applications. However, in general, it is difficult for flash and other emerging nonvolatile memories to satisfy this requirement, since the low-voltage write operation degrades the data retention performance.

Spin-transfer torque (STT) magnetic tunnel junctions (MTJs) could be a candidate for a low-voltage nonvolatile memory element owing to the current-driven operation behaviour of the MTJs, i.e., as far as the critical current density ($J_C$) for their current-induced magnetization switching (CIMS) can be obtained at a desired low-voltage, there is no limitation for the (write-) operation voltage. Various efforts including perpendicular magnetic anisotropy electrodes have been paid to reduce $J_C$ [3]. Although $J_C$ can be reduced by lowering the energy barrier ($E_B$) of MTJs, this leads to the degradation of the thermal stability and thus the retention ability. Techniques for energy barrier reduction applied only during CIMS would be promising for managing low $J_C$ and high thermal stability. Saito et al. [4] proposed a switching field reduction technique based on the inverse magnetostriction (IMS) effect for field-induced magnetization switching of MTJs using a super magnetostriction material for the free layer. This technique would also be applied to $J_C$ reduction for CIMS of STT MTJs. Note that pressures (<1 GPa) required for energy barrier deformation of the IMS layer of such MTJs would be obtained using a piezoelectric (PE) material with a low voltage bias (discussed later).

In this paper, we propose a new STT MTJ using an IMS material for the free layer (hereafter, referred to as an IMS-MTJ) and computationally investigate IMS-induced switching current reduction of the IMS-MTJ. Energy performance of a low-voltage MRAM cell using the proposed IMS-MTJ and a high performance FinFET is also demonstrated.

2. Proposed IMS-MTJ

Fig. 1(a) shows schematic device structures of the proposed STT MTJ using an IMS material for the free layer. The device is comprised of perpendicularly magnetized ferromagnetic electrodes (pinned and free layers), a tunnel barrier (TB), and a PE gate surrounding the MTJ part. The torus-shape PE gate structure is originally proposed for a piezoelectronic transistor [5]. The free layer consists of the IMS layer and high spin-polarization interfacial layer facing the TB. These two layers are magnetically coupled, i.e., the magnetization direction of the interfacial layer is governed
by that of the IMS layer. The PE gate acts as a stressor to the free layer. The polarization of the PE material is parallel to the z-axis (see Fig. 1(a)), and the electrodes of the PE gate are placed so as to apply an electric field parallel to the polarization. The PE gate exerts a compressive stress to the IMS layer. Therefore, the IMS layer needs to possess a negative magnetostrictive constant to reduce the energy barrier for the magnetization switching. Another possible configuration of the PE gate is shown in Fig. 1(b). The polarization of the PE material is toward the central axis of the MTJ pillar as shown in the figure, and thus the electrode is formed to surround the outer periphery of the PE material.

3. Modelling and calculation procedure

IMS-induced STT magnetization switching behaviour was analysed based on the LLG (Landau-Lifshits-Gilbert) equation with Slonczewski’s STT term [6,7]. In this study, we assumed that the IMS free layer had no in-plane magnetic anisotropy. When STT is exerted on the IMS layer of the IMS-MTJ, the time-evolution of the tilt angle \( \theta_M \) component of the magnetization can be derived from the LLG equation:

\[
\frac{d\theta_M}{dt} = -\gamma \frac{\partial}{\partial \theta_M} \left( E_1(\theta_M) + E_{\text{STT}}(\theta_M) \right),
\]

where \( \gamma \) is the gyromagnetic constant, \( M \) the saturation magnetization of the IMS layer, \( \alpha \) the damping factor, \( \theta \) the axis for the tilt angle \( \theta_M \) of the magnetization. \( E_1(\theta_M) \) is the internal energy of the magnetization given by

\[
E_1(\theta_M) = \left( K_U - 2\pi M^2 + \frac{2}{3} J \right) V \sin^2 \theta_M
\]

where \( K_U \) the uniaxial magnetic anisotropy energy density, \( \lambda \) the magnetostrictive constant (<0), \( P \) the pressure applied to the IMS layer, and \( V \) the volume of the IMS free layer. The first, second, and third terms in \( E_1(\theta_M) \) represent the uniaxial magnetic anisotropy energy, the demagnetization energy, and the magnetostrictive energy that expresses the IMS effect, respectively. Here, the IMS layer is assumed to have a cylindrical shape, and \( P \) is applied toward the central axis of the IMS-MTJ from the outer periphery of the IMS layer. \( E_{\text{STT}}(\theta_M) \) in Eq. (1) represents the potential energy for STT and it is given by [8],

\[
E_{\text{STT}}(\theta_M) = \frac{\hbar n}{2e\alpha} J \cos \theta_M.
\]

where \( n \) is the spin transfer efficiency and \( I \) the current passing through the IMS-MTJ. In this paper, the CIMS behaviour accompanied with/without the thermal excitation effect [9,10] were analysed using the energy curve \( E(\theta_M) = E_1(\theta_M) + E_{\text{STT}}(\theta_M) \) with its effective energy barrier height \( E_{\text{B}} \) for the magnetization switching, \( E_{\text{B}} \) is given by the difference between the maximum and initial value (at \( \theta_M = 0 \)) of \( E(\theta_M) \) as follows:

\[
E_{\text{B}} = E(\theta_{\text{max}}) - E(0)
\]

where \( J \) is the current density passing through the IMS-MTJ and \( l_n \) the thickness of the IMS layer. \( \theta_{\text{max}} \) is given by

\[
\theta_{\text{max}} = \cos^{-1} \left( \frac{\hbar n J}{2( K_U - 2\pi M^2 + \frac{2}{3} J )} \right)
\]

Eq. (4) clearly shows that \( E_{\text{B}} \) can be reduced by \( P \) and \( J \), i.e., by both the IMS and STT effects. The critical current density \( J_{\text{C}}(P) \) for the magnetization switching at \( T = 0 \) K can be defined as a current density when \( E_{\text{B}} = 0 \):

\[
J_{\text{C}}(P) = \frac{4\pi e l_n}{\hbar n} \left( K_U - 2\pi M^2 + \frac{2}{3} J \right)
\]

Note that when \( P = 0 \), \( J_{\text{C}}(P) \) corresponds to Slonczewski’s critical current density at \( T = 0 \) K for ordinary STT-MTJs [7]. For the description of the critical current density \( J_{\text{C}} \) at finite temperatures, a bit error rate (BER) of the IMS-MTJ needs to be introduced. Using BER of 10^-4, \( J_{\text{C}} \) can be written using the Koch model [10,11]:

\[
J_{\text{C}}(P) = J_{\text{C0}}(P) \left[ 1 - \frac{k_B T}{E_{\text{B}}(P)} \ln \left( \frac{1}{x \ln 10 \frac{t_p}{t_0}} \right) \right],
\]
where $k_B$ is the Boltzmann constant, $T$ the temperature, $t_p$ the pulse width of the current and pressure applied to the IMS layer, and $\tau_0$ the attempt time.

In this study, SmFe$_2$ [12] is used for the IMS material, since it possesses a large negative magnetostrictive constant. A device structure consisting of a CoFeB/MgO/CoFeB/SmFe$_2$ MTJ part and a PMN-PT [13] gate surrounding it is employed. The material constants and device parameters used in this study are shown in Tables 1 and 2, which were determined by reference to reported data [12–16]. Note that $D$ is defined by the energy barrier height for the switching at $P = 0$ MPa, i.e., $E_B(P = 0) = D$.

Operations of proposed STT-MRAM cells (shown later) were analysed by HSPICE with a 20-nm-technology FinFET PTM [17] and our developed MTJ macromodel [18]. This macromodel can closely fit experimentally observed electrical characteristics of ordinary MTJs within an error of 1.5% [18].

### 4. IMS-MTJ characteristics

Fig. 2 shows $E(\theta_M)$ for the IMS free layer as a function of tilt angle $\theta_M$ of the magnetization (see Fig. 1(a)). The energy curve can be deformed by the STT effect, resulting that the effective energy barrier height $E_B$ for the magnetization switching is reduced by $J$ (Fig. 2(a)). This behaviour is consistent with the free layer of conventional STT-MTJs. This effective energy barrier can be also lowered by applying $P$ to the free layer owing to the IMS effect (Fig. 2(b)). The STT magnetization switching (CIMS) occurs when the energy barrier disappears, and thus the IMS-induced barrier lowering is effective at reducing the critical current of the CIMS, as shown in Fig. 2(c). The effective barrier decreases with increasing $J$ depending on $P$, and $J_C^0$ can be reduced with increasing $P$, as shown in Fig. 3(a). For ordinary STT-MTJs, $J_C^0$ can be reduced by

### Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tunneling magnetoresistance: TMR</td>
<td>100%</td>
</tr>
<tr>
<td>Resistance-area product: RA</td>
<td>$2 \ \Omega \ \mu m^2$</td>
</tr>
<tr>
<td>Voltage at half-maximum TMR: $V_{\text{sat}}$</td>
<td>0.5 V</td>
</tr>
<tr>
<td>$J_C$ without the IMS effect</td>
<td>$2.5 \times 10^8 \ \text{A/cm}^2$</td>
</tr>
<tr>
<td>$J_C$ with the IMS effect</td>
<td>$0.1 \times 10^8 \ \text{A/cm}^2$</td>
</tr>
<tr>
<td>Resistance: $R_e(0)$ (Parallel mag.)</td>
<td>6.36 k$\Omega$</td>
</tr>
<tr>
<td>$R_{\text{sat}}(0)$ (Antiparallel mag.)</td>
<td>12.7 k$\Omega$</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTJ part</td>
<td></td>
</tr>
<tr>
<td>$K_u$ (MJ/m$^3$)</td>
<td>0.56</td>
</tr>
<tr>
<td>$M$ (T)</td>
<td>0.64</td>
</tr>
<tr>
<td>$\lambda$ (ppm)</td>
<td>-1258</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.005</td>
</tr>
<tr>
<td>$R$ (nm)</td>
<td>10</td>
</tr>
<tr>
<td>$l_m$ (nm)</td>
<td>2</td>
</tr>
<tr>
<td>$t$ (nm)</td>
<td>10</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>60</td>
</tr>
<tr>
<td>$H$ (T)</td>
<td>1</td>
</tr>
<tr>
<td>$\tau_0$ (ns)</td>
<td>1</td>
</tr>
<tr>
<td>$Y_{\text{MTJ}}$ (GPa)</td>
<td>40</td>
</tr>
<tr>
<td>$Y_{\text{PE}}$ (GPa)</td>
<td>60</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\epsilon_{33}$</td>
<td>741</td>
</tr>
<tr>
<td>$d_{31}$ (nm/V)</td>
<td>-0.852</td>
</tr>
<tr>
<td>$w_0$ (nm)</td>
<td>10</td>
</tr>
<tr>
<td>PE gate part</td>
<td></td>
</tr>
<tr>
<td>$Y_{\text{MTJ}}$ (GPa)</td>
<td>40</td>
</tr>
<tr>
<td>$Y_{\text{PE}}$ (GPa)</td>
<td>60</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.3</td>
</tr>
<tr>
<td>$\epsilon_{33}$</td>
<td>741</td>
</tr>
<tr>
<td>$d_{31}$ (nm/V)</td>
<td>-0.852</td>
</tr>
<tr>
<td>$w_0$ (nm)</td>
<td>10</td>
</tr>
</tbody>
</table>

$Y_{\text{MTJ}}, Y_{\text{PE}}$: Young modules of the MTJ and PE parts, $\nu$: Poisson’s ratio, $\epsilon_{33}$: Relative permittivity, $d_{31}$: Piezoelectric strain constant.

Fig. 2. Energy curves $E(\theta_M)$ for the IMS free layer of the IMS-MTJ, in which (a) $P$ is varied with $J = 0$, (b) $J$ is varied with $P = 0$, and (c) $P$ is varied with $J = 1 \ \text{MA/cm}^2$. $J$ and $P$ represent current density passing through the device and pressure applied to the IMS layer, respectively.

Fig. 3. (a) Effective energy barrier $E_B$ as a function of $J$, in which $P$ is varied from 0 to 200 MPa in steps of 50 MPa. (b) Spin-transfer torque magnetization switching efficiency of the IMS-MTJ as a function of $P$. 
lowering $\Delta (=E_B-J_0)$, which degrades thermal stability. However, $J_{CD}$ also diminished by $P$ without reducing $\Delta$ for the proposed IMS-MTJ, i.e., the IMS-MTJs can possess high thermal stability or retention ability. Fig. 3(b) shows CIMS efficiency of IMS-MTJs as a function of $P$. The CIMS efficiency is given by a ratio of the effective energy barrier $E_B(P)$ for the switching to the critical current $I_{C0}(P)$ [19]. The CIMS efficiency remains constant at a reasonable value regardless of $P$. 

Fig. 4(a) shows the BER as a function of $J$ at room temperature, in which $P$ is varied and the pulse width $t_p$ for $J$ and $P$ are fixed at 30 ns. The BER rapidly increases with decreasing $J$ for each $P$ condition, when $J$ is lower than $J_{CD}(P)$. Therefore, the critical current density $J_{CT}$ determined by a given BER is important in practice and used for the following discussion. Fig. 5 shows $J_{CT}$ as a function of $t_p$ for $BER = 10^{-6}$. The non-linear behaviour (concave upward decreasing function) of the $J_{CT}-t_p$ curve, which is commonly observed for ordinary STT-MTJs [9], appears for all the pressure conditions and $J_{CT}$ increases with decreasing $t_p$. The magnetization switching with $J_{CT} = 0.1 \text{ MA/cm}^2$ and $BER = 10^{-6}$ can be achieved for a moderate $t_p$ (several tens of nanoseconds).

5. Low-voltage MRAM application

Fig. 6(a) and (b) shows two types of MRAM cells using the IMS-MTJs shown in Fig. 1(a). The cell shown in Fig. 6(a) is the same configuration as conventional MRAM cells, i.e., the cell configuration with the drain-side MTJ connection (DSM cell). The cell shown
in Fig. 6(b) has a configuration with the source-side MTJ connection (SSM cell), in which the connected MTJ feeds back its voltage drop to the gate of the MOSFET. Since the degree of this negative feedback depends on the resistance states of the MTJ, the cell currents of the SSM cell can be effectively controlled by the magnetization configuration of the MTJ (shown later). In this study, a FinFET is used as a selector transistor for both the cells. Table 3 shows an operation architecture of these cells. Note that the IMS effect is not induced during the read operation, and it is employed only during the write operation. Fig. 7(a) and (b) shows $P$ as a function of $V_{PE}$ for the IMS-MTJs shown in Fig. 1(a) and (b). $V_{PE}$ represents a bias voltage of the PE gate.

**Fig. 7.** $P$ as a function of $V_{PE}$ for the IMS-MTJs shown in Fig. 1(a) and (b). $V_{PE}$ represents a bias voltage of the PE gate.

$m_{fin}=1, 2, 3$

![Cell currents as a function of $V_{DD}$ for (a) the DSM cell and (b) the SSM cell during the read operation mode.](image)

**Fig. 8.** Cell currents as a function of $V_{DD}$ for (a) the DSM cell and (b) the SSM cell during the read operation mode.
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![Magnetocurrent ratio as a function of $V_{DD}$ for the DSM and SSM cells during the read operation mode.](image)

**Fig. 9.** Magnetocurrent ratio as a function of $V_{DD}$ for the DSM and SSM cells during the read operation mode.

$m_{fin}=1$

![Cell currents as a function of $V_{DD}$ for the SSM cell during the write operation mode.](image)

**Fig. 10.** Cell currents as a function of $V_{DD}$ for the SSM cell during the write operation mode.

Table 2) for the IMS-MTJs shown in Fig. 1(a) and (b), respectively. $P$ required for the IMS-induced switching current reduction described above (several hundreds of MPa) can easily be yielded by $V_{PE}=0.2$ V or less, when a thin piezoelectric material is employed for the PE gate (see Table 2). Fig. 6(c) and (d) shows DSM and SSM cells using the IMS-MTJ shown in Fig. 1(b).

Fig. 8(a) and (b) shows cell currents as a function of $V_{DD}$ for the DSM and SSM cells, respectively, during the read operation, in which $V_{PE}$ and $V_{C}$ are set to zero and $V_{DD}$, respectively. Although the cell currents of the SSM cell are lower than those of the DSM cell, its magnetocurrent ratio (that is a rate of change of the cell current with respect to the gate voltage) is higher than that of the DSM cell, with the same values of $m_{fin}$ and $J_{CT}$.
currents in the parallel and antiparallel configurations: $\gamma_{MC} = (I_C - I_{AP})/I_{AP}$ is sufficiently high to distinguish the parallel and antiparallel states even at $V_{DD} = 0.3$ V, as shown in Fig. 9. In addition, the magnetocurrent ratio can be enhanced by the number of the fin channel of the FinFET, as shown in Fig. 9. On the other hand, the magnetocurrent ratio of the DSM cell is severely degraded for lower $V_{DD}$ operations. Note that when $V_{DD}$ is less than 0.4 V, the magnetization switching does not occur during the read operation (since the cell currents do not exceed $I_{CT}$ for $V_{PE} = 0$ V; see Table 1).

Fig. 10 shows cell currents during the write operation for the SSM cell (in which $V_{PE}$ is applied). The cell current can exceed $I_{CT}$ for the IMS-induced switching, when $V_{DD} \geq 0.2$ V. Fig. 11 shows the write energy for the SSM cells as a function of $V_{DD}$. Here, the energy to drive STT currents and the static energy for the PE gate to apply a pressure to the IMS free layers are included in the calculation. By reducing $V_{DD}$ from 0.9 V to 0.2 V, the write energy can be considerably reduced to 1/400. Note that the energy consumption of the PE gate is negligibly small in comparison with that of CIMS.

6. Conclusions

A new IMS-MTJ was proposed and computationally analysed for low-voltage STT-MRAM applications. The free layer of the IMS-MTJ consists of a thin IMS material film and high spin-polarization interfacial layer facing the tunnel barrier, and it is surrounded by a PE gate so that a pressure for introducing the IMS effect can efficiently be applied to the free layer without any high-yield-strength support structure. During STT-induced magnetization switching, the energy barrier height for the switching can be lowered by the IMS effect, and thus $I_C$ can be dramatically reduced. The write energy of a low-voltage STT-MRAM cell using an IMS-MTJ with a FinFET can be hugely reduced compared to conventional MRAM cells.
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