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Welcome to SpringSim’18

Welcome from the SpringSim’18 Conference Chairs

On behalf of the Organizing Committee, it is our pleasure to welcome you to the 2018
Spring Simulation Multi-conference in Baltimore, Maryland. Baltimore is the second-
largest seaport in the Mid-Atlantic and home to numerous Universities and Colleges.
The conference is organized by the Society for Modeling and Simulation International
(SCS), the World’s first-born international M&S society, which, from its foundation in
1952, has effectively engaged our community and continues to play a significant role in
advancing research and its contribution to practice. SpringSim’18 covers state-of-the-
art developments in M&S methodology, technology, performances and application in
disciplines as diverse as applied computing, industrial systems, communications and
networking, medicine and service systems.

We have an exciting program to offer our attendees this year. This includes
presentations of peer-reviewed original research papers, work in progress, student
demo and posters, keynote speeches, featured speeches, and tutorials delivered by
experts. This year’s conference consists of the following eight symposia:

Agent-Directed Simulation Symposium (Chaired by Yu Zhang and Gregory Madey),
Annual Simulation Symposium (Erika Frydenlund, Shafagh Shafer, and Hamdi Kavak),
Communications and Networking Symposium (Abdolreza Abhari and Hala ElAarag), High
Performance Computing Symposium (Layne Watson, Masha Sosonkina, Will Thacker and
Josef Weinbub), Symposium on Modeling and Simulation in Medicine (Jerzy Rozenblit and
Johannes Sametinger), Symposium on Theory of Modeling and Simulation (Fernando Barros
and Xiaolin Hu), Model-driven Approaches for Simulation Engineering confirming its success
for its 2nd year (Andrea D’Ambrogio and Umut Durak) and finally M&S and Complexity in
Intelligent, Adaptive and Autonomous Systems Symposium appearing for its 3rd year
(Saurabh Mittal, Jose L. Risco Martin, and Marco Luetzenberger)

We would like to thank the organizers of the symposia, their respective technical
program committees and reviewers for their effort in putting together the program.
As a Multi-conference, our success depends entirely on their contribution.

We have an exciting line-up of distinguished keynote speakers this year again; we would
like to express our gratitude to Dr. Alan Liu and Dr. Jerzy Rozenblit for accepting our
invitation to deliver keynote speeches. Dr. Alan Liu is the Director of the Virtual Medical
Environments Laboratory at the Val G. Hemming Simulation Center, Uniformed Services
University of the Health Sciences. His talk will highlight the design, construction, and use of the
Wide Area Virtual Environment, a unique training resource capable of simulating a very wide
range of medical scenarios for both military and civilian applications. Dr. Jerzy Rozenblit is a
Distinguished Professor and a Raymond J. Oglethorpe Endowed Chair in the Electrical and
Computer Engineering at The University of Arizona. His talk will highlight Enhancing Patients’
Safety through Simulation Modeling, High Technology, and Human Skills.
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This year we are continuing two initiatives launched in recent years: Featured Speakers
and Student M&S Demo Session. The Featured Speakers series spotlights authors of
invited papers in selected symposia. Featured Speaker is designed to emphasize state-of-
the-art contributions in chosen fields, as considered by the symposium Chairs. This year
our Featured Speakers are Xudong Zhang, Lin Zhang and Chungman Seo. We thank our
Featured Speakers for exposing new topics in Modeling and Simulation. The Demo
Session is in its second year and led by Salim Chemlal and Mohammad Moallemi.

It encourages students to display their running simulations that they have authored in
contributed papers. This year you will find topics such as M&S interface on a tablet device, to
complicated M&S tools running on a distributed platform. Some of this year's demos are
within the realm of healthcare, supply chain management, and dense crowd simulation.

We would like to thank our sponsors who have donated funds, software licenses and books and
which has made it possible for us to recognize best papers in the conference, support for student
travel, and provided an enhanced conference experience for our delegates. We sincerely thank the
Virginia Modeling, Analysis & Simulation Center (VMASC) and VMASC Industry Association. Our
sincere gratitude goes to our Organization Committee. We would like to thank Jose Padilla and Paul
Antoine Bisgambiglia (Proceedings Co-Chairs), Saikou Diallo (Sponsorship Chair), Saurabh Mittal
(Awards Chair), Youssef Bouanan and Joachim Denil (Publicity Co-Chairs), Deniz Cetinkaya, and
Marina Zapater (Tutorial Co-Chairs), Hamdi Kavak and Omer F. Keskin (WIP Co-Chairs) and Salim
Chemlal and Mohammad Moallemi (Student M&S Demo Session Co-Chairs).

We would also like to thank SCS Executive Director, Oletha Darensburg for
conference coordination activities, Carmen Ramirez for Website and Mike Chinni
for his help with the proceedings and digital libraries.

Finally, as social events, attendees will tour the John Hopkins Simulation Center in order
to appreciate the simulation activities in the Baltimore neighbourhood as well as a Cruise
on the Bay by Watermark to learn about historical Baltimore, Maryland and enjoy the heart
of the city of Baltimore.

Thank you for making SprimSim’18 a success through your participation. We look forward
to your continued participation in SpringSim’19.

Gregory Zacharewicz Andrea D’Ambrogio Umut Durak
General Chair Vice-General Chair Program Chair
University of Bordeaux, University of Rome Tor German Aerospace Center
France Vergata, (DLR)

Italy Germany
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HPC’18 General Chair’s Message

Welcome to the 26th High Performance Computing Symposium (HPC 2018), one of the longest
running symposia within SpringSim. This year we have 13 high quality papers, covering
algorithms, performance modeling of high end computing systems, hybrid parallel
programming, visualization, quantum chemistry, scheduling, parallel I/O, resilience, and
dynamical systems. We thank you for your participation in HPC 2018, and hope that you enjoy
your stay in Baltimore, perhaps finding time to attend some talks from the other symposia.

Layne T. Watsow

Layne T. Watson, General Chair
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ABSTRACT

For modern HPC systems, failures are treated as the norm instead of exceptions. To avoid rerunning ap-
plications from scratch, checkpoint/restart techniques are employed to periodically checkpoint intermediate
data to parallel file systems. To increase HPC checkpointing speed, distributed burst buffers (DBB) have
been proposed to use node-local NVRAM to absorb the bursty checkpoint data. However, without proper
coordination, DBB is prone to suffer from low resource utilization. To solve this problem, we propose
an NVRAM-based burst buffer coordination system, named collaborative distributed burst buffer (CDBB).
CDBB coordinates all the available burst buffers, based on their priorities and states, to help overburdened
burst buffers and maximize resource utilization. We built a proof-of-concept prototype and tested CDBB at
the Minnesota Supercomputing Institute. Compared with a traditional DBB system, CDBB can speed up
checkpointing by up to 8.4x under medium and heavy workloads and only introduces negligible overhead.

Keywords: burst buffer, non-volatile memory, parallel file system, coordination system

SpringSim-HPC, 2018 April 15-18, Baltimore, MD, USA; (©2018 Society for Modeling & Simulation International (SCS)
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1 INTRODUCTION

For high-performance computing (HPC), with its countless hardware components and complex software
stacks, failures become the norm rather than exceptions. For a supercomputer with tens of thousands of
nodes, the mean time between failures (MTBF) can be in the order of hours (Bautista-Gomez et al. 2011).
However, many scientific HPC applications (e.g., simulations, modeling, and mathematical calculations)
need to run days or even months before completion. As one of the most popular fault tolerance techniques,
checkpoint/restart (C/R) is used to periodically store the intermediate application states (usually some files)
into parallel file systems (PFSs). Then, if failures do happen, the application can be restarted by reading
back those intermediate files and resuming from there instead of starting from scratch.

Many studies show that checkpoint (CKPT) activity is the dominating contributer to total HPC /O traffic
and application run time (Rajachandrasekar et al. 2013, Wang et al. 2016). Even though PFSs are designed
to provide high aggregate 1/O throughput, the large amount of bursty writes generated during checkpointing
means that PFSs alone are not sufficient and become the bottleneck of the whole HPC system.

To improve checkpointing speed, an intermediate layer, called a burst buffer (BB), is often used to alleviate
the burden on PFSs. BBs consist of fast storage media and/or dedicated software and network stacks that
can absorb checkpoint data orders of magnitude faster than PFSs. Then the buffered data will be drained to
PFSs in the background if necessary. Traditional burst buffers mostly consist of solid state drives, but newly
developed NVRAM technologies (e.g., 3D Xpoint, PCM, and NVDIMM) are better candidates due to their
better performance (Fan et al. 2015). In this paper, we will focus on these emerging NVRAM-based BBs.

There are two types of burst buffer architectures: centralized BB or distributed BB. In a centralized BB ar-
chitecture, a big BB appliance or multiple BB appliances will absorb checkpoint data from all the compute
nodes (Liu et al. 2012, Wang et al. 2014, Thapaliya et al. 2016). The checkpoint data must be transmitted
through a network to reach the centralized BB. On the contrary, in the more popular distributed BB archi-
tecture, each BB is smaller capacity and put closer, or even attached directly, to each compute node (Wang
et al. 2016, Rajachandrasekar et al. 2013, Wang et al. 2015). Under the distributed BB architecture, the ab-
sorption of checkpoint data is much quicker than using networks since BBs are closer to the data origin. It is
also more scalable and flexible to add/remove distributed BBs to/from compute nodes as needed. However,
the downside of the distributed BB architecture is potentially low BB resource utilization; without proper
scheduling and coordination, some BBs are overburdened while others might be idle.

By observing HPC application execution patterns and experimenting on the Itasca HPC cluster (described
in Section 4.2), we find there are opportunities to optimize the distributed BB architecture to improve BB
resource utilization. Here is a summary of our observations: 1) Multiple HPC applications are running
concurrently instead of few; 2) Compute nodes running the same application are at the same HPC phase
(e.g., reading data, computation, checkpointing); 3) Compute nodes running different applications could be
in distinct HPC phases; 4) Some applications (hence their compute nodes) do not perform checkpointing; 5)
Write throughput to peer compute nodes (1.83 GB/s) is much higher than write throughput to the PES (0.52
GB/s).

As mentioned above, while the distributed BB architecture has plenty of advantages it can suffer low re-
source utilization. This problem is particularly severe for NVRAM-based BBs since NVRAM is much more
expensive than other storage media (e.g., SSD), which makes NVRAM much more valuable and scarce (Fan
etal. 2014). Based on our observations of HPC application execution patterns and experimentations on HPC
systems, we propose a novel BB coordination system, named collaborative distributed burst buffer (CDBB),
to improve resource utilization and further increase HPC checkpointing speed. Specifically, we design a BB
coordinator to monitor and control all BBs to make them work collaboratively. When an application per-
forms checkpointing, instead of only relying on local BBs, the BB coordinator will globally select available
remote BBs (based on their priority and on-the-fly status) in nodes running other applications to contribute



Fan, Wu, Diehl, Du and Voigt

and alleviate the burden of those local BBs. We have built a proof-of-concept CDBB prototype and evalu-
ated it on the [tasca HPC cluster at the Minnesota Supercomputing Institute. Compared with a traditional
distributed burst buffer system using local BBs only, the results show that under a light workload, CDBB
only introduces negligible overhead, and under medium and heavy workloads, CDBB can improve CKPT
speed by up to 8.4 x.

The rest of the paper is organized as follows. In Section 2, we present some background and related work
about checkpoint/restart tools, HPC application characteristics, and NVRAM technologies. Section 3 gives
a detailed description of our proposed CDBB coordination system followed by evaluations in Section 4.
Finally, Section 5 concludes our work.

2 BACKGROUND AND RELATED WORK
2.1 Checkpoint/Restart

There are two types of C/R tools: application-level C/R tools and system-level C/R tools. Application-level
C/R tools come with applications themselves; only data needed for restart are stored, so the checkpoint data
size could be very small. System-level C/R tools are transparent to applications and usually checkpoint
the whole memory space touched by the applications; thus, the checkpoint data size could be much larger.
System-level C/R tools are used to checkpoint applications without innate C/R functionalities.

Here, we use a very popular system-level C/R tool, DMTCP (Distributed MultiThreaded CheckPoint-
ing) (Ansel et al. 2009), as a reference to explain how C/R tools work. DMTCP is in user space, does not
require root privilege, and is independent of system kernel version, which makes it very flexible and user-
friendly. DMTCP has a dmt cp__coordinator process which must be started before operating dmt cp_ -
checkpoint or dmtcp_restart. Checkpoints can be performed automatically on an interval, or they
can be initiated manually on the command line of the dmtcp_coordinator. Once issued a checkpoint request,
the dmtcp_coordinator will inform all the corresponding processes to halt, and each process will generate a
checkpoint image individually. At the same time, a script is created for restart purposes.

2.2 HPC Application Characteristics

In a typical HPC cluster with hundreds or thousands of compute nodes, usually there are tens or hundreds
of applications running concurrently. We used the showg command to show the job queue of the Mesabi
cluster at the Minnesota Supercomputing Institute and found that 636 active jobs were running. Also, the
online real-time job queue report of the Stampede supercomputer at the Texas Advanced Computing Center
showed 699 active jobs were running.

Figure 1 is a high-level simplified illustration of HPC application execution patterns. As shown in the figure,
many applications, which start at different times, are running in the cluster. These applications need to
read data (usually from PFSs) and perform computation. Applications with C/R requirements will perform
checkpointing with frequencies set by the applications or users. After one checkpointing operation is done,
the computation resumes. This pattern repeats until either the application is finished or any failures happen,
in which case the applications will restart from the latest checkpointing image.

Figure 1 clearly shows that the execution patterns of compute nodes assigned to the same application are
quite similar to each other whereas that of the compute nodes assigned to different applications could be
quite distinct. For example, when the compute nodes running Application A are performing checkpointing,
the compute nodes running Application B are doing computation. In addition, some applications do not
perform checkpointing at all, so they will continuously do computation until the end (Figure 1 Application
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Figure 1: An example of HPC application execution patterns

N). These insights give CDBB opportunities to perform optimization on BB utilization. If there is only one
application running in the whole cluster or all the applications in the cluster happen to have the exact same
execution patterns, then CDBB would not contribute too much since all the BBs are either being used or idle
at the same time.

2.3 Non-volatile Memory

Current memory technologies such as DRAM and SRAM face technological limitations to continued im-
provement (Coughlin and Grochowski 2015). As a result, there are intense efforts to develop new DRAM-
alternative memory technologies. Most of these new technologies are non-volatile memories, because non-
volatility can provide additional advantages such as new power saving modes for quick wakeup as well as
faster power-off recovery and restart for HPC applications (Coughlin and Grochowski 2015). These new
technologies include PCM, STT-RAM, MRAM, RRAM, and 3D XPoint.

Phase Change Memory (PCM) is one of the most promising new NVRAM technologies and can provide
higher scalability and storage density than DRAM (Raoux et al. 2014). In general, PCM still has a 5-10x
longer latency than DRAM. To overcome PCM’s speed deficiency, various system architectures have been
designed to integrate PCM into current systems without performance degradation (Lee et al. 2009, Qureshi
et al. 2009, Fan et al. 2011). Magnetic RAM (MRAM) and Spin-Torque Transfer RAM (STT-RAM) are
expected to replace SRAM and DRAM within the next few years (Gallagher and Parkin 2006, Kawahara
etal. 2012, Wu et al. 2017). STT-RAM reduces the transistor count and, consequently, provides a low-cost,
high-density solution. Many enterprise and personal devices use MRAM for an embedded cache memory.
Resistive RAM (RRAM) is considered a potential candidate to replace NAND Flash memory (Waser et al.
2009, Wu et al. 2016). SanDisk and Hewlett Packard Enterprise are actively developing next generation
RRAM technology. Micron and Intel recently introduced 3D XPoint non-volatile memory technology that is
presently considered another DRAM alternative (Micron 2015). 3D Xpoint technology has high endurance,
high density, and promising performance that is much better than NAND Flash but slightly slower than
DRAM. Thus, it is expected to target high-performance in-memory processing (Intel 2015).

3 OUR PROPOSED APPROACH: CDBB

Collaborative distributed burst buffer (CDBB) is a coordination system to maximize the utilization of all
available burst buffers and increase checkpointing speed. We will use some concepts in DMTCP (introduced
in Section 2.1) as assistance to describe our design, but CDBB is designed as a general framework that does
not have any dependencies on the particular implementation or design of any C/R tools.



Fan, Wu, Diehl, Du and Voigt

Data Path

—————— Control Path

HPC Application I HPC Application II HPC Application N
——————————————————— oo —-—-—-----n s

CKPT Coordinator : 1 CKPT Coordinator CKPT Coordinator
/_,——!“\\\ . \ PPEL AN PP AN
« v Tt 1 1 &« “~a i Tca
1

I

1

1

1

1 Compute Compute e Compute Compute e Compute Compute Compute
Node Node

I

1

1

Coordinator

Storage Servers Metadata Servers

Parallel File System

Figure 2: An overview of the CDBB coordination system

3.1 CDBB Overview

Figure 2 is an overview of our proposed CDBB coordination system. It depicts a typical HPC cluster with
hundreds or thousands of compute nodes running various types of HPC applications. CKPT coordinators
(e.g., dmtcp_coordinator) will control compute nodes running applications with C/R needs. Each compute
node is equipped with a small NVRAM-based BB. All the BBs are communicating with, and coordinated
by, a BB coordinator. CKPT data are either written to BBs and drained to PFSs in the background or written
to PFSs directly. The PFS usually consists of multiple storage servers controlled by one or more metadata
servers.

To illustrate the checkpointing workflow of CDBB, we simplify the whole system into Figure 3. As shown in
the figure, there is one BB coordinator monitoring and coordinating all the BBs. Each BB (one per compute
node) will absorb CKPT data generated by CKPT writers. A CKPT writer represents a CKPT process
which generates CKPT data periodically and writes to either a BB or the PFS. Before a CKPT writer sends
the real CKPT data (e.g., the CKPT writer in Figure 3 Node 1), it will first negotiate with the BB coordinator
(Figure 3 Path 1) to determine the best place to write. There are three possible places: the local BB (through
Figure 3 path 2.a), a remote BB (through Figure 3 path 2.b), and the PFS (through Figure 3 path 2.c). Note
that the local BB refers to the BB located in the same compute node as the CKPT writer. BBs will drain
their buffered data to the PFS in the background (Figure 3 path 3) and report their latest status to the BB
coordinator (Figure 3 path 4). Details about the BB coordinator, BBs, and CKPT writers will be presented
in the following sections.

3.2 BB Coordinator

The BB coordinator is the brain behind CDBB. It coordinates every individual BB to make globally opti-
mized decisions about where the CKPT data should go. A process flowchart of the BB coordinator is shown
in Figure 4.
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Figure 3: A high-level illustration of CDBB checkpointing workflow

A work cycle of the BB coordinator starts with the arrival of control data. The control data could be sent
from either a BB or a CKPT writer. If it is from a BB, the BB coordinator will update its StatusStore with
the latest status of the sending BB. The StatusStore stores the status of all BBs. For the current design, only
the space utilization is stored, since it is the only metric the BB coordinator uses to make decisions. As our
future work, more metrics such as compute nodes’ CPU utilization and data sharing information between
processes will be added into the StatusStore to make CDBB smarter.

If the control data is from a CKPT writer, the BB coordinator will be notified of how much data the CKPT
writer wants to write. Then the BB coordinator will check the StatusStore and reply to the CKPT writer with
the best place to write. To make a decision, the BB coordinator will check the availability in the following
priority order: the local BB—remote BBs—the PFS. Specifically, the status of the local BB will be checked
first. If the local BB’s remaining space is larger than the incoming CKPT data size, the BB coordinator will
reply to the CKPT writer and let it write to the local BB. If the local BB does not have enough space, then
the BB coordinator will check whether the remote BB with the most space left has enough space. If so, the
remote BB will be selected as the destination. Note that whenever a BB is chosen to absorb the incoming
CKPT data, the StatusStore will be updated accordingly to reflect that BB’s increased space utilization.
Finally, if none of the BBs have enough space, the CKPT writer will be notified to write to the PFS directly.
Some corresponding location information of the CKPT data will be stored in a LocationStore, which will be
used if the CKPT data is needed for restart purposes (not shown in the flowchart).

3.3 BB

Individual BBs are the building blocks of CDBB. We design and implement each BB instance using a classic
producer-consumer model. We create two data structures to assist the management of each BB: a DaraStore
is the space storing CKPT data, and a MeraStore stores the corresponding metadata (e.g., data size, offset,
CKPT data ID, and writing location) of the CKPT data for data draining and application restart purposes.
For the producer of a BB, as long as the DataStore has enough space to accommodate the incoming CKPT
data, it will insert the data into the DataStore and the MetaStore. For the consumer, as long as there are
any CKPT data needing to be drained, it will use the information from the MetaStore to write the data in
the DataStore to the PFS. Note that the CKPT data in the DataStore will be drained in a first-in-first-out
(FIFO) manner controlled by the MetaStore. As long as one batch of CKPT data has been written to the PFS
successfully, the BB will send its latest status (e.g., space utilization) to the BB coordinator to let it know
more space is available in this BB.
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Figure 4: The BB coordinator checkpointing workflow

3.4 CKPT Writer

Each CKPT writer represents an HPC checkpointing process. Once the CKPT writers receive a checkpoint
request from their CKPT coordinator, they will generate CKPT data by collecting the corresponding data as-
sociated with the application processes. Then CKPT writers will contact the BB coordinator to get directions
about where to send the CKPT data. Each CKPT coordinator might have different CKPT frequency as spec-
ified by the application or the system administrator. CKPT tools, application types, and CKPT frequencies
might affect the size of CKPT data.

4 PERFORMANCE EVALUATION

4.1 Implementation

To evaluate the performance of CDBB, we built a proof-of-concept prototype using C with the Message
Passing Interface (MPI). Rank O is dedicated as the BB coordinator. Rank is an MPI term to denote each
process. The last rank in each compute node acts as the local BB. The rest of the ranks in each compute
node are CKPT writers. For each BB rank, it spawns two threads: one as the producer and the other as the
consumer. Each application could have a different number of CKPT writers which will be awoken at the
same time to generate CKPT data.
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Application Avg. CKPT Size
NAMD 10GB
Espresso++ 17GB
openfoam 17GB Light
echam 18GB
mpiblast 33GB
gromacs 34GB
eulag 35GB
phylobayes 39GB
nwchem 42GB
CP2K 43GB
LAMMPS 52GB
ray 75GB
bowtie 94GB Heavy
QE 99GB
pBWA 132GB

Figure 5: Applications used for Light, Medium, and Heavy experiments

As the baseline comparison, we implement a traditional burst buffer prototype system in which each CKPT
writer will only utilize its local BB. If the local BB is full, CKPT writers will write to the PFS directly.
We call this prototype system the local distributed burst buffer (LDBB). For LDBB, similar to CDBB, one
compute node has one BB and several CKPT writers. But LDBB does not have the BB coordinator. LDBB
is implemented with C and MPI as well.

4.2 Testbed

We evaluate the performance of CDBB on the Ifasca cluster located at the Minnesota Supercomputing In-
stitute. Itasca is an HP Linux cluster with 1091 compute nodes, 8728 total cores, and 26 TB of aggregated
RAM space. Each compute node is equipped with two quad-core 2.8 GHz Intel Nehalem processors and
24 GB of memory. It can achieve 3 GB/s node-to-node communication through a QDR InfiniBand inter-
connection. The back end storage is a Panasas ActiveStor 14 data-storage system with 1.281 PB of usable
storage capacity and peak performance of 30 GB/s read/write and 270,000 IOPS.

Note that since there is no real NVRAM in our testbed system, we reserve 4 GB of memory on each compute
node to emulate NVRAM-based burst buffers.

4.3 Evaluation Setup

We use the statistics collected by Kaiser er al. (Kaiser et al. 2016), as shown in Figure 5, to emulate multiple
HPC applications running concurrently in an HPC cluster. These CKPT data were generated using the
DMTCEP tool (introduced in Section 2.1) with a frequency of every ten minutes. When creating CKPT data,
DMTCP’s compression feature was disabled. Almost all these applications were run for two hours with the
exception that bowtie (after 50 minutes) and pBWA (after 110 minutes) finished earlier. Each application
was distributed among 64 cores. A detailed description of all the applications can be found in (Kaiser et al.
2016). We design three representative experiments from the statistics to emulate scenarios under a light
workload, a medium workload, and a heavy workload. We use the “Avg. CKPT Size” as the metric to
describe applications listed in Figure 5. The Light experiment consists of the five smallest applications. The
Medium experiment consists of the two smallest applications, one in the middle, and the two largest. The
Heavy experiment consists of the five largest applications.

We run each experiment, Light, Medium, and Heavy, using 46 nodes (368 cores in total) from the cluster.
Among them, 320 cores will act as CKPT writers, 46 cores will act as BBs (one BB per node), and one
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core will act as the BB coordinator (on rank 0). There is one core left doing nothing. Among the 320
CKPT writers, every 64 of them will represent one application, which is the same configuration as the
statistics collected in (Kaiser et al. 2016). For each experiment, there are five emulated applications. Each
application is started randomly within the first ten minutes and runs for one hour. Once an application is
started, it will perform CKPT every ten minutes. For each CKPT operation, 64 CKPT writers running the
same application will each write the same amount of data such that their sum is equal to the “Avg. CKPT
size” of that application as listed in Figure 5.

4.4 Evaluation Results

We measure each application’s CKPT completion time for each CKPT operation. This time is measured
as the difference between the ending time of the application’s slowest finishing CKPT writer (among 64
CKPT writers) and the starting time of the CKPT operation. A CKPT writer finishes when its CKPT data
are written completely, either to a BB or the PFS.

Figure 6 shows the combined total CKPT completion time for the three experiments. The total CKPT
completion time is the sum of the CKPT completion times of all the applications’ CKPT operations. In
the Light experiment, CDBB, surprisingly at first look, takes 3.72 seconds longer than LDBB. However,
this result is expected, since under the light workload, all CKPT data could be absorbed by local BBs, and
CDBB’s coordination capabilities do not help yet cause some overhead. Note that each application ran for
one hour, so the overhead of 3.72 seconds is negligible (~0.1%).

In the Medium and Heavy experiments, compared with LDBB, the results show that CDBB significantly
shortens total CKPT completion time by 8.4 and 4.6, respectively. For CDBB, the total CKPT comple-
tion times of the three experiments are almost proportional to the total amount of CKPT data needing to be
checkpointed. This relationship is ascribed to CDBB’s ability to coordinate all available BBs to help absorb
CKPT data. On the contrary, for LDBB, we find that when the local BBs are insufficient to accommodate all
the incoming CKPT data, its CKPT speed becomes much slower since it has to wait until all the PFS writes
are finished.

In addition, we plot total CKPT time by application (i.e., the sum of all of one application’s CKPT oper-
ations) in Figure 7. For CDBB, similar to the above observation, each application’s total CKPT time is
proportional to its CKPT data size. For LDBB, an interesting finding is that the total CKPT times of the
same application, QF, in the Medium (230.39 s) and Heavy (161.94 s) experiments are quite different. It is
the same case for application pBWA (332.80 s versus 241.76 s). One possible reason is that the throughput
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three figures.
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Note that y-axes are in different scales for the three figures.

of the PES is quite unstable due to I/O contention caused by other running jobs in the [fasca cluster. In
LDBB, application QF and pBWA need to write to the PFS, so their CKPT completion time will be affected.
We further plot the CKPT completion time for each CKPT operation (CKPT run) in Figure 8. Here we only
select three applications to plot due to space limitations: the smallest application, NAMD, from the Light
experiment; the middle application, phylobayes, from the Medium experiment; and the largest application,
pBWA, from the Heavy experiment. From Figure 8, we can see that for each run, CDBB’s completion time
variation for the same application is small whereas LDBB’s completion time variation is larger due to the
PES I/O contention as mentioned above.

S CONCLUSION

Slow checkpointing speed is the Achilles’ heel of HPC systems due to the limited bandwidth of parallel file
systems. To increase checkpointing speed, adding NVRAM into compute nodes as burst buffers has been
previously proposed and studied. However, current HPC systems relying only on local burst buffers could
waste precious NVRAM resources. In this paper, by maximizing burst buffer utilization, our newly proposed
burst buffer coordination system, named collaborative distributed burst buffer (CDBB), can further speed up
checkpointing. By building a proof-of-concept prototype, we demonstrate the potential of CDBB. Under
a light workload, CDBB only introduces negligible overhead, and under medium and heavy workloads,
CDBB can improve CKPT speed by up to 8.4 .
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ABSTRACT

When interpolating computing system performance data, there are many input parameters that must be
considered. Therefore, the chosen multivariate interpolation model must be capable of scaling to many di-
mensions. The Delaunay triangulation is a foundational technique, commonly used to perform piecewise
linear interpolation in computer graphics, physics, civil engineering, and geography applications. It has
been shown to produce a simplex based mesh with numerous favourable properties for interpolation. While
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computation of the two- and three-dimensional Delaunay triangulation is a well-studied problem, there are
numerous technical limitations to the computability of a high-dimensional Delaunay triangulation. This
paper proposes a new algorithm for computing interpolated values from the Delaunay triangulation without
computing the complete triangulation. The proposed algorithm is shown to scale to over 50 dimensions.
Data is presented demonstrating interpolation using the Delaunay triangulation in a real world high perfor-
mance computing system problem.

Keywords: Delaunay triangulation, multivariate interpolation, performance, performance variability, high-
dimensional data

1 INTRODUCTION

High performance computing (HPC) system performance is a topic of significant importance in the scientific
community. There are many measures by which HPC performance can be evaluated, such as throughput,
energy consumption, and compute time for a given task. Additionally, since each of these measures tends
to fluctuate stochastically between independent runs, various summary statistics such as the mean, median,
maximum, minimum observed value, or variance can be collected. Furthermore, each of these measures
is generally affected by numerous factors, such as system specifications, system configuration, application
type, and application dependent inputs. In this way, each measure can be thought of as a function of various
system and application level parameters.

For a performance evaluator benchmarking a machine, each of these measures could easily be collected for
a finite set of system and application “signatures” by running several applications over various machine con-
figurations (with multiple runs at each configuration). After collecting the data, suppose an evaluator wanted
to predict performance measures for some different signature(s). Assuming that there is an underlying rela-
tionship between the measured statistics and the set of system and application parameters that contribute to
the signature, it is reasonable to make this prediction with a multivariate interpolatory model.

Given a set of data points, an interpolant is an approximation of the underlying function f that exactly
matches all given values. A multivariate interpolant is characterized by the presence of more than one
input variable. Therefore, a multivariate interpolant of f is a function over d-tuples of input parameters
in the domain of f, where the domain of f has typically been mapped to a subset of R?. There are many
parameters that can affect the performance of a HPC system, and therefore the dimension of the space R?
could be quite large.

A triangulation of a set of points P in RY is a division of the convex hull of P, denoted CH(P), into d-
simplices with vertices in P. The Delaunay triangulation of P, denoted DT (P), is a particular triangulation
defined in terms of the empty circumsphere property, and is commonly used as an interpolatory mesh in
fields such as geographic information systems (GIS), civil engineering, physics, and computer graphics.
Two- and three-dimensional Delaunay triangulations (Delaunay triangulations of points in R? and R?) are
readily computable, but there are theoretical limitations to the computability of a high-dimensional Delaunay
triangulation.

The rest of the paper is organized as follows. Section 2 will discuss background related to the theoreti-
cal advantages and computability of the Delaunay triangulation. Section 3 presents a new algorithm for
interpolating high-dimensional data with the Delaunay triangulation. Section 4 contains performance data
demonstrating the scalability of the proposed algorithm. Section 5 details the predictive performance of the
proposed algorithm for a four-dimensional HPC system interpolation problem. Section 6 outlines future
work.
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2 BACKGROUND

2.1 The Delaunay Interpolant
The Delaunay triangulation is defined as the geometric dual of the Voronoi diagram, or equivalently, as any
triangulation satisfying the empty circumsphere property defined below (?, ?, ?). See Figure 1 for a visual.

Definition 1. A Delaunay triangulation DT (P) of a set of points P in R? is any triangulation of P such that
for each d-simplex s € DT (P), the interior of the sphere circumscribing s contains no point in P.

o - M w & O ® N ® ©
o =4 M ®w & O ® N ® ©

Figure 1: A triangulation in R? (left) and the Delaunay triangulation (right).

The Delaunay triangulation exists for every nonempty finite set of points P in R¢ that do not all lie in the
same lower-dimensional linear manifold in RY (or equivalently, if CH(P) has nonzero volume). This is a
direct corollary to the Delaunay triangulation’s duality with the Voronoi diagram. Note that the existence of
DT (P) requires that n (the size of P) be greater than or equal to d + 1, otherwise all n points will lie in the
same n — 1-dimensional linear manifold trivially. In the context of interpolation, the degenerate case where
DT (P) does not exist and n > d + 1 can be seen as an over-parameterization of the underlying function f.
The points are said to be in general position if the Delaunay triangulation exists, and no d 4 2 points in P lie
on the same d — 1-sphere; in this case the Delaunay triangulation of P is unique (?; ?).

Given a triangulation 7 of P and function values f; = f(x;) for all x; € P, f can be interpolated at any point
q € CH(P) using a piecewise linear interpolant f defined as follows: Let s be a d-simplex in T with vertices

S1, 82, ..., 54+1 and g € s. Thenq:Zl‘-lLlw,-s;, Z?jllw,- =1,w;>0,i=1,...,d+1, and

Flaq) = flst)wi+ flsa)wa+ ..+ f(Sas1)Was1- (1)

It is common to define f using DT (P) since the Delaunay triangulation enjoys several properties that are
considered optimal over all simplex based interpolation meshes (?, ?). Consequently, the Delaunay triangu-
lation finds wide use as a model for multivariable piecewise linear interpolation in fields such as GIS, civil
engineering, physics, and computer graphics (?, ?).

2.2 Related Works and Challenges

The two- and three-dimensional Delaunay triangulation (triangulations of points in R? and R3) can be ef-
ficiently computed in ¢(nlogn) time (?). In order to compute an interpolated value f(g) for some two- or
three-dimensional point ¢ € CH(P), one must also locate the simplex in DT (P) containing g. This simplex
can be located using the “jump-and-walk™ algorithm in sublinear expected time (?). Given this simplex, it
is trivial to compute f(g) using (1).
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Figure 2: The 2D Delaunay triangulation of height data for a sea mountain is used to construct a piecewise
linear model of the mountain in Mat lab.

However, in higher dimensions, there is a theoretical limitation to the computability of the Delaunay triangu-
lation. In the worst case, a d-dimensional Delaunay triangulation of n points could contain up to & (nW 2])
simplices (?). Therefore, the lower bound on the worst case time complexity for computing DT (P) is
©(nl/?1). Furthermore, in the worst case, &(n[4/?!) space is required to store DT (P). It is important to
note that in the common case, significantly fewer than nld/2l simplices will be contained in DT (P). How-
ever, the common case size still tends to grow exponentially with respect to d (?).

Current state-of-the art Delaunay triangulation techniques generally scale to six or seven dimensions for
large input sets and focus on either minimizing compute time in the general case (?) or minimizing the
storage overhead (?). Others have aimed to avoid the scalability problem by computing alternative simplical
complexes with still favourable topological properties and improved scalability (?).

3 PROPOSED ALGORITHM

In order to interpolate over large data sets where the independent variables span many dimensions (such as
system performance data sets), a more scalable approach to the Delaunay triangulation is required. Since it
is intractable to compute the entire Delaunay triangulation in large dimensions, the following observation is
useful: Given a set of points P in R?, one can compute the Delaunay interpolant f(g) at a point g € CH(P)
knowing only the simplex s € DT (P) such that g is in s. It should be noted that g could lie on a face shared
by multiple simplices in DT (P). However, in these cases, f(g) will be the same regardless of the simplex
chosen since only the vertices shared by all containing simplices will contribute to f (¢). This observation
reduces the problem of computing the entire Delaunay triangulation to that of computing a specific simplex
in the Delaunay triangulation.

3.1 Algorithm Outline

It is possible to grow an initial Delaunay simplex using any point in P as the starting vertex. This approach
is described as the basis for both incremental construction and divide and conquer algorithms in ?. Given
a point ¢ € CH(P) to interpolate at and a simplex s defined by points in P, it must be the case that g is
either in s, or ¢ is across the hyperplane defined by at least one of the facets of s. Therefore, given any s
not containing ¢, one can construct a new Delaunay simplex s* closer to g by completing a facet of s that is
shared with s*. The technique used for completing an open facet of a simplex is outlined in ?.

Using this methodology and a deterministic variant of the “walk” described in ?, it is possible to continually
advance toward the simplex containing ¢ via an iterative process. Note, that for every d-simplex s € DT (P)
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and ¢ € R?, ¢ is a unique affine combination of the vertices of s. Furthermore, if g is in s, then this affine
combination will also be convex by the definition of a simplex. Therefore, one can terminate based on the
nonnegativity of the affine weights for g with respect to the vertices of the current simplex s. Conveniently,
upon termination, the convex weights for g are the exact weights needed to linearly interpolate at g within
s, as defined previously in (1). Pseudo code for the proposed algorithm is provided below.

Algorithm.
Let P be an array of points in R,
Let g € CH(P) be a point to interpolate at.
Let f; = f(x;) be known for all x; € P, and let f(s) = (f,-l, fins s fid+1) for d-simplex s with vertices
Xips Xigs ++ o5 Xigyy-
Let MakeFirstSimplex(P) be a function that constructs an initial Delaunay simplex from points in P.
Let CompleteSimplex(o, g, P) be a function that completes the facet o with a point from P that is on the
same side of the hyperplane containing o as q.
Let AffineWeights(qg, s) be a function that returns the affine weights that give ¢ as a combination of the
vertices of s.
Let MinIndex(w) return the index of the most negative element w;.
Let Drop Vertex(s, i) return the facet of s that results from dropping vertex i.
The following algorithm computes the interpolant f (q) using the Delaunay triangulation of P.

s = MakeFirstSimplex(P);
w = AffineWeights(q, s);
while w; <0 forsome 1 <i<d-+1do
i = MinIndex(w);
o = DropVertex(s, i);
s = CompleteSimplex(o, g, P);
w = AffineWeights(q, s);
end while
return f(q) = (w, f(s)) (inner product);

3.2 Complexity Analysis
3.2.1 Time Complexity

The construction of the first simplex can be formulated as a sequence of least squares (LS) problems ranging
in size from 2 x d to d x d. Using DGELS from LAPACK, each LS problem can be solved in &/(d?) time. At
all d — 1 sizes, one must solve up to n LS problems, taking the point that produces the minimum residual as
the next vertex. Therefore, the total computation time for the first simplex will be &' (nd*).

To complete a simplex (one iteration of the walk) requires at most n linear solves, performed with DGESV
from LAPACK in €'(nd>) total time. In each iteration, a flip toward g is performed by dropping a vertex
in s to get an open facet o, then completing ¢ with a point on the opposite halfspace (as defined by the
hyperplane containing ). In the expected case, for uniformly distributed points, the simplex containing g
is located in &(n'/4 ) iterations (2, ?). Therefore, the worst case time complexity for performing the “walk”

from the initial simplex to the simplex containing g is expected to be & (n”%dS).

From the previous analysis, using the proposed algorithm to interpolate at m points from a set of n points

in R? will take & (mn“r%d3 + mnd*) total time. This is a significant improvement over the non polynomial
worst case for computing the complete triangulation.
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3.2.2 Space Complexity

Recall from Section 3.1 that the size of the Delaunay triangulation grows exponentially with the dimension.
Therefore, space complexity is equally as concerning as time complexity since, for large d, one cannot store
the exponentially sized triangulation in memory. Another advantage of the proposed algorithm is that any
computed simplex that does not contain any interpolation point can be discarded immediately.

Therefore, the required space for computing the Delaunay interpolant is reduced to:

e 0(nd) space for the n input points in R?;

e O(md) space for storing the m interpolation points in R¢, the m containing simplices of size d + 1
each, and the m convex coordinate vectors of size d + 1 each;
0 (d?) space for storing the d x d matrices involved in performing linear solves;
Other temporary storage arrays that require &(d) space.

This makes the total space complexity & (nd +md +d?). Since no triangulation can exist unless n > d, the
space complexity can be further reduced to &'(nd + md), which is approximately the same size as the input.

3.3 Optimizations

There are two optimizations that are easily implemented to improve the performance of the proposed al-
gorithm. First, one could identify the point p € P that is a nearest neighbor to g with respect to Euclidean
distance in &'(n) time and build the first simplex off of p instead of an arbitrarily chosen point. For interpo-
lating at a single point, this typically leads to location of the simplex containing ¢ in &'(dlogd) iterations of
the walk. Therefore, the expected time complexity is further reduced to ®(mnd*logd).

Furthermore, when interpolating many points, it is often the case that some simplex or simplices in the
iterative process contain interpolation points that have not yet been resolved. With no increase in total time
complexity, it is possible to check if the current simplex s contains any of the unresolved interpolation
points. If the points being interpolated are tightly clustered, it is typical for them to all be contained in a
small number of Delaunay simplices, significantly reducing total computation time.

3.4 Extrapolation

Up until this point, the proposed algorithm has only covered interpolation cases (when ¢ is in CH(P)).
Often, however, it is reasonable to make a prediction about some extrapolation points Z that are slightly
outside CH(P). In these cases, it is most reasonable to project each z € Z onto CH(P) and interpolate at
each projection Z, provided the residual r = ||z — Z||2 is small. The projection of z onto CH(P) can be easily
reformulated as an inequality constrained least squares problem, whose efficient solution is described in ?.

4 RUNTIME ANALYSIS

A serial implementation of the proposed algorithm has been coded in ISO Fortran 2003 with extra machin-
ery added for numerical stability and degenerate case handling. This code was tested for correctness against
Qhull on both real world and pseudo-random data sets in up to four dimensions, with a mix of degenerate
and general position input points. Qhull is an industry standard used for computing high-dimensional
Delaunay triangulations in Mat 1ab, SciPy, and R. An analysis of the Qhul1 algorithm is in ?. After con-
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firming correctness with lower dimensional data, run times were gathered for pseudo-randomly generated
point sets in up to 64 dimensions.

The following run times were gathered on an Intel i7-3770 CPU @3.40 GHz running CentOS release
7.3.1611. All run times were averaged over a sample size of 20 runs, each performed on a unique pseudo-
randomly generated input data set (generated with the Fortran intrinsic random number generator). Times
were recorded with the Fortran intrinsic CPU_TIME function, which is accurate up to microsecond reso-
lution. Table 1 details average run times for interpolating at uniformly spaced interpolation points using a
five-dimensional input data set ranging in size from n = 2000 points to n = 32,000 points. Table 2 details
average run times for interpolating at interpolation points that were clustered within a hypercube with 10%
of the original point-set’s diameter using a five-dimensional input data set ranging in size from n = 2000
points to n = 32,000 points. Table 3 details average run times for interpolating at a single point in d = 2 up
to d = 64 dimensions over input data sets ranging in size from n = 2,000 points up to n = 32,000 points.
For reference, the data in Tables 1 and 2 could be compared to the computation times for the complete
five-dimensional Delaunay triangulation presented in ?.

Table 1: Average runtime in seconds for interpolating at uniformly spaced interpolation points for 5D
pseudo-randomly generated input points.

n=2000 n=8000 n=16,000 n=232,000

32 interp. pts 0.3s 2.7s 9.6 35.7s
1024 interp. pts 25s 11.6s 289 s 79.1s

Table 2: Average runtime in seconds for interpolating at clustered interpolation points for 5D pseudo-
randomly generated input points.

n=2000 n=8000 n=16,000 n=32,000
32 interp. pts 0.2s 2.2s 84s 33.0s
1024 interp. pts 0.2s 25s 9.2s 352s

Table 3: Average runtime in seconds for interpolating at a single point in up to 64 dimensional space for
pseudo-randomly generated input points.

n=2000 n=8000 n=16,000 n=32,000
d=2 0.1s 1.7s 6.8 s 27.0s
d=28 0.2s 2.5s 9.6s 379s
d=32 14s 95s 29.7 s 101.1s
d=064 13.2s 60.1s 138.6 s 349.1s

A keen reader may recall from Section 3.3 that with optimizations, linear scaling with respect to n (the input
point size) is expected. However, in Table 3, a quadratic relationship is observed below 64 dimensions. This
is actually an artifact of the implementation, which includes extra code to promote elegant error handling and
numerical stability. Among other functions, the added code checks the diameter and closest-pair distance of
the data-set in &'(n?) time and must perform at least one check for rank deficiency using the singular-value
decomposition of a d x d matrix. If the input is assumed to consist of legal values with all points in general
position, then these checks can be dropped, significantly improving the run time.

5 PREDICTIVE ACCURACY

There are many theoretical advantages to interpolating using the Delaunay triangulation. To demonstrate its
predictive power, in this section, the code described in Section 4 is applied to an HPC system performance
problem.
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5.1 Problem Summary

For this problem, the performance measure chosen is throughput variance, which is a quantifier of perfor-
mance variability. Performance variability refers to the inherent “jitter” observed in performance values
between multiple independent runs of an identical application. This variability can be of concern, particu-
larly in large scale systems such as HPC and Cloud systems (?, ?, ?). Specifically for this work, throughput
variability is considered with respect to various instances of the IOz one benchmark being run over a cluster
of identical machines with identical system and application level parameters. Unless otherwise stated, all
system and application level parameters are assumed to be fixed at some reasonable value.

5.2 Data Collection

Data for these experiments has been gathered at Virginia Tech on a homogeneous cluster of shared-memory
nodes running Ubuntu 14.04 LTS on a dedicated 2TB HDD. Each node is a 2 socket, 4 core hyperthreaded
Intel Xeon E5-2623 v3 (Haswell) processor with 32 GB DDR4. Data has been gathered by running the
I0zone benchmark. The TOzone benchmark measures read/write throughputs by reading and writing files
of configurable size, broken up into configurable record sizes, utilizing a configurable number of threads.
For more information on I0zone, see www . iozone.org. Up to 13 different variations of read and write
tasks can be tested, but in this paper only the fread task is considered. To generate each data point, the
I0zone benchmark has been run independently 40 times with identical settings, and the variance has been
computed for the maximum throughput of the fread task using

2 X p)?

° 39

@)
where ¢#; represents the throughput for each of the 40 runs, and u is the mean observed throughput over all
40 runs. The variance is modeled as a function of four system and application parameters, chosen because
of their relevance to the TOzone benchmark. These parameters are thread count, CPU frequency, file size,
and record size. Note that the parameters thread count, file size, and record size are specifiable as TOzone
inputs, while CPU frequency must be manually set for each run using system tools. To avoid biasing the
data, the CPU cache has been purged between each run of an TOzone test.

For each parameter, several values have been chosen spanning a range of reasonable values, and the observed
variance has been calculated for each combination of settings using (2). For the data presented, the values
chosen are in Table 4. Note that some combinations of parameters are not viable (specifically, the record size
cannot be greater than the file size). These combinations have been omitted when collecting data. Observe
that there are 6 valid combinations of file and record size, 9 thread counts, and 16 distinct CPU frequencies.
This results in 6 X 9 x 16 = 864 total data points.

Table 4: Values for adjusted parameters. Note, the frequency 3.001 GHz results from overclocking.

values
file size (KB) | 64, 256, 1024
record size (KB) | 32, 128, 512
thread count | 1, 2,4, 8, 16, 32, 64, 128, 256
frequency (GHz) | 1.2,1.4,1.5,1.6,1.8,1.9,2.0,2.1,2.3,2.4,2.5,2.7,2.8, 2.9, 3.0, 3.001

The relationship between variance and each individual problem dimension has been observed to exhibit
highly nonlinear behavior, making a simple linear fit an extremely poor solution to this problem. The
Delaunay interpolant is better able to accommodate this nonlinearity since the Delaunay interpolant is only
piecewise linear.



Chang, Watson, Lux, Bernard, Li, Xu, Back, Butt, Cameron, and Hong
5.3 Model Evaluation

From the collected data, the following points in (3) have been selected for testing the Delaunay prediction.

q1 = (fsize = 256, rsize = 128, threads = 2, freq = 1.9)
g2 = (fsize = 256, rsize = 128, threads = 2, freq = 2.9) 3)
q3 = (fsize = 1024, rsize = 32, threads = 4, freq = 2.9)

Note that because of the restriction on valid combinations of file and record size, it is not possible to select
points strictly inside the convex hull. Consequently, all the points in (3) are on the boundary of the convex
hull. Various percentages of the remaining points are used by the Delaunay interpolant to predict the value of
the throughput variance f(g;) for all g; in (3). For each of these “training percentages,” up to 200 Delaunay
interpolations are calculated using different pseudo-random samplings from the complete set of data points,
with a bias toward uniformly distributed samplings. These samplings are constrained in that the prediction of
f(g;) cannot be based off a sampling that includes g;, and g; cannot be outside the convex hull of the selected
points. Also, repeated use of the same sampling in a single batch of 200 samplings has been forbidden. Note
that because of the constraints, in some cases, less than 200 samplings could be gathered.

Figures 3, 4, and 5 show box plots of the relative errors observed when using the Delaunay interpolant to pre-
dict q1, g2, and g3 at each training percentage. The relative error was computed using: } f(qi)— f(qi) ‘ /f(qi)
fori=1, 2, 3.

Relative Error

|
g i \ + *
1 e ==

1‘0 3‘0 5‘0 70 9‘0
Training Percentage

Figure 3: Box plot of the relative error for up to 200 variance predictions at g; (3) using the Delaunay in-

terpolant with various percentages of the total available data. Note: Relative errors greater than 10 (1000%)

have been truncated.

Using 90% of the 863 remaining data points (after excluding the point g; that is being interpolated at) the
Delaunay interpolant is seen to be fairly accurate, taking into consideration the difficulty of the problem.
The Delaunay interpolant remains relatively accurate using as little as 50% of the remaining data. Note that
for the large training percentages, the boxes in Figures 3, 4, and 5 are very narrow. This is because large
samplings have a relatively low probability for dropping a vertex from the Delaunay simplex containing
gi, and unless some vertex of the containing Delaunay simplex is dropped, the interpolated value will not
change for the Delaunay interpolant.
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Figure 4: Box plot of the relative error for up to 200 variance predictions at ¢, (3) using the Delaunay in-

terpolant with various percentages of the total available data. Note: Relative errors greater than 10 (1000%)

have been truncated.
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Figure 5: Box plot of the relative error for up to 200 variance predictions at g3 (3) using the Delaunay
interpolant with various percentages of the total available data.

6 CONCLUSION AND FUTURE WORK

In this paper, a new Delaunay triangulation algorithm is proposed for interpolating in point clouds in arbi-
trary dimension d. This is achieved by computing a relatively small number of simplices from the complete
Delaunay triangulation in polynomial time. The proposed algorithm scales linearly with respect to the size
of the input in the expected case, regardless of the dimension. The described algorithm was demonstrated on
a system performance problem, where it was used to make accurate predictions about throughput variance.
It should be noted that the Delaunay triangulation is not limited to interpolation and is widely used in mesh
generation, principle component analysis, and topological data analysis. Its geometric dual, the Voronoi
diagram, can also be used to make rapid nearest neighbor queries and is the basis for another interpolation
technique, natural neighbor interpolation. In future work, the methods used to construct and locate a single
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Delaunay simplex could potentially be extended for other Delaunay triangulation applications. In particular,
knowledge of a Voronoi cell can be achieved by computing the star of simplices incident at a given vertex.
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ABSTRACT

The convolution computation is widely used in many fields, especially in CNNs. Because of the rapid growth
of the training data in CNNs, GPUs have been used for their acceleration and memory-efficient algorithms
have been the focus of attention due to their high performance. In this paper, we propose two convolu-
tion kernels for single-channel and multi-channel convolution respectively. Our two methods achieve high
performance by hiding the access delay of the global memory efficiently, and achieving high ratio of float-
ing point Fused Multiply-Add operations per fetched data from the global memory. In comparison to the
latest Cudnn library developed by Nvidia aimed to accelerate the deep-learning computation, the average
performance improvement of our research is 2.6X for the single-channel, and 1.4X for the multi-channel.

Keywords: Convolution, GEMM, GPU

1 INTRODUCTION

Convolution is widely used as a fundamental operation in many applications such as computer vision, natural
language processing, signal processing. Especially, the Convolution Neural Network (CNN), a popular
model used for deep-learning, is widely used in many applications such as image recognition (Poznanski and
Wolf 2016), (Simonyan and Zisserman 2014), video analysis (Yu et al. 2016), natural language processing
(Zhang and Wallace 2017), and has yielded remarkable results.

Recently, many CNN models have been proposed, such as AlexNet (Krizhevsky et al. 2017),
GoogleNet (Szegedy et al. 2015), VGGNet (Simonyan and Zisserman 2014), ResNet (He et al. 2016),
etc. They are used in many areas, and are improved steadily. The sizes of their networks have grown larger,
which has led to the increase of their processing time. The CNNs have several layers, but a large portion
of the total processing time is used for the convolution layers. Because of the high inherent parallelism of
the convolution algorithms, many researchers are exploring to use GPUs to accelerate them. They can be
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divided into four categories: 1) Direct-based method (Li et al. 2015), 2) FFT-based method (Mathieu et al.
2013), 3) Winograd-based method (Lavin and Gray 2016) and 4) General matrix multiplication (GEMM)
based method (Tan et al. 2011). Recently, many of the algorithms and their modified versions have been ag-
gregated into a public library called Cudnn by Nvidia, which aims to accelerate the deep-learning platforms
like Chainer (Tokui et al. 2015), Caffe (Jia et al. 2014), etc. As the volume of the processing data used in
deep-learning increases, the memory-efficient algorithms play an increasingly more important role, resulting
in the constant proposal of many improved versions. Among them, Implicit-GEMM (Chetlur et al. 2014)
has been included in the Cudnn because of its high efficiency. It divides the feature map and filter data into
many sub-blocks and converts them to many sub-matrices only using on-chip memory of GPU. This method
is very memory-efficient, and achieved a high ratio of floating point Fused Multiply-Add (FMA) operations
per data transferred from the global memory. In (Chen et al. 2017), two memory-efficient methods were
proposed. Both of which are faster than the Implicit-GEMM. However, their performances are negatively
affected when the feature map size is smaller than 32, because it fixes the amount of the data assigned to
each SM, which sometimes is not suitable to the small feature map. In modern CNN models as described
above, more than half of the convolution layers are used for the calculation of the images smaller than 32
(such as 28, 14, 7), meaning that (Chen et al. 2017) cannot handle the modern CNN models efficiently.

In this paper, we propose two methods to accelerate the convolution kernels for single-channel and multi-
channel. In these methods, the memory access is optimized to achieve higher performance. For the single-
channel kernel, our approach follows the computation method proposed in (Chen et al. 2017), however, the
data is divided and assigned to each SM carefully to hide the access delay of the global memory considering
the input data size and the hardware features of our target GPUs (Pascal GPUs). For the multi-channel ker-
nel, we propose a stride-fixed block method. This method aims to maximize the number of FMA operations
per loaded data because the total amount of data that have to be loaded to each SM is much larger than the
single-channel convolution. This allows the access delay to be hidden by data prefetching.

2  OPTIMIZATION METHODS

In this section, we first introduce the CNN models, and then discuss what kind of optimization method is
applicable on Pascal GPUs.

2.1 The Convolution Models

The multi-channel convolution can be defined as follows:

C K—1K-1
O"(xy) =Y, ¥ Y IMx+iy+))-F, ),

ch=1i=0 j=0 (D
where x € [0,W,—K+1),ye[0,W,—K+1),me [1,M].

Here, I is the input feature map set and F is the input filter set. O is the output feature map set which is
generated from / and F. x and y are the coordinates of the pixels of the feature maps. W, is the width and W,
is the height of the input feature map. i and j are the offsets, and are added to the coordinates. Their upper
bound K determines the size of filter. ch represents the channel of the input in the range of [1,C] (C is the
number of channels), and all of the convolution results are added along the dimension ch. m represents the
filter number, and each filter has C channels. M is the number of filters, which is defined in each convolution
layer. When C = 1, it is called single-channel convolution, and its definition is given the following equation.

K-1K-1

0"(x,y) =Y Y I(x+iy+j)-F"(i.)) 2)
i=0 j=0
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2.2 Acceleration models on GPU

Here, we discuss the acceleration methods of the convolution calculation. However, this discussion is not
restricted to the convolution, and can be applied to other applications.

In GPUs, the on-chip memory including registers and shared memory is supported, as well as the off-chip
memory, in which the global memory is mainly supported. The register is the fastest, while the global
memory is the slowest and largest. To fully utilize this hierarchy, many studies such as (Chen et al. 2017)
have been proposed. However, throughput computation, the data loading time from the global memory to
the on-chip memory is most critical, and hiding the latency of the global memory is the most crucial point
for the acceleration.

To hide the latency of the global memory, two methods can be considered:

1. keep the operation units busy (mainly Fused Multiply-Add (FMA) operation units in convolution)
by executing more than Ngy4 operations (the lowest value to make the units busy) in each SM for
the current data set until the next data set arrive from the global memory by data prefetching, and

2. transfer a large volume of data (V;) from the global memory continuously.

In most cases, the first approach is preferable, because the data loading overhead from the global memory can
be relatively reduced more by executing more operations per loaded data. In the multi-channel convolution,
the data size is large enough, and it is possible to find the division of the feature maps and filters that makes
it possible to execute more than Ngp4 operations in each SM. However, in the single-channel convolution,
when the size of feature maps is small, the number of executable operations becomes less than Npy4 even
with the data prefetching, and the second approach is required. Thus, it is necessary to make it clear under
what conditions which method shows better performance.

Table 1 shows several parameters of GTX 1080Ti and its performance for accessing single precision data.
As shown in Table 1, in GTX 1080Ti, 2 FMA operations can be executed in one clock cycle in each core,
namely 256 FMA operations in each SM (each SM has Nyrs = 128 cores). According to the method
proposed in (Mei and Chu 2017), the global memory latency of the GTX 1080Ti is 258 clock cycles. In
order to hide these 258 clock cycles, Npya = 66,048 FMA operations (66,048 = 258 X N, gpres X 2) are
required in each SM for the current data set, the set of divided feature maps and filters.

The volume size Vi can be calculated as follows. The Geforce GTX 1080Ti has a base clock of 1480
MHz and the bandwidth of 484 GB/s, which means the transfer rate is roughly 327 bytes per clock cycle.
Therefore, the volume size needed to hide the latency (258 clock cycles) becomes 84,366 = 327 x 258
bytes. To accommodate the data transfer of this size, 21,120 (= 84,366 / 4) threads are required because
each thread fetches a 4 byte data in single precision. Thus, in each of 28 SMs (N, = 28 is the total number
of SMs in the GTX 1080Ti), 755 threads are required to fetch one 4-byte word respectively. Here, because
32 threads in a warp execute the same instruction at the same time, the number of threads required is often
kept at an integer multiple of 32. Therefore, instead of 755, 768 threads are preferred (in total, it becomes
768 x4 x 28= 86,016 > 84,366). This means that the minimum volume size to make the global memory
busy is V; = 86,016 bytes. For dividing the feature maps and filters, and assigning them to each SM, the
following procedure should be taken:

1. Divide the feature maps and filters so the total size of data that are assigned to each SM is smaller
than the size of the shared memory Sy40¢ (96KB in GTX 1080Ti).

2. [Evaluate the number of FMA operations that can be executed for the data in each SM.

3. Ifitis larger than Npp4, use the first method which is based on the data prefetching.

4. If not, redivide the feature maps and filters so that the total size of data that are transferred to all SMs
become larger than V, and use the second approach.
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Table 1: Parameters to access single precision data

GTX 1080Ti
Architecture Pascal
Global Memory Latency (clock cycles) 258
Bandwidth (GB/s) 484
Base clock cycle (MHz) 1480
SM 28
Transmission Rate (Byte/clock cycle) 327
Data Requirement (bytes) 84,366
Thread Requirement/SM 768
Warp Requirement/SM 24
Data Requirement/SM (bytes) 3072
Flops/clock cycle/core 2

Additionally, to access global memory, it is necessary to confirm that the starting address and the size of the
sequential accessing segment is a multiple of 32-byte. In Pascal GPU, although the performance of multiple
of 128-byte shows best (NVIDIA 2018), the performance for 32-byte and 64-byte are also acceptable.

2.3 Data Mapping

As shown in Fig.1(a), in the single-channel convolution (C = 1), the size of each filter is K x K x 4-byte,
and they are continuously stored in the global memory. With this data mapping, the filters can be divided
only along the dimension m, and the filters can be efficiently loaded from the global memory because they
are stored continuously. Three approaches can be considered.

1. Only the filters are divided and are assigned to each SM. In each SM, the assigned filters are applied
to the whole feature maps (the feature map is processed sequentially against each filter).

2. Only the feature maps are divided and are assigned to each SM. In each SM, the assigned feature
maps are processed by all filters sequentially.

3. Both feature maps and filters are divided, and they are assigned to each SM (the combination of the
first and the second approach).

By using different approach, the amount of data that has to be loaded to the shared memory from the global
memory, and the number of FMA operations that can be executed in parallel become different. Therefore,
finding a good balance between the size of divided feature maps and filters becomes a key point.

In the multi-channel convolution (C > 1), which is the typical case in the convolution layers of the CNN.
The data size becomes much larger than the single-channel convolution. Fig.1(b) shows how the filters are
stored in the global memory. They are stored along the dimension c# first, and then along the dimension m.
In this case, the dividing method of the filters along the dimension m used for the single-channel convolution
cannot be applied as is, because the data size of each filter is normally not a multiple of 32-byte. Especially
when K = 1, the filter size is only 4 bytes and are accessed as 4-byte segments which causes serious
performance reduction due to the non-coalescing memory access.To solve this problem, several approaches
can be considered. Fig.2(a) shows the whole data structure before the division.

1. In Fig.2(b), both the filters and the feature maps are divided along the dimension ch, and the data
for C' = C/Ny,, channels are assigned to each SM (Ny, is the total number of SMs). With this
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division, the data calculated in each thread have to be summed along dimension ch, meaning that
add operations among SMs are required, and Wy, x Wy, x C’ x 4-byte byte in the global memory are
used for this summation. The global memory accesses to this area and the synchronous operations
required for this summation considerably reduce the overall performance.

2. In Fig.2(c), only the filters are divided along the dimension m. M’ x C = M /N, X C filters are
assigned to each SM, and the whole feature map is loaded to SMs from the global memory. In this
approach, if the total size of the filters are less than the total size of shared memory (K x K x C X
M x 4-byte < Ng, X Ssnared), the divided filters can be cached in each SM, and no additional access
to the global memory is required.

3. On the other hand, in Fig.2(d), only the feature maps are divided along dimension y. The divided
feature maps are assigned to each SM, and the whole of the filters are loaded to SMs from the global
memory. In this case, if the total size of the feature maps is smaller than the total size of the shared
memory, the divided feature maps can be cached in each SM, and no additional access to the global
memory is required.

4. However, the total size of the filters and feature maps are larger than the total size of the shared
memory in general. Thus, as shown in Fig.2(e), both the filters and feature maps have to be divided
respectively, and each divided segments are cached in each SM or loaded from the global memory.
In this case, there are many alternatives for how to divide the filters and features maps.

According to our preliminary evaluation, the performance with the data dividing method along the dimension
ch (Fig.2(b)) is obviously slower than other dividing methods because of the additional access to the global
memory for the addition. For achieving higher performance, it is necessary to choose other dividing methods
considering the data size and the hardware features of the target GPUs so that in each SM the number of
FMA operations that can be executed per loaded data from the global memory is maximized.

3 GPUIMPLEMENTATION

According to the discussion in Section 2, in both the single-channel and multi-channel convolution, it is
important to make the number of FMA operations per pre-fetched data higher than Nry4 in order to improve
performance. However, in some single-channel convolution cases, like when the size of feature maps is
small, the number of FMA operations cannot be kept high enough by data prefetching. This means that, in
case of single channel convolution, according to the size of input data, we need to choose one of the two
methods described in Section 2.2: data prefetching or data transfer larger than V.
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Figure 2: Assignment of the input data

In the multi-channel convolution, the size of input data is large enough, so the number of FMA operations
can be kept high enough by data prefetching. However, the performance can be improved more by achieving
higher FMA operation ratio for the fetched data, because to fetch the data from the global memory, each
thread has to issue the instruction to read the data, and the clock cycles are spent for issuing these read
instructions. Therefore, in the multi-channel convolution, to find the data dividing method that maximizes
the number of FMA operations for each divided data is the key to achieve higher performance.

3.1 Single-Channel Convolution

Here, we describe how to divide the input data to improve the performance in the single channel convolution.
As for the convolution calculation in each SM, we follow the method proposed in (Chen et al. 2017).

The total amount of the input data is given by:
Dinput = Ditter + Dmap = (K X K x M+ W, x W;) X 4 Bytes. 3)

Let Ny, be the number of SMs. There are two ways to divide the input data and assign them to each SM.
In the first method, the input data is divided along the dimension m of the filter. Dy, the size of input data
assigned to each SM, becomes

D, = Dfilter

M
+ Diap = (K X K X [N—1 + W, x Wy) x 4 Bytes 4)

sm sm
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In general, D,,,), is too large to be stored in the on-chip memory of each SM. Thus, D, is divided into

P pieces along the dimension y. The size of each piece becomes D1 = Dyap/P. Here, for each line of

feature map, since the convolution requires additional K — 1 lines, the amount of data that have to be held in

the on-chip memory becomes
D M

Dy = = Dppey + (K= 1) Wy = (K x K x 3=+ (]

sm sm P

Wy

1+ K —1) xW,) x4Bytes 3)

and the number of FMA operation that can be executed for these data in each SM is given by

M W,
X Dppet =KX K x [—] x [=2] x W,. (6)

sm sm P

T]’ll _ Dfilter

In the second method, the input data is divided along the dimension y of the feature map. In this case, D,
the amount of the input data assigned to each SM, becomes

D W,
D> =Dyijrer + —L = (K x K x M+ ([ o214+ K — 1) x Wy) x 4 Bytes. (7)
Nsm Nvm

Direr 18 too large to be stored in the on-chip memory in general, and it is divided into Q pieces. The size of
each piece becomes Dy,c2 = Dijrer/ Q. Then, D> becomes

Dmap Dfilter Dmap M Wy
Dy = Diner + = + =(KxKx[—=]+
" N 0 N ( (Q~| ([Nsm

and the number of FMA operation that can be executed for these data in each SM is given by
Wy
Nsm

1+ K —1) x W) x 4Bytes (8)

Dyyap M
Thy = Dy,0 X =KXKx|—|Xx
Inc Nsm [Q-‘ (’—

1) x Wy. 9)

The values of P and Q are decided considering if D or D, is smaller than Sgj,.4, and if Thy or T h; is larger
than Ngpa. If P =1 or Q = 1, the feature maps or the filters are not divided, and they are transferred to the
on-chip memory at a time. If P > 1 or Q > 1, the feature maps or the filters are divided into several pieces,
and the pieces are transferred to each SM by using the data prefetching. With smaller P and Q, Dy, D, and
Thy, Thy become larger. The lower bound of P and Q is given by the requirement that D and D, have to
be smaller than S04, and the upper bound is given by the requirement that 7h; and T h, should be larger
than Nrpy4. P and Q should be chosen so that these requirements can be satisfied. In our implementation, P
and Q are decided as follows.

1. Thy or Thy should be larger than the number of FMA operation Nry4.
Thy > Nryma and Thy > Npya
Thus, the upper bound of P and Q (they must be smaller than W, and M respectively) is given as
follows
KxKxMx(nyy]xWX
A andQ <M

Nrma

K xK x (%]xwyxwx
Nrma

P<

and P < Wy, 0<

2. D) and D, must be smaller than the size of on-chip memory. The lower bound of P and Q is given
as follows.

P> 4XW)};WX i 0> 4><M><K><MI§
Sshared74><K><K>< {m]‘*’(l*K)XA‘XWY Sshared74><WXX("W+K71)

Actually, there exist one more requirement to decide this lower bound. The number of required
registers for the computation must be smaller than that supported in each SM. Its detail is not shown
here, but considering this requirement, the lower bound is calculated.
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3. If there exist P and Q (P and Q must be an integer) in the range specified by (1) and (2), any of them
can be used. In our current implementation, the minimum ones are chosen as P and Q, because the
smaller values means less division, and make the processing sequence simpler. If no value exists, P
and Q are set to 1.

4. Using the obtained P and Q, Dy and D, are calculated and compared. If D is smaller than D,, Q
is reset to 1 to use the first dividing method described above, and otherwise, P is reset to 1 to use
the second one. Both methods can be used because they both satisfy the requirements, but for safety
and leaving more memory space on the on-chip memory, the smaller one is chosen.

Following this procedure, the input data are divided and allocated to each SM in the best balance.

3.2 Multi-Channel Convolution

As described above, in the multi-channel convolution, both feature maps and filters are divided, and prefetch-
ing is used to transfer them to each SM from the global memory. Recent block-based methods show high
performance in convolution due to their continuous and simple memory access sequence. Fig.3 shows the
data mapping of the filters and feature maps, and how they are divided and calculated in each SM. In the
block-based method, as shown in Fig.3(a), the following data are loaded to the on-chip memory in each SM.

1. Sbytes of each filter along the dimension ch (called segment in the following discussion) of M’ filters
(S x M’ bytes in total), and
2. apart of feature map, W, x W)f X 4 bytes in the same channel (W] is an arbitrary value that is decided

by the size of on-chip memory, but Wy’ is specified as (WL because when S bytes are fetched

along the dimension ch, | | lines in the feature map are required to apply the filter).

R
Kx4bytes
Then, the convolution is calculated for these data, and the next data (next § x M’ bytes of filters and W)f x W,
bytes of feature maps are loaded by data prefetching. In (Chen et al. 2017), the filter size is chosen as S
(S = K X K x 4bytes), and only the filters of the target channel and a part of feature map of the same channel
are loaded to the on-chip memory. However, the filter size K x K is usually odd and often small, and the
performance is seriously degraded because of non-coalescing memory access. (Tan et al. 2011) tried to
solve this problem by extending S to /28-bytes. By fetching continuous 128 bytes on the global memory,
the highest memory throughput can be achieved in GPUs. In this method, the filters of several channels (and
a part of the next channel) are fetched at the same time, and are kept in the on-chip memory. First, only the
filters of the first channel are used for the computation, then, the filters of the next channel are used. With
this larger S, M’ has to be kept small because of the limited size of on-chip memory, and smaller M’ means
less parallelism (M’ filters are applied in parallel to the feature map of the same channel). In (Chen et al.
2017), higher parallelism comes first, while in (Tan et al. 2011), lower access delay has a higher priority.

Here, we propose a stride-fixed block method not only to maintain the efficient global memory access, but
also to achieve high parallelism in each SM.

1. S is set to a multiple of 32-bytes. Actually, 32 or 64 is used. Small S allows larger M’, namely
higher parallelism, under the limited size of on-chip memory. When § is 32 or 64 bytes, the memory
throughput from the global memory becomes a bit worse than S = 128 bytes (the highest through-
put), but it is acceptable. S = 32 is the minimum value to maintain efficient global memory access.

2. Next, fixed W/. W/ pixels in the feature map are fetched along dimension x from the global memory.
Thus, W, should be a multiple of 128-bytes to achieve the highest memory throughput. Larger W)
is preferable because it increases the Instruction Level Parallelism (ILP), which can improve the
performance of the convolution.
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Figure 3: Multi-Channel Convolution Kernel

3. After deciding the values of S and W/, the most suitable M’ can be found by the requirements of the
number of FMA operations.

/ Nppa xX4-bytes
M’ > Neweopies,

4. Because the data prefetching is used to fetch the next data set while the current data set is being used
for the current calculation, the size of the data set cannot exceed half of the shared memory. Thus,
! S / Sshare
(SXM+|VW-‘XWX)S h2d

Here, [ﬁbytes} = W is the number of feature maps required for the calculation.

With this approach, for given S, W/ and M’ to improve performance based on block method can be obtained.

From here, we describe how the convolution calculation is executed in each SM. As shown in Fig.3(a)(b),

first, each SM loads Sbyres of M’ filters to the shared memory. At the same time, W, pixels on [ﬁbﬂes] =

Wy’ lines of the feature maps are also loaded. After the first round loading of these data, the same size of
data for the next round are pre-fetched: the next S x M’ bytes along the dimension ch, and the next W/
pixels of the W}f lines. During the second round loading, the convolutions for the first round data set are
calculated on the chip as shown in Fig.3(b)(c). On the chip, each thread corresponds to one target pixel
of the feature map as shown in Fig.3(b). Because the accessing speed of registers is faster than that of the
shared memory, it is required to transfer each data in the shared memory to the registers in order to achieve
high performance. In the convolution computation, the target pixel and its neighbors in the feature map are
sent to the corresponding registers by each thread. Here, one important point is that only S/4bytes pixels
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in the feature map have to be loaded onto the registers. The rest pixels, the red ones in Fig.3(b), are just
held in the shared memory for the next round. The filter data is also transferred to the registers by the
corresponding thread, but in this case, all data is transferred to the registers because all of them are used.
After that, each pixel data is multiplied by the corresponding filter data, and their products are added. When
all computations for the data stored in on-chip memory has been finished, data prefetching for the third
round is started. During this loading, the convolution for the second round data is calculated.

By using this method, the size of S can be kept small, and the number of filters M’ can be increased. This
ensures that more filters can be applied in parallel to the same feature map. This does not increase the
number of data loading of the feature maps, and hides the latency caused by global memory access.

4 EXPERIMENTAL ANALYSIS

We implemented our two convolution kernels on Pascal series GPU Geforce GTX 1080Ti by using the
CUDA 8.0. Their performances were evaluated using many convolutions which are commonly used in
popular CNN models, and compared with the latest public library Cudnn v7.1 (Chetlur et al. 2014).

In the single-channel convolution, we changed the sample size of the feature maps from 28 to 1K and the
size of the corresponding channels from 512 to 32. The filter size is 1, 3 or 5, which is common in many
CNN models. In CUDA programming, by assigning more number of blocks to each SM, the SMs can be
kept busy. In our current implementation, Npj,er = 2 X Ngyr = 2 x 28 blocks are used. Two blocks are
assigned to each SM, and 512 threads are assigned to each block. Thus, the maximum number of registers
for each thread is constrained to 128. For each tested case, P and Q are decided following the method

proposed ®cudnn proposed ®cudnn proposed ®cudnn
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described in Section 3.1. Fig.4 shows the results of the single-channel convolution. Our method is faster
than Cudnn v7.1 in all tested cases. The performance gain is 1.5X to 5.6X, and its average is 2.6X. In the
multi-channel convolution, we changed the sample size of the feature maps from 7 to 512, and the size of
the corresponding channels from 64 to 512. The filter size is also 1, 3, or 5. As discussed in Section 3.2,
larger M’ is preferable for making data prefetching more effective. Therefore, we fixed the segment size S as
32 or 64 bytes, and M" and W/ are decided following the method described in Section 3.2. According to our
preliminary evaluation, when M’ = 64 and W/ = 128, the performance is best, and we used these values for
this comparison. As shown in Fig.5, our method is faster than Cudnn in all tested cases, and the throughput
has been increased by 1.05X to 2X, with an average increase of 1.39X. In (Chen et al. 2017), a different
GPU is used, and a direct comparison is not possible. However, when K = 3, our performance is 4X faster
and the peak performance of which is 2.4X faster than that used in (Chen et al. 2017).

We also implemented our two kernels on Maxwell series GPU GTX Titan X, and it also showed that our
performance is faster than Cudnn on the same GPU by 1.3X to 3.7X in the single-channel convolution and
1.08X to 1.8X in the multi-channel convolution.

5 CONCLUSIONS

In this paper, we proposed two convolution kernels on Pascal series GPUs for single-channel and multi-
channel respectively. For single-channel convolution, we introduced an effective method of data mapping,
which can hide the access delay of the global memory efficiently. For multi-channel convolution, we in-
troduced a method that not only guarantees the memory access efficiency, but also achieves high FMA
operation ratio per loaded data. Performance comparison with the public library Cudnn shows that our ap-
proaches are faster in all tested cases: 1.5X to 5.5X in the single-channel convolution and 1.05X to 2X in the
multi-channel convolution. Our approaches was designed assuming Pascal architecture, but the performance
is also faster than Cudnn on Maxwell architecture. This practice shows that our approaches can be applied
to the wide range of CNN models on various GPUs. In our current implementation, the throughput is still
lower than the theoretical maximum, meaning that the convolution kernel still has room for improvement,
which will be our main future work.
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ABSTRACT

In this work we present a heuristic to select the appropriate compressed storage format when computing the
symmetric SpMV multiplication sequentially. A subset of symmetric sparse matrices were selected from the
SPARSITY benchmark suite and extended with other matrices we consider complement them. All matrices
were collected from Matrix Market and UF matrix collection. Experimental evidence shows that given a
symmetric sparse matrix, predicting what is the more convenient format to use for computing the symmetric
SpMV multiplication could be possible. According to our findings, and good rule of thumb, if the average
number of non zero coefficients per column (row) is less than 3.5, then the symmetric SpMV multiplication
runs up to 1.6x faster using the TIDS format compared to CSR.

Keywords: : Storage format, CSR, TJDS, data structures; sparse matrix vector product, symmetric sparse
matrix.

1 INTRODUCTION

When solving a sparse system of linear equations using iterative methods, most of the computation
time is dominated by the sparse matrix vector product (SpMV) and this has brought up a significant
amount of research into sparse matrix reorganization and mapping the SpMV onto sequential, paral-
lel and distributed systems. Research into sparse matrix representation has developed various static
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storage reduction schemes such as Compressed Sparse Row (CSR), Compressed Column Storage
(CCS), Jagged Diagonal Storage (JDS), Transpose Jagged Diagonal Storage format (TJDS), and Block
Compressed Sparse Row format (BCSR) (Dongarra 2000, Montagne and Ekambaran 2004, Saad 1989,
Saad 1996, Pinar and Heath 1999) among others. Compressed storage formats focus on avoiding direct
representation of zero elements. They achieve that by only storing non zero elements in a linear array, and
rely on additional arrays of meta data to infer where they sit in the original sparse matrix. The quantity
and shape of meta data varies with each storage format. While those storage formats achieve their primary
objective in lowering the memory footprint of sparse matrices, they introduce their own performance
challenges for SpMV due to the complexity of the inner loop and indirections in memory access. For
example, with BCSR, there is a tradeoff between reducing indirect addressing and the presence of some
zeros inside the blocks when these are not dense.

The rest of this paper is organized as follows: Section 2 presents a review of the related works. Section 3,
introduces symmetric matrices and presents the benchmark matrix suite. Section 4 describes the algorithm
and data structure needed to store symmetric sparse matrices using CSR and TJDS. Section 5 shows the
performance of the symmetric SpMV multiplication using CRS and TJDS and the type of matrices that
benefit from each format. Finally, in Section 6 we give some final remarks.

2 RELATED WORKS

Several formatting options have been reported to compress sparse matrices to gather the non zero values into
a data structure that allows us to run the SpMV product computation efficiently without handling the zero
values. Compressed Row Storage (CSR) is a widely used format and a mandatory reference. In addition,
many optimizations techniques have been developed for it, in particular regarding SpMV performance (Im
et al. 2004, Vuduc. 2004,Williams et al. 2009). Unfortunately, due to the variety of non zero elements
distribution in sparse matrices, this format is not always the most successful. On this regard, Sedaghati
(Sedaghati et al. 2015) presents an interesting decision model using machine learning to predict the best
format to compute SpMV, depending on some matrix features and using three different high-end GPUs.
They showed that prediction is possible.

A variant of CSR, known as the Block Compressed Sparse Row format (BCSR) can be considered an im-
provement on CSR because it reduces the number of indirect accesses and therefore it has received special
attention (Pinar and Heath 1999, Lee et al. 2003, Vuduc. 2004). Pinar and Heath proposed a reordering
heuristic based on the Traveling Salesman Problem combined with the Block Compressed Row Storage
format (BCSR). Their method is aimed to reduce the number of memory accesses by permuting rows and
columns to create dense blocks and/or enlarge dense blocks already present. As a result, they reduce the
number of indirections from the number of non-zero values to one indirection per block (Pinar and Heath
1999). Another method to decrease memory traffic is register blocking optimization combined with a block-
ing scheme where explicit zeros are added to the blocks to create dense tiles (Im et al. 2004). In this
approach, they eliminate loads and store operations by reusing values already stored in registers. In SPAR-
SITY, they report speedups up to a maximum of 4 x compared to the baseline CSR.

Some times, a specific distribution of values in a matrix may not benefit from a straightforward application
of a specific storage format and some reordering is necessary. In this regard, Cuthill and Mckee (Cuthill and
McKee 1969) present a reordering algorithm to reduce the bandwidth of a sparse matrix. Basically, they
represent the sparse matrix non zero coefficients as the vertices of a graph and through a series of rows and
columns permutations, they relabel the vertices of the graph. The relabeled graph represents a matrix where
the number of the non zero elements cluster near the diagonal. When using this approach, a permutation
vector must be saved to permute the source vector x before the computation of the SpMV multiplication
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begins, and another permutation must be done in the resulting vector to obtain the final result. This means
that if Cuthill-McKee is applied, then independently of the compressed storage format, we must compute
Py = A.,Pix instead of y = Ax, where P| and P, are permutation arrays and A., is the Cuthill-Mckee
reduced band matrix. The TJDS format we are presenting in this work also requires a permutation array but
even with the permutation array, TIDS uses less space than CSR.

Vuduc proposed the row segmented diagonals (RSDIAG) format as an alternative to exploit matrices with
irregular diagonal structures such as diagonals that grow progressively longer (Vuduc. 2004). In these
cases BCSR combined with uniform register blocking is difficult to apply. The RSDIAG method basically
consists of dividing the matrix into row segments and selecting a tuning parameter called the unrolling depth
u. Then in each segment we move along the diagonals selecting u# elements per diagonal and copying them
back to back into a linear array. Using RSDIAG, Vuduc reported speedups of 2x for matrices with irregular
diagonal structure.

The variable band storage proposed by Jennings (Jennings 1966) also known as profile storage or Skyline
is a more flexible storage scheme than diagonal storage and works well for symmetric sparse matrices. It
has the advantage of using only two vectors: one for the matrix coefficients and another to identify the
beginning of each row. The column index array is not necessary because the column indices can be easily
derived (Duff 1977). TIDS resembles Jennings’ format when dealing with banded systems but there are
two differences: 1) The variable band storage allows fill in zeros in between the diagonal coefficients and
the last nonzero coefficient in each row while TJDS does not. 2) Because TJDS does not allow fill in zeros
the index array is required. However, in the handling of banded matrices, TJDS is able to easily derive the
indices as well.

In solving the SpMV kernel using parallel and distributed systems, a generous amount of study has ad-
dressed the problem of mapping the SpMV kernel into different types of architectures in order to optimize
its performance. But recently some attention has been focused on mapping Symmetric SpMV on multi-
core architecture because there is a tendency to adopt multicore processors as de facto standard for parallel
processing (Krotkiewski and DabrowskiArrow 2010, Bulu et al. 2011). Mapping the symmetric SpMV
multiplication onto a multicore architecture is not an easy task and we currently have an investigation on the
possibilities of using TIDS in this arena. However, in this work we are reporting how TJDS is an adequate
choice to compute the sequential symmetric SpMV multiplication for a class of matrices.

3 SYMMETRIC MATRICES

Probably the type of symmetric sparse matrices we are most acquainted with is the symmetric definite band
matrix. These are matrices whose elements outside a band along the main diagonal are all zeros. We can
characterize them by an integer m < n (Schwarz 1973) such that:

aij=0 Vi, jwith |i—j| >m (D

in equation (1) # is the matrix dimension and m defines the bandwidth as b = 2m+ 1. For instance for a given
matrix A, m = 0 tells us that A is a diagonal matrix, m = 1 means that matrix A is tridiagonal, m = 2 says
that A is a band matrix that consist of five adjacent diagonals, and so forth. However, there are many other
types of symmetric sparse matrices that range from a diagonal matrix as defined above to any combination
made of a diagonal matrix and some off diagonals nonzero values distributed randomly.

One of the advantages of working with symmetric sparse matrices is that only half of the matrix has to be
stored alleviating thus the pressure on memory traffic because each matrix coefficient is accessed once and
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Table 1: Matrix benchmark suite from Matrix Market.

Name (Application Area) Dim. (% Nnz (nnz stored in file)
1 dense (symmetric dense matrix) 1000 (500.5) 1000000 (500500)
2 | 3dtube (3-D pressure tube) 45330 (35.95) 3213618 (1629474)
3 | crystk03 (FEM crystal free vibration) 24696 (35.95) 1751178 (887937)
4 | crystk02 (FEM crystal free vibration) 13965 (35.18) 968583 (491274)
5 | guptal (Linear programming) 31802 (34.53) 2164210 (1098006)
6 | raefsky4 (Bucking problem) 19779 (34.09) 1328611 (674195)
7 | ct20stif (CT20 engine block) 52329 (26.28) 2698463 (1375396)
8 | besstk35 (Stiff matrix automobile frame) 30237 (24.48) 1450163 (740200)
9 | vibrobox (Structure of vibroacustic problem) 12328 (14.40) 342828 (177578)
10 | pwt (INDEED Test Matrix [DC-m])) 36519 (4.96) 326107 (181313)
11 | finan512 (Finantial porfolio optimization) 74752 (4.49) 596992 (335872)
12 | saylr4 (Oil reservoir modelling) 3564 (3.63) 22316 (12940)
13 | penta_diagonal (Banded) 1000 (2.99) 4994 (2997)
14 | bespwrlO (Representation US power network) 5300 (2.56) 21842 (13571)
15 | shallow_water2 (Fluid dynamics problem) 81920 (2.50) 327680 (204800)
16 | LFATS5000 (Model reduction problem) 19994 (2.50) 79966 (49980)
17 | 1138_bus (Power network problem) 1138 (2.28) 4054 (2596)
18 | 494_bus (Power network problem) 494 (2.19) 1666 (1080)
19 | largetridiagonal (Banded) 10180 (1.99) 30538 (20359)
20 | Chem97ZtZ (Statistical/mathematical problem) | 2541 (1.95) 7361 (4951)
21 | besstm39 (Structural problem) 46772 (1.00) 46772 (46772)

used twice. An additional saving is obtained by storing only the matrix nonzero elements using a compressed
storage format.

The work of Lee et al. (Lee et al. 2003, Lee et al. 2004) is, to our knowledge, the most comprehensive and in
depth study on optimization strategies to speed up the symmetric SpMV product. In their work, they selected
a subset of the SPARSITY benchmark suite and applied the following optimizations: symmetric storage,
register blocking, and vector blocking. Their experiments were carried out in four different architectures
and for each architecture they reported nine implementations and bounds. The performance summary, they
present, is divided in three groups or bands: dense matrix, matrices arising from FEM applications , and
matrices from other applications. In the case of dense matrices a performance upper bound was found
when they reported gains up to 4x compared to the baseline implementation. Indeed, dense matrices adapt
themselves to any register blocking size and padding zeros are not necessary therefore good performance
outcomes can be expected. They also reported significant gains in the group of FEM matrices, but an
interesting and curious result is the modest gain in performance they reported in the group of matrices
labeled as other applications.

This curious result motivated our study of symmetric matrices with few off diagonals elements and banded
matrices. In our experimental study we handled most of the symmetric matrices taken from Lee’s matrix
benchmark suite used in (Lee et al. 2003, Lee et al. 2004), some additional symmetric sparse matrices
taken from the SPARSITY benchmark suite (Im et al. 2004), plus some other matrices we considered
representative of the domain of symmetric sparse matrices. These new additions are: diagonal (bcsstm39),
symmetric tridiagonal, symmetric five diagonal, and matrices with few off diagonal elements. Table 1 shows
the name, application area, dimension , r factor (r = %), number of non zero values (nnz), and number
of stored values for each matrix of the benchmark suite divided in groups. The first two group shows a
set of matrices from (Lee et al. 2003, Lee et al. 2004) where there is not doubt that CSR is the format to
be used to compute the SpMV multiplication. Dense is the only matrix in group one and its the epitome of
performance to benefit from optimization techniques. The third group represents those matrices in (Lee et al.
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Figure 1: Matrix benchmark suite from Matrix Market.

shallow_water2  LFAT5000
|

2003, Lee et al. 2004) which did not gain a significant improve on performance when register blocking and
other optimizations are carried out. This last set of matrices, characterizes the matrices where the SpMV
multiplication performs better using the TJDS format instead of CSR. To visualize the matrix structure
or non zero distribution we include as well a picture of each matrix in Figure 1. The picture of matrix
besstm39 which is diagonal, also represents the symmetric banded matrices (tridiagonal and pentadiagonal).
Dense matrix picture is excluded. All matrices were collected from the University of Florida Sparse Matrix
Collection (Davis and Hu 2011) and Matrix Market (Boisvert et al. 1997.)

4 STORAGE FORMATS AND ALGORITHMS

When a symmetric sparse matrix, A = A” | is used to compute the symmetric sparse matrix-vector multiply
(SpMV) we just need to store the lower or upper triangle of the matrix depending on the compressed storage
format adopted for the computation. We will use matrix A to describe the different formats and algorithms
used in this experiment.

all 0 als 0 0 0

A | @ 0 az az azs aze
0 O a4 ass ass age
0 0 as3 asy ass ase
L 0 0 ae3 aes ass aes |
[ y1 ] [ai1 0 a3 0 0 0 T[]
2 0 ann 0 0 0 0 X2
3| _| a1 0 a3 as azs ass X3
V4 0 0 a4 am ass age X4
s 0 0 as3 asqy ass ase X5
L ye ] L O O ae aes ass ace | [ X6 |
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value_list | a;1 a3 | axn | a3 az4 a5 a3 | Aas  G45  dae | G55 Ase | des
col_index | 1 3 2 3 4 5 6 4 5 6 5 6 6
rowstart | 1 | 3 [ 4 [ 8 [11[13]14

Figure 2: CSR data structures to compute the symmetric SpMV multiplication.

Algorithm 1 Symmetric SpMV-Lee et al.

1:
2:
3:

R A

21:
22:

i< 1;
forr< 1tondo
y_temp < 0;
x_temp < x[r];
row_ptr < row_start[r];
> Special handling of the diagonal
if r = col_index|i] then
y_temp < value_list[i] * x[i];
i+~ i+1;
row_ptr <— row_ptr+1;
end if
> Loop over non-zeros in row i
for j = row_ptr to row_start[i+1]— 1 do
¢ < col_index[jl;
a_val < value_list|[j];
y_temp < y_temp +a_val xx[c];
ylc] <= y[c] +a_val x x_temp;
i<~ i+1;
end for

yli] = y_temp;
end for

CSR is an efficient gather base compressed storage format which is widely used and can be considered de
facto standard to compare with. Performance optimizations of the SpMV multiplication using CSR has
been, and still is, the focus of a many research projects searching for improving performance on different
architectures (Williams et al. 2009, Krotkiewski and DabrowskiArrow 2010, Bulu et al. 2011). We can
characterize CSR as follows:

e The elements of the source vector x are accessed in a discontiguous way creating low spatial locality

(gather base).

There is also a high per row loop overhead because it generates many short vectors.

The matrix elements are used just once and are accessed sequentially in row order producing thus
low temporal locality (low reuse).

e The elements of the destination vector y are accessed sequentially and they are used many times

showing optimal temporal locality(high reuse).

e The outer loop is executed n times.

To create the CSR representation of the above illustrated matrix, the non-zero coefficients of matrix A are
compressed along the row and stored one row after another in a linear array that we denote as value_list.



Aymerich, Duchateau, Montagne, and Plochan

Another array, col_index, is used to store the column indices associated to each coefficient of matrix A. A
third array, row_position is necessary to identify the beginning of each row in the value_list and col_index
arrays. Figure 2 shows the data structures required to compute the symmetric SpMV kernel using a variant
of Lee’s algorithm (Lee et al. 2003) as described in Algorithm 1. The algorithm assumes that before
compression only the upper-triangle of A is stored. Storing the upper-triangle saves space and alleviates the
presure on memory traffic because each matrix coefficient is accessed once and used twice.

TJDS is a scatter base compressed storage format which produces long vectors. We can characterize it as
follows:

o The elements of the source vector x are accessed sequentially and are reused at each iteration (good
locality).

e There is also a low per row loop overhead in the outer loop because it generates large vectors and
the number of iterations is num_t jdiag < n.

o The matrix elements are used just once and are accessed sequentially producing low temporal local-
ity (low reuse).

e The elements of the destination vector y are accessed randomly and they are used many times show-
ing low spatial locality(low reuse).
Source array x has to be permuted before the computation.
Destination array y have to be permuted after the computation.

To store the symmetric matrix A using the TIDS format, we proceed as follows: The non-zero coefficients
of lower triangle of the symmetric matrix are compressed along the columns and reordered in decreasing
order of the number of non-zero elements per column as shown below:

a33 d44 A11 As55 A2 466
as3 asy az ags 0 0

as3  deq 0 0 0 0
ass 0 0 O O O
0o 0 o0 o0 0 O
o o o0 o0 0 0

The final step is to permute arrays x and y using the same reordering we applied to the matrix columns.
Figure 3 shows the data structures and Algorithm 2 the sequential algorithm to perform the symmetric
matrix-vector multiplication, y = Ax, using the TJDS format. In this branchless algorithm num_t jdiag
stands for the number of transpose jagged diagonals. It is worth mentioning that num_t jdiag < n. The
length of the column with the largest nnz provides the value of num_t jdiag. We include the source array
x and the destination array y in Figure 3 to show the permutation applied to array x and how the results,
array y, will be gathered already permuted. For instance: Let P be the permutation array, then if we need to
compute y = Ax using TIDS, we must compute Py = A" Px.

Then, the first transpose jagged diagonal ¢ jd is obtained by gathering the first coefficient of each column
into the linear array value_list (see highlighted a;; values above and first segment in the value_list array
in Figure 3). Then we proceed in a similar way with the second element of each column for the second
diagonal or segment, and so forth. Another array denoted as row_index is used to store the row indices of
the coefficients of the matrix for knowing where the non-zero elements fit into the sparse matrix. A third
array, called start_position, stores the starting position of each ¢ jd diagonal stored in the arrays value_list
and row_index. Although in the TIDS data structure there is a permutation vector involved, the information
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Y| y3 | ya |y |Ys | Y| Y
X | x3 | x4 | xt | x5 | x2 | xg

value_list | a3z ass a;1 ass axp aes | 43 Ass  G31 Aes | 53 des | 63
row_index | 3 4 1 5 2 6 2 4 1 6 4 6 6
start_position | 1 | 7 [ 11 [ 13 | 14 ]

Figure 3: TIDS data structures to compute the symmetric SpMV multiplication.

Algorithm 2 Symmetric SpMV-TIDS
1 i+ 1; > Special handling of the diagonal
2: for j = Start_position[i] to Start_position[i+ 1] — 1 do
3 y[jl < value_list[j] = x[j];

end for

: > Loop over off diagonal elements
: for i =2 to num_t jdiag do

k<« 0;

for j = Start_positionli] to Start_position[i+ 1] — 1 do
10: p < row_index|j];

11: a_val < value_list[]];

12: y[pl < ylp] +a_val = x[k];

13: ylk| <= y[k] +a_val xx[p];

14: k< k+1;

15: end for

16: end for

R e

of the permutation array coincides with the first segment of the row_index therefore no additional storage is
needed for the permutation array because it is implicitly located in the row_index array; this make TJDS a
more compact format than CSR. Last but not least, we need to mention that all the indices of the row_index
array starting from the second segment onwards are also permuted.

4.1 Symmetric banded matrices

We have explored as well the computation of the symmetric SpMV multiplication for banded matrices
under the TIDS format. In our experiment we handled tridiagonals, pentadiagonals, and n-diagonals (dense
matrix) and found that TJDS provides some advantages for this class of matrices. For instance, reordering
after compressing the columns is not necessary because the columns are already ordered in decreasing order
and this entails that the source array x and destination array y do not have to be permuted either. The data
structures are illustrated in Figure 4 and the algorithm to compute the SpMV multiplication for banded
matrices using the TJDS format is described in Algorithm 3. In this algorithm we have moved out the
indirection of the inner loop and replaced by a double indirection before starting the inner loop. This subtle
modification in the algorithm reduces the number of memory accesses to the index array from (mn —m) to
m, where n is the matrix dimension and m defines the band (see (1) in section 3). This a significant reduction
in memory traffic. Furthermore, the column indices could be easily generated as in the variable band format
(Jennings 1966, Duff 1977) eliminating thus all the indirections.



Aymerich, Duchateau, Montagne, and Plochan

Y| v | y2 | y3 | ya|ys | Ye
X | xt | x| x3 | x4 | x5 | X¢

value_list | @11 axx a3z as4 ass aes | A1 A3 A43  As4 GgS
row_index | 1 2 3 4 5 6 2 3 4 5 6
start_position | 1 | 7 [ 12 ]

Figure 4: TIDS data structures to compute the symmetric SpMV multiplication for banded matrices.

Algorithm 3 Banded Symmetric SpMV-TIDS

i+ 1; > Special handling of the diagonal

1:

2: for j = Start_position[i] to Start_position[i+ 1] — 1 do

3 y[jl < value_list[j] = x[j];

4: end for

5: > Loop over off diagonal elements
6: for i =2 to num_t jdiag do

7 k+1;

8 p < row_index|[Start_position|i]];

9 for j = Start_positionli] to Start_position[i+ 1] — 1 do
10: a_val < value_list|[j];
11: ylp] < ylp] + a_val = x[k];
12: y[k] < y[k] +a_val x[p];
13: k+—k+1;
14: p+—p+1;
15: end for
16: end for

5 SEQUENTIAL PERFORMANCE

In our experiment we have examined the symmetric benchmark matrix suite used in (Lee et al. 2003, Lee
et al. 2004) which is a subset of the SPARSITY benchmark matrix suite, and we have added a set of
symmetric matrices whose structure is a main diagonal plus few off diagonal elements and banded matrices.
The matrices we have added are characterized by a factor or rule of thumb denoted as r = 7% < 2.5. Indeed,
we have found a threshold (¢ = 3.6) which leads us to determine beforehand the usage of CSR or TIDS to

compute the symmetric SpMV multiplication.

We used the twenty one matrices from Table 1 and run the Symmetric SpMV mutiplication on Ivy Bridge.
Figure 5 shows that CSR is a better choice for matrices beyond r > 3.63 and TJDS does it better when
r < 3.63. Figure 6 shows the results of executing the symmetric SpMV in Harpertown for the same set
of matrices. The outcome is similar to the one presented in Figure 5 but it can be noticed that matrix pwt
(r £4.96) behaves differently because it runs better using TIDS. Both Figures (5 and 6) show that r = 3.63
is the tipping point where it is recommended to switch from CSR to TIDS. This point corresponds to matrix
saylrd in our tests. We can also observe that the gap between the two plots is closer in Harpertown showing
this way the impact of the architecture on the execution of the symmetric SpMV. We believe that there is
a zone between 3.5 < r < 5.0 where we can find some matrices that contradict our findings as was the
case of pwt (r < 4.96) that did better using TJDS and we were expecting that CSR was the format to use.
Further studies should be made on those matrices whose r value does not follows the expected behavior of
our empirical assertion. In both experiments, each SpMV multiplication iterates 1000 for each matrix of the
benchmark suite and each matrix was run 30 times. Table 2 shows the hardware and software configuration
use in this benchmark.
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Figure 5: Mflops for the symmetric SpMV multiplication on Ivy Bridge using CSR and TJDS.
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Figure 6: Mflops for the symmetric SpMV multiplication on Harpertown using CSR and TJDS.
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Table 2: System Platform.

Ivy Bridge Harpertown
Model Intel Core 15-3470  Intel Xeon E5430
Architecture x86_64 x86_64
Microarchitecture Intel Ivy Bridge Intel Core
Clock freq. 3.2 GHz 2.66 GHz
L1 cache (D/T) 32KB/32KB 32KB/32KB
L2 cache 256KBx4 6MBx2
L3 cache 6MB -
Cores/Threads 4/4 4/4
Compiler gce gcc
Flags -03 -03

6 CONCLUSIONS

One of the advantages of dealing with symmetric matrices to compute the SpMV multiplication is that sy
mmetry allows the saving of space because only the diagonal and half of the off diagonal elements have
to be stored, alleviating thus memory traffic. In addition, we have found empirical evidences that lead
us to recommend the usage of the TIDS format when computing the symmetric SpMV multiplication for
tridiagonals, five-diagonals, and matrices made of a main diagonal and few non zero off diagonal elements
because TIDS requires less memory space and also outperform the CRS version for matrices whose r factor
(r = 7z5) is less than 3.63. It is worth mentioning here that tridiagonals and penta-diagonals matrix are of
common used in scientific computing and their r factor is 1 and 1.9 respectively.
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1 ABSTRACT

Remote visualization has emerged as a necessary tool in the analysis of big data. High-performance com-
puting clusters can provide several benefits in scaling to larger data sizes, from parallel file systems to larger
RAM profiles to parallel computation among many CPUs and GPUs. For scalable data visualization, re-
mote visualization tools and infrastructure is critical where only pixels and interaction events are sent over
the network instead of the data. In this paper, we present our pipeline using VirtualGL, TurboVNC, and
ParaView to render over 40 million points using remote HPC clusters and project over 26 million pixels
in a CAVE-style system. We benchmark the system by varying the video stream compression parameters
supported by TurboVNC and establish some best practices for typical usage scenarios. This work will help
research scientists and academicians in scaling their big data visualizations for remote, real-time interaction.

Keywords: Remote rendering, CAVE, HPC, ParaView, big data.
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2 INTRODUCTION

Network is one of the biggest bottlenecks of remote rendering and we want to minimize the data sent and
received from the server. The most commonly used method to do this is to compress the data. However,
compression has its own disadvantages. Compression and decompression consumes CPU time meaning that
some extra time will be added to the rendering process. Another disadvantage is that compression can lead
to loss of data depending on what type of algorithms are being used (lossy versus lossless algorithms). Apart
from compression, there are other factors that can help minimize network bandwidth usage at the cost of
reduced render quality like JPEG quality, JPEG chrominance sub-sampling, and the amount of compression
level applied. The goal of this work is to identify which of these factors is significant for remote rendering
of big data over a dedicated 10 Gbps network.

2.1 Graphics rendering

Graphics rendering pipeline consists of two phases - geometry processing and rasterization. The authors
in (Molnar, Cox, Ellsworth, and Fuchs 1994) have described three classes of parallel rendering algorithms;
sort-first, sort-middle, and sort- last. A significant advantage of the sort-last algorithm is that the renderers
implement the complete rendering pipeline and are independent until pixel merging. In general, all the three
rendering algorithms suffer from some common problems like load balancing, high processing and com-
munication costs, and highly pixelated content. In this paper, we used ParaView (Kitware 2017) to run our
experiments, which implements sort-last algorithm in its code base. Samanta et al. in (Samanta, Funkhouser,
Li, and Singh 2000) proposed a hybrid of sort-first and sort-last parallel polygon rendering algorithm. The
hybrid algorithm outperforms sort-first and sort-last algorithms in terms of efficiency. Overall, the hybrid
algorithm achieved interactive frame rates with an efficiency of 55% to 70.5% during simulation with 64
PCs. The hybrid algorithm provides a low cost solution to high performance rendering of 3D polygonal
models.

Visualizing big data sets has always been challenging because of limited CPU, memory, parallelization, and
network requirements and Ahrens et al. talk more about it in (Ahrens, Desai, McCormick, Martin, and
Woodring 2007). Ahrens et al. (Ahrens, Brislawn, Martin, Geveci, Law, and Papka 2001) also discuss
similar problems with respect to large-scale data visualization and present an architectural approach based
on mixed dataset topology parallel data streaming. Moreland et al. in (Moreland, Wylie, and Pavlakos 2001)
used sort-last parallel rendering algorithm to render data to large tile displays. Morland et al. in (Moreland
and Thompson 2003) describe a new set of parallel rendering components for the Visualization Toolkit
(VTK) (Schroeder, Martin, and Lorensen 1996), which is also used by ParaView for data visualization. They
introduced components of Chromium (Humphreys, Houston, Ng, Frank, Ahern, Kirchner, and Klosowski
2002) and ICE-T (an implementation of (Moreland, Wylie, and Pavlakos 2001)) into VTK and showed that
VTK can be a viable framework for cluster-based interactive applications that require remote display.

Eilemann et al. (Eilemann, Makhinya, and Pajarola 2009) introduced a system called Equalizer, a toolkit
for parallel rendering based on OpenGL. Equalizer takes care of distributed execution, synchronization, and
final image composting, while the application programmer identifies and encapsulates culling and rendering.
This approach is minimally invasive since the proprietary rendering code is retained.

2.2 Remote Scientific Visualization

ParaView (Ahrens, Geveci, and Law 2005)(Kitware 2017) is an open-source toolkit that allows scientists to
visualize large datasets. It is based on the visualization toolkit called VTK (Schroeder, Martin, and Lorensen
1996) that provides the data representations for a variety of grid types including structured, unstructured,
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polygonal, and image data. ParaView extended VTK to support streaming of all data types and parallel
execution on shared and distributed-memory machines.

TurboVNC is a derivative of VNC (Virtual Network Computing) (Richardson, Stafford-Fraser, Wood, and
Hopper 1998) that has been specifically developed to provide high performance for 3D and video workloads
(TurboVNC 2017). It is an open source project that contains a modern X server code base (X.org 7.7).

VirtualGL (Virtual GL 2017) is an open source software that enables remote display software the ability to
run OpenGL applications with full 3D hardware acceleration. It redirects the 3D rendering commands and
the data of the OpenGL applications to a graphical processing unit (GPU) installed on the remote server and
sends the rendered 3D images to the client.

A CAVE automated virtual environment (Cruz-Neira, Sandin, DeFanti, Kenyon, and Hart 1992) is a virtual
reality interface that consists of walls and each wall can be driven by one or more projectors. The first
CAVE was developed at the University of Illinois, Chicago Electronic Visualization Laboratory in 1992 for
scientific and engineering applications and overcome the limitations of head mounted displays (HMD).

3 DESIGN AND IMPLEMENTATION

3.1 Experimental setup

ParaView consists of a data server, render server, and a client. The data and the render server can be separate
machines but if they are on the same host, they are referred to as a pvserver. In our experiments, we had
the render and the data server running on the same machine acting as the pvserver. We used NewRiver
(Computing 2017) for remote rendering and the Hypercube machine in our lab for running the ParaView
client. A vncserver was started on Hypercube and a user could use that vncsession to connect to Hypercube
to run the experiments. Ganglia daemon (Sourceforge 2016) running on Hypercube was set at a polling
frequency of 3 seconds and used to collect metrics like memory and network usage. By default, Ganglia
sets the polling frequency at 15 seconds but we wanted to poll more frequently to collect more accurate
data. However, polling every second is also not recommended since that could stress the ganglia server
and therefore we decided to poll every 3 seconds instead. Our experimental pipeline consisted of Paraview,
TurboVNC, and VirtualGL. Figure 1 shows the architectural overview and Figure 2 shows a flow diagram
of the different components talking to each other. Figure 3 shows a 40 million point cloud dataset being
analyzed in the CAVE at Virginia Tech.

On NewRiver !
" 3ppata X PVXFile User makes a :

AVNC Session on Hypercube

Figure 1: Overview of the experimental setup
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Figure 2: Flowdigram of the experimental setup

Figure 3: 40 million point cloud data set visualized using our experimental pipeline and remote HPC servers
3.2 Hardware specifications and data used

We used the NewRiver HPC cluster at Virginia Tech for remote rendering. Each host had 24 CPUs, 512 GB
of memory, and 2 Tesla K80 GPUs. The Hypercube machine used to run the ParaView client had 48 CPUs,
512 GB of memory, and 4 Nvidia Quadro M6000 GPUs. Each projector used in the lab to run the CAVE runs
at a frequency of 120 HZ with active stereo and a resolution of 2560x1600. We used a point cloud dataset
that had more than 5 billion points in it. It is a LIDAR (Reutebuch, Andersen, and McGaughey 2005) mass
scan of the Goodwin hall at Virginia Tech that has motion sensors installed at different locations. The total
size of this dataset was 270 GB and it was available in the form of CSV files. This data was cleaned of
the noise and converted into unstructured XML VTK format in binary also called VTU (FEM 2016) format
using ParaView’s D3 filter (Kitware 2017). Converting the CSV files into VTU files was necessary to make
sure that the data can be distributed in parallel when running ParaView with MPI.

3.3 Data Interaction and ParaView’s timer log

ParaView provides a timer log that monitors the time taken to render the data during different stages. We
were interested in observing the still render time and the interactive render time. Still render measures the
time from when the render is initiated to the time when the render completes. Interactive render occurs when
a user moves and interacts with the 3D data using the ParaView GUI. We needed the interactions to remain
consistent for all the experiments run and for this reason we decided to script the mouse movements on the
client machine using a Python library called pynout (Palmér 2014). We added 1000 random scripted mouse
movements on the client side interacting with the data shown on the ParaView GUI. We used the values
of still and interactive renders obtained from the timer log and averaged them to obtain the Framerate Per
Second (FPS) reported here.



Abidi, Polys, Rajamohan, Arsenault, and Mohammed
3.4 Other compression options

ParaView provides several compression parameters that can be set with remote rendering. However, it does
not allow to script the parameters and every time a user wants to make a change, they have to do it using
the GUI. For this reason, we decided to not use ParaView’s compression settings. VirtualGL also lets a user
set compression settings but it does not perform any compression when using the X11 transport method
in which case it relies on the X proxy to encode and deliver the images to the client. We did not realize
this initially when we started running our experiments and were trying to vary the compression parameters
supported by VirtualGL. As expected, we did not observe any difference in the results that we got and this
led us to explore the compression supported by TurboVNC instead. The compression settings provided by
TurboVNC were relevant for our case and we could script them for our experiments.

4 RESULTS

In this section, we discuss the different results obtained by varying the compression parameters supported
by TurboVNC. We measured the maximum, minimum, and average network and memory consumed at the
client side, the maximum memory consumed at the server side, and the average still and interactive frame
rates. Note that we did not measure percentage CPU on the server side because when we run pvservers
with MPI, we get 100% CPU utilization even when the pvserver sits idle. This is just how the MPI layer
is implemented in the two most common implementations: OpenMPI (MPI 2017) and MPICH (MPICH
2017).

We created nine groups based on the different compression parameters as shown in Table 1 and all the results
obtained by varying the number of VTU files and CPUs are shown in Figure 4.

Table 1: Different compression parameters used in the experiments

# Encoding JPEG Quality JPEG Subsampling Compression Level

CASE 1 Tight 0 95 1x 0
CASE 2 Tight 0 95 1x 1
CASE 3 Tight 0 95 1x 5
CASE 4 Tight 0 95 1x 6
CASE 5 Tight 1 95 1x 0
CASE 6 Tight 1 95 1x 1
CASE 7 Tight 1 95 1x 5
CASE 8 Tight 1 80 2x 6
CASE 9 Tight 1 30 4x 7

4.1 Frame rates with 8 VTU files and 8 CPUs

For still render FPS, the average obtained as shown in Figure 4 was 6.536 with a standard deviation of
0.118 and a standard error of 0.039. CASE 1 (JPEG:O0, Quality:95, JPEG Subsampling:1x, Compression
Level:0) with 6.727 FPS performed the best while CASE 4 (JPEG:0, Quality:95, JPEG Subsampling:1x,
Compression Level:6) with 6.305 FPS performed the worst. For interactive render FPS, the average obtained
as shown in Figure 4 was 52.073 with a standard deviation of 4.393 and a standard error of 1.464. CASE
8 (JPEG:1, Quality:80, JPEG Subsampling:2x, Compression Level:6) with 55.907 FPS preformed the best
while CASE 4 with 40.172 FPS performed the worst. Overall, there was not much difference between the
different still and interactive render FPS obtained for the different cases except for CASE 4.
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Figure 4: Experimental results obtained using different combinations
4.2 Frame rates with 16 VTU files and 16 CPUs

For still render FPS, the average obtained as shown in Figure 4 was 0.783 with a standard deviation of 0.004
and a standard error of 0.001. CASE 7 (JPEG:1, Quality:95, JPEG Subsampling:1x, Compression Level:5)
with 0.792 FPS performed a little better than the others while CASE 1 (JPEG:0, Quality:95, JPEG Subsam-
pling:1x, Compression Level:0) and CASE 2 (JPEG:0, Quality:95, JPEG Subsampling:1x, Compression
Level:1) performed the worst with 0.778 FPS each. For interactive render FPS, the average obtained as
shown in Figure 4 was 28.037 with a standard deviation of 5.255 and a standard error of 1.751. CASE 9
(JPEG:1, Quality:30, JPEG Subsampling:4x, Compression Level:7) with 33.946 FPS preformed the best
while CASE 2 (JPEG:0, Quality:95, JPEG Subsampling:1x, Compression Level:1) with 18.699 FPS per-
formed the worst. Overall, there was not much difference between the different still and interactive render
FPS obtained for the different cases except for CASE 2 and CASE 4 (JPEG:0, Quality:95, JPEG Subsam-
pling:1x, Compression Level:6).

4.3 Network usage with 8 VTU files and 8 CPUs

Figure 4 shows the average data received by the client at 15.388 MBps with a standard deviation of 6.723
and a standard error of 2.241 while the average data sent by the client was at 0.587 MBps with a standard
deviation of 0.017 and a standard error of 0.005. The maximum data received by the client at any given point
in time during the rendering process was almost the same for all cases except CASE 3 (JPEG:0, Quality:95,
JPEG Subsampling:1x, Compression Level:5) at 37 MB/sec and CASE 4 (JPEG:0, Quality:95, JPEG Sub-



Abidi, Polys, Rajamohan, Arsenault, and Mohammed

sampling:1x, Compression Level:6) at 40.7 MB/sec. On an average, CASE 1 (JPEG:0, Quality:95, JPEG
Subsampling:1x, Compression Level:0) and CASE 3 received the maximum amount of data at 24.4 MB/sec
each while the least average data was received by CASE 9 (JPEG:1, Quality:30, JPEG Subsampling:4x,
Compression Level:7) at 6 MB/sec. The average data sent from the client to the server was almost the same
for all the cases but it was the least for CASE 7 (JPEG:1, Quality:95, JPEG Subsampling:1x, Compression
Level:5) at 0.554 MB/sec.

4.4 Network usage with 16 VTU files and 16 CPUs

Figure 4 shows the average data received by the client at 7.322 MBps with a standard deviation of 3.333
and a standard error of 1.111 while the average data sent by the client was at 0.307 MBps with a standard
deviation of 0.023 and a standard error of 0.007. The maximum data received by the client at any given
point in time during the rendering process was almost the same for all the cases (52.8 MB/sec) except for
CASE 7 (JPEG:1, Quality:95, JPEG Subsampling:1x, Compression Level:5) at 41.8 MB/sec. On an average,
CASE 1 (JPEG:0, Quality:95, JPEG Subsampling:1x, Compression Level:0) at 12.4 MB/sec received the
maximum amount of data while the least average data was received by CASE 9 (JPEG:1, Quality:30, JPEG
Subsampling:4x, Compression Level:7) at 2.8 MB/sec. The average data sent from the client to the server
was least for CASE 6 (JPEG:1, Quality:95, JPEG Subsampling:1x, Compression Level:1) at 0.246 MB/sec
and maximum for CASE 5 (JPEG:1, Quality:95, JPEG Subsampling:1x, Compression Level:0) at 0.329
MB/sec.

4.5 Memory usage with 8 VTU files and 8 CPUs

Figure 4 shows the average memory consumed at the client side as 15.877 GB with a standard deviation
of 0.332 and a standard error of 0.110. The peak memory was consumed by CASE 9 (JPEG:1, Qual-
ity:30, JPEG Subsampling:4x, Compression Level:7) at 23 GB while CASE 5 (JPEG:1, Quality:95, JPEG
Subsampling:1x, Compression Level:0) consumed the least memory at 17.7 GB. On an average, CASE
2 (JPEG:0, Quality:95, JPEG Subsampling:1x, Compression Level:1) and CASE 7 (JPEG:1, Quality:95,
JPEG Subsampling:1x, Compression Level:5) consumed the maximum memory at 16.3 GB each while
CASE 3 (JPEG:O0, Quality:95, JPEG Subsampling:1x, Compression Level:5) consumed the least memory
at 15.4 GB. On the server side, there was not much difference in the peak memory usage for any test case
with CASE 4 (JPEG:0, Quality:95, JPEG Subsampling:1x, Compression Level:6) at 50.85 GB consuming
the maximum while CASE 1 (JPEG:0, Quality:95, JPEG Subsampling:1x, Compression Level:0) at 50.65
GB consuming the least.

4.6 Memory usage with 16 VTU files and 16 CPUs

Figure 4 shows the average memory consumed at the client side as 17.077 GB with a standard deviation
of 0.456 and a standard error of 0.152. The peak memory was consumed by CASE 8 (JPEG:1, Quality:80,
JPEG Subsampling:2x, Compression Level:6) at 22.4 GB while CASE 1 (JPEG:0, Quality:95, JPEG Sub-
sampling:1x, Compression Level:0) and CASE 2 (JPEG:0, Quality:95, JPEG Subsampling:1x, Compres-
sion Level:1) at 17.7 GB each consumed the least memory. On an average, CASE 3 (JPEG:0, Quality:95,
JPEG Subsampling:1x, Compression Level:5) at 18.1 GB consumed the maximum memory while CASE 6
(JPEG:1, Quality:95, JPEG Subsampling:1x, Compression Level:1) at 16.3 GB consumed the least memory.
On the server side, there was not much difference in the peak memory usage for any test case with CASE
2 and CASE 7 (JPEG:1, Quality:95, JPEG Subsampling:1x, Compression Level:5) at 108.5 GB each con-
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suming the maximum while CASE 5 (JPEG:1, Quality:95, JPEG Subsampling:1x, Compression Level:0) at
108.39 GB consuming the least.

5 DISCUSSION
5.1 Welch Two Sample t-tests

We had several combination of variables that we varied and got different results. In order to understand
which of these results are significant and dependent on the variables, we ran 8 Welch Two Sample t-tests.
We created two groups as shown in Table 2. The t-tests were run for 8 variables - a) average data received;
b) maximum data received; c) average data sent; d) average memory on client; €) maximum memory on
client; f) maximum memory on the server; g) average still render frame rates; and h) average interactive
render frame rates.

Table 2: Groups created for Welch Two Table 3: Significant results obtained from the t-tests

Sample t-tests Variable name p-value
Group # Processors # VTU files Avg. data received 0.005267
1 3 g Avg. data sent 1.96E-14

Avg. still render frame rate 4.14E-15

I 16 16 Avg. interactive render frame rate  2.03E-08

Only 4 out of the 8 p-values that we got were significant as shown in Table 3. This means that the other 4
variables (max. data received, avg. memory on the client, max. memory on the client, and max. memory on
the server) were not affected by changing the number of processors and VTU files.

5.2 ANOVA Analysis

To further analyze the effects of the different compression parameters on the variables, we created sub-
groups as shown in Table 4 and ran 8 ANOVAs for each of the 8 variables. The results we got are shown
in Table 6. All the results except for maximum memory on the client and maximum data received were
affected by the number of processors and the VTU files. We can see from the results that the number of
processors and the VTU files were the main factors affecting the variables and there was no variable that
was affected if JPEG was enabled or disabled. Within each of the two main groups (8 and 16 processors and
VTU files), we created sub-groups and used 3 predictors: JPEG, Quality, and Chrominance (see Table 5).
ANOVA did not show significant results for any variable except for one as shown in Table 7.

Table 4: Groups created for ANOVA for

. Table 5: Sub-groups created for ANOVA
the entire data

JPEG . ,
Group ai(l;r\‘/’%ijsglr; JPEG Group . oression  Quality  Chrominance
I 8 Disabled (0) I Disabled (0) 95 1
II Enabled (1) 95 1
I 8 Enabled (1)
1A% Enabled (1) 30 4

v 16 Enabled (1)
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Table 6: Significant results obtained from ANOVA for all the data

Variable name Significant factor p-value
Avg. data received Processors and VTU files  0.01209
Avg. data sent Processors and VTU files  3.25E-13

Avg. memory on client Processors and VTU files  2.68E-05
Max. memory on server Processors and VTU files  <2e-16
Avg. still render FPS Processors and VTU files  <2e-16

Avg. interactive render FPS  Processors and VTU files 5.169e-08

Table 7: Significant results obtained from ANOVA of sub-groups

Variable name Significant factor p-value

Avg. still render FPS JPEG 0.04305 for 16 processors and 16 VTU files

5.3 Significant observations

It can be observed from the results obtained above that the average still render frame rate for § CPUs and
8 VTU files was significantly better than those for 16 CPUs and 16 VTU files by a factor greater than 8.
This is also shown by the t-tests. The interactive render frame rate for 8 CPUs and 8 VTU files was also
significantly better than those for 16 CPUs and 16 VTU files by a factor greater than 1.6. Based on the
ANOVA analysis, the most significant factor deciding the frame rates was the number of CPUs and VTU
files and if JPEG compression was enabled. Quality and JPEG chrominance sub-sampling did not have any
significant impact on the dependent variables.

The average data received by the client for 8 CPUs and 8 VTU files was significantly more than those for 16
CPUs and 16 VTU files by a factor almost equal to 2. The peak data received by the client for 8 CPUs and
8 VTU files was almost the same as for 16 CPUs and 16 VTU files.

The average memory consumed by the client for § CPUs and 8 VTU files was slightly less than that con-
sumed for 16 CPUs and 16 VTU files by a factor almost equal to 1.11. The peak memory consumed by the
client for 8 CPUs and 8 VTU files was almost equal to that consumed for 16 CPUs and 16 VTU files. The
peak memory consumed by the server for 8§ CPUs and 8 VTU files was significantly less than that consumed
for 16 CPUs and 16 VTU files by a factor almost equal to 2.

5.4 Effect of network and stereo

All the results that we got used the VI-RNET 10 Gbps network, which meant that if we tried to upload
or download a single file, we could get speeds almost equal to 256 MB/sec (we would get higher speeds
with parallel downloads or uploads). However, had we been using a 1 Gbps connection, we would have got
upload and download speeds in the range of 5 MB/sec (we would get higher speeds with parallel downloads
or uploads). Generally speaking, the network speeds often have a bottleneck with hard disk throughput, bus
contention, frame size, packet size distribution among other reasons. The download and upload speeds that
we are reporting in this paper is based on experimental data collected in the lab. In our experiments run
using ParaView, the peak data transfer speed achieved was 52.7 MB/sec, which means that if we were using
the 1 Gbps network to run our experiments, our results would have been affected significantly.
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All our experiments were run in a monoscopic mode using 8 processors or 16 processors. As we observed in
our results, the frame rates achieved with 8 processors was almost double the frame rates achieved with 16
processors and this is mainly because of how ParaView duplicates the data on each node (see section 6.1 for
details). Therefore, we believe that if we were to do stereoscopic data visualization in the CAVE that would
mean defining 2x number of DISPLAYSs in the pvx file (one for the left eye and one for the right eye) and
requesting 2x number of processors for rendering, and because of how ParaView duplicates data on each
node, adding more processors should adversely affect performance.

6 LIMITATIONS
6.1 Big data in CAVE

Our initial goal was to visualize all the five billion points in the CAVE and test the different compression
parameters. But we encountered an issue with ParaView and the MPI implementation when we tried to
load big data sets. More research into this issue showed that there are two MPI routines that are used
for sending and receiving data used in ParaView - MPI_Send and MPI_Recv. The return type for both of
these routines is an integer meaning that the return value can not be greater than 2*31 - 1, which is equal
to 2 GB. This essentially meant that whenever MPI will try to send or receive data greater than 2 GB, it
will crash. ParaView in a CAVE mode duplicates data on each node and there is no compositing. This
duplication of data does not happen in a non-CAVE mode and hence, bigger datasets can be visualized. The
reason given by the ParaView developers for the duplication of data in the CAVE mode is to increase its
efficiency. There are at least two solutions that can potentially be applied in the ParaView source code to
fix this issue. If an application wants to send, say, 4 x 2 GB to a peer, instead of sending one big single
8 GB message, the application can send 4 messages each of 2 GB in size. Another workaround is to use
“MPI_TYPE_CONTIGUOUS" to create a datatype comprised of multiple elements, and then send multiple
of these creating a multiplicative effect (Squyres 2014)

6.2 Stereo rendering in CAVE

With Barco F50 projectors that we used in the lab at Virginia Tech, the active stereo happens at the projector
level. It sends two separate video channels, one for the left eye and one for the right eye. ParaView in a
CAVE mode does not have an option to define a left eye and a right eye and as of writing this paper, ParaView
does not have this functionality in their latest version v5.4. It assumes that there is just one channel coming
from the projector that has information for both the eyes. The DISPLAYs set in the ParaView’s pvx file
are not meant to be different for different eyes and defines a single eye separation value for the whole
configuration. This problem can be solved if we enable the stereo option in the Nvidia configuration file in
which case ParaView would have given us a left eye on one display and the right eye on the other and this
would have been fed to the projector that would again turn it into active stereo. But we kept the stereo option
disabled in the X configuration file since when stereo was enabled it interfered with the Nvidia driver-level
blending. This is a known issue with Nvidia drivers for Linux (as of this writing, Nvidia has put it on their
to-do list to fix it). The other option to solve this problem as suggested by the ParaView community is to
define a left eye and a right eye in the ParaView source code, which would lead to passive stereo (this feature
does not exist in the latest ParaView version v5.4).

7 CONCLUSION AND FUTURE WORK

In this work, we remotely rendered a point cloud dataset consisting of more than 40 million points in a
CAVE-style system. Our pipeline consisted of ParaView, VirtualGL, and TurboVNC. We varied 6 parame-
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ters including the number of processors, number of VTU files, JPEG compression, Quality, JPEG chromi-
nance sub-sampling, and compression level. We measured the data flowing to and from the client to the
servers, the memory foot print on the client and the server, and the frame rates received at the client side.
We used NewRiver HPC machines at Virginia Tech for remote rendering. Our results show that beyond a
point, adding more CPUs and dividing the data into more number of VTU files does not help in speeding
the rendering process and visualizing the data in a CAVE-style system. The frame rates achieved with 8
processors and 8 VTU files was significantly better than the frame rates achieved with 16 processors and 16
VTU files.

The work we did in this paper leaves room for some future. It would be interesting to see how other com-
binations perform like 8 CPUs and 16 VTU files, 16 CPUs and 8 VTU files, etc. Currently, there is a
limitation to how much data can be visualized using ParaView in the CAVE but if some more work is done
on enhancing ParaView’s capability to support bigger data sets by incorporating the changes suggested in
section 6.1, it would be interesting to see how ParaView performs and how it affects the network and frame
rates. In terms of network speed, we used a 10G network for all our tests, which could easily accommodate
the maximum data flowing between the client and the server. This could be one of the reasons why compres-
sion parameters like quality and JPEG chrominance sub-sampling did not have any significant impact on the
frame rates achieved. It would be interesting to see how the same experiments will behave while using a 1G
network. Adding active stereo support to ParaView in addition to the mono mode that it currently supports
is also future work. We believe that using stereo will adversely affect frame rates compared to the frame
rates achieved in a monoscopic mode
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ABSTRACT

In this work, we propose a control-based solution for the problem of CPU resource allocation in data-flow
platform that considers the degradation of performance caused by running concurrent data-flow processes.
Our aim is to cut the QoS violation incidents for applications belonging to the highest QoS class. The
performance of the proposed solution is bench-marked with the famous round robin algorithm. The experi-
mental results confirms that the proposed algorithm can decrease the latency of processing data records for
applications by 48% compared to the round robin policy.

Keywords: Distributed data-flow processing engines, Scheduling and resource allocation algorithms, Qual-
ity of Service
1 INTRODUCTION

Timely data-flow (TDF) is a recent programming model to support application developers with a rich set
of primitives for developing distributed and parallel applications that may consist of iterative modules over
streaming data sets (Murray et al. 2013). The demand for fast analysis over a large volume of such data led
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to develop several batch/streaming data engines such as MapReduce (Dean and Ghemawat 2008), Apache
Spark (Zaharia et al. 2010), CStream (Sahin 2015), Apache Storm (Apache Software Foundation 2016),
IBM System S (Zou et al. 2010), Yahoo S4 (Neumeyer et al. 2010), SCOPE (Chaiken et al. 2008), and
Microsoft Sonora (Yang et al. 2012). However, an important missing point of almost all above-mentioned
systems is their intrinsic deficiency to brace iterative modules over incoming data (Wang 2013), (Clauss and
Gustedt 2010), (Dudoladov et al. 2015). Supporting such a feature is almost inevitable for developing most
of emerging applications in different domains such as learning algorithms and large-scale graph-based data
engines.

The main advantage of timely data-flow model is that it offers all three main benefits of batch and streaming
computational models within the same system. Achieving such an ambitious goal is realized by supporting
a mechanism that provides application developers for designing independent yet stateful iterative and incre-
mental computational modules. In TDF model, an application can be expressed as a set of several directed
(possibly cyclic) graphs (DCG) in which the set of graph vertex actually represents the parallel tasks of the
application. Such tasks can exchange data elements along the directed edges of the DCG graph. Further-
more, the model label each application’s message with a non-conventional logical time-stamp (see (Murray
et al. 2013)) for more details) to keep the state of computations.

On the other side, one of the most critical requirements for a data-flow processing engine that runs over a
server farm of tens or even hundreds of server nodes is finding an effective way to fulfil the quality of service
(QoS) requirements enforced by the application owners. In almost all existing practical solutions, a conven-
tional resource allocation algorithm often picks a new server node only if the overall computing capacity
of the current resources cannot cope with unexpected spikes in the incoming workload. Nevertheless, in
practical scenarios where the amount of computing capacity is limited, it is almost impossible to avoid vio-
lating of QoS requirements for all applications over the course of their execution. A conventional resource
allocation strategy, such as round robin or best effort, which is not aware of QoS enforcement level might
severely damage the performance level of those applications that belong to the highest QoS level when the
capacity of the available resources cannot cope with the incoming demand from all applications. In such
cases, a QoS-aware resource allocation algorithm is needed to truly comply with the service-level objectives
declared in SLA (service level agreement) while maximizing the overall performance of the system.

In this paper, we present an approach for the design as well as a prototype development of a close-loop
controller as an elastic solution for allocating CPU shares in a TDF platform. The main key features of the
proposed solution is that it considers QoS enforcement level when making resource allocation decisions.
We use an ARIMA based prediction model to estimates the future rates for incoming data records per
application. Then we apply a simple queue based system model proposed by Kleinrock in (Kleinrock 1976)
to estimate the latency of each computational module in the next controlling interval using a history of past
observations. In addition, the loop counter of each iteration module is estimated by employing a Monte
Carlo sampling method that uses the least possible number of measurements to estimate the unknown value
of each loop counter. The experimental evaluation section presents the result of a series of tests that we have
conducted as our evaluation study to test the performance of the proposed solution against the round robin
policy with respect to both the average response time and the QoS violation rates. Particularly, the proposed
solution outperforms the round-robin algorithm by an average improvement of 48% in the overall response
time of processing data records, while it reduces the QoS violation incidents by a factor of 3.6 on scenarios
that the available computing capacity of server nodes in the local cluster cannot cope with the total demand
from all applications.

The rest of the article is organized as follows. In Section 2, we give the background knowledge and related
work associated with the timely data-flow platform. Section 3 formally presents the design principle of the
proposed resource allocation algorithm. In Section 4, we evaluate the performance of our solution through
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experiments on real systems. Section 5 briefly discusses the existing work. We then draw our conclusion in
Section 6.

2 BACKGROUND

Timely data-flow can be considered as rather new yet evolutionary programming model for designing scal-
able and fault-tolerant distributed systems first introduced by Microsoft researches (Murray et al. 2013).
The programming model can be employed by application developers for deploying parallel programs that
runs continuously over a set of streaming data for further processing. Such a streaming processing has been
recently receiving a lot of attention, particularly for dealing with the upcoming issues in processing in near
real-time fashion.

The new cyclic data-flow model offers all three advantages of prevalent giant models for big-data processing
in one system. Particularly, it offers (1) high throughput (for batch processing systems), (2) low latency (for
stream processing engines), and (3) the ability to do iterative, stateful, and incremental computations over
incoming streaming data records. In fact, the complexities of combining such features (like nesting loops
inside streaming contexts or keeping the state of the computations) in one system can be easily resolved by
using timely data-flow model (Murray et al. 2013).

In this model, each message of any computational module is being attached with a logical time-stamp as
a lightweight mechanism for coordinating among iterative and incremental processing modules. For the
purpose of tracking the progress of the computations, the underlying platform keeps the set of point-stamps
of all messages which are still in their execution progress. This helps each parallel worker to realize the set
of pending messages that still needs to be delivered to each vertex node at any given time. It also can be
used by every working threads to find out if more data records will be arrived in the future epochs (Chandu
Thekkath 2017).

The directed graph of might consist of a a data-flow computation consists of a set of input, output, ingress,
egress, feedback, and normal computational vertices. The input (output) vertex indicates a stream of data
coming (emitting) from the an external producer (to an external consumer). Ingress, egress and feedback
vertices identify a loop context (which can be nested within other loop contexts). Such vertices are used to
deliver the message in a correct order.

3 THE PROPOSED RESOURCE ALLOCATION SCHEMA

We consider end-to-end response time as the main performance concern of the end-users. We use a model
based on queuing theory to allocate/dismiss computing resources to each sub-component of the a timely
data-flow application. We also use “control theory” principles to design a robust feedback controller for
allocating CPU resources in a dynamic fashion. Our target platform is a cluster that hosts several data-flow
applications belong to users with different QoS enforcements.

The key idea of the proposed solution is to leave the decision of allocating CPU resources to the execution
time, when it can effectually prevent the issue of capacity bottleneck. The controller measures the following
metrics to determine the online state of the system. (1) the incoming traffic rate of each computational
module from external source, (2) the available CPU capacity of each host, and (3) the amount of QoS
violation incidents occurred so far per each user. Whereas finding an exact relationship among different
parts of the system under study might result in an accurate solution, employing a simpler linear difference
equation that approximates such a relationship, like the one we use in this paper, is more common in practice.
Employing a similar predictive mechanism to control the computing resources in a variety of evnet- and
stream-based data processing platforms is not new and has been effectively used by several researchers in
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the past, such as (Casalicchio et al. 2013), (De Matteis and Mencagli 2016), (DeMatteis and Mencagli
2017), (HoseinyF. et al. 2017a).

We use one buffer per stateful computational module (shown by C;) to keep track of outstanding messages.
By adjusting the percentage of the amount of CPU core cap to be assigned to the corresponding working
thread of every computational module, we can respond to the temporal changes in their arrival rates while
taking QoS enforcement level into account. Particularly, we approximate the end-to-end delays of each
data-flow message by measuring the number of outstanding messages in each buffer at any given time. To
this end, the controller uses a prediction tool to estimate the future rate of incoming data elements to each
application over a finite-time horizon. Then, based on the current measurements and the predicated future
states, the proposed controller takes the near-optimal CPU cap collocation decisions. We will show (in
Section 4) that the given solution is robust despite the modelling errors.

We use auto regressive integrated moving average equation (ARIMA) model to estimate the input traffic
rate of data records coming to each data-flow application within the next controlling interval. According to
the ARIMA formula, the future values of a target random variable, A;, where k denote the interval index, is
estimated based on previous observations of such a random variable as follows.

M=+ Y B+ 0Ey 1)
(=Th

, Where €’s are independent and identically distributed error values taken from a normal distribution with
mean zero and a finite variance (e.g., a white noise). The coefficients of f and 6 are updated using the
least-squares regression method right after realizing a new observation.

QoS Guarantee. For the sake of designing a QoS-aware resource allocation, we use the following equations
to identify by how extent a resource allocation policy can satisfy the desirable performance metric from the
user’s perspective Let us assume that there are exactly Q different level of QoS classes from which an end-
user can choose its desirable performance level. Each class 1 < g < Q is associated with two values of
@, and ¥ as the maximum acceptable average processing delay and an acceptable upper bound for the
percentage of QoS violation incidents can occur for that class, respectively.

For example, let us assume that there are 3 different QoS classes, denoted by g = 1---3. Let us also assume
that the associated upper bounds of each class is taken from %;—;..3 € {0.50,0.80,0.99}, where the third
class (i.e., ¢ = 3) has the highest priority. So, the end-to-end response time of processing each data records
belong to application from the third class can be just higher than @3 only for 1% of the whole set of data
records during any given period.

Controlling Algorithm. There are at least two key concepts in designing a feedback control for a computing
system: (1) the measured output vector, as the system characteristic to be controlled as close as possible as
to a desired value (it typically depends on the nature of workload being served); and (2) the control input
vector, as the system variables that influence the system output. The input vector is manipulated either by the
system administrator or an automatic controlling mechanism to modify the system output. The first step to
designing a good feedback control is understanding how the input vector modifies the the measured system
output. Further, it is important to realize that the system output value also depends on the system workload,
that are normally unknown a priori or can change over the execution time (Hellerstein et al. 2004).

Besides to the control input and output vectors, there are other essential elements of a feedback control
system as (i) the set-point trajectory, as the desired value of the control output vector, and (ii) the error
vector, that is the difference between the set-point trajectory and the measured system output. The main
duty of the automatic controller is to find a setting for the control inputs such that the system output follows
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the set-point trajectory as the reference point. The main advantage of using such a feedback control is that
the system administrator just needs to specify the desired output value as the right set-point trajectory instead
of direct steering of the input variables which requires substantial expertise set.

The aforementioned queuing model can be successfully applied to handle the issue of service-level guar-
antees. We regulate the end-to-end response time of each data-flow application by introducing a feedback
controller for manipulating the service rate (i.e., the CPU cap) of each application. The implicit objective
of such a system is to maximize the number of processed data-flow requests subject to constraints on QoS
enforcements (i.e., response times). In our target system, the reference set-point trajectory is the desired
response time according to QoS enforcements, and the control input vector is the CPU cap of all data-flow
applications at each controlling interval. The control error needs to be calculated by subtracting the average
response times from the reference trajectory.

At the beginning of each interval k = 1,2, - -, the controlling algorithm accomplishes the following actions.

e [t collects the number of pending messages in the buffer of each input module as well as the number
of data records that is processed by each computational module during the previous interval.

e The controller predicts the arrival rate of messages per input module for the future step. Using such
information, the controller can find out the response time of each application for the next step.

e The controller solve an optimization problem (described later) to find out the best possible CPU cap
configuration per application, and then apply such an supposedly optimal solution.

e Attime k+ 1, the controller observes the performance of the underlying system as the feedback loop
and the above cycle is repeated.

We compute the CPU cap of each application based on the following model (which is obtained from queuing
analysis) for the dynamic of a TDF platform. For the data records buffered in each computational unit, we
assume a first-come, first-served scheduling policy. So, the data elements depart in the same order in which
they arrive to the buffer of each module. We do not assume any further restriction on the inter-arrival
time distributions. Let r; denote the response time (experienced delay) of the k=™ data element, 7, denote
the time between the arrival of two consequent data elements at interval k, and s; denote the service time
needed to process such data element. Such variables are related based on the following equation as stated
in (Kleinrock 1976).

Fer1 = (re— Tee1) T+ sk )

, where (x)* denote the max{0,x}.

If a module C; resides within a loop context, then we should multiply the average delay obtained by Equa-
tion (2) with the mean value of the times that the loop context is executed, shown by 7jc,, We use an
estimation method based on Monte Carlo sampling algorithm to estimate the mean value of the loop vari-
able for every computational modules. This algorithm, knowns as AA Algorithm, is a fully polynomial
randomized approximation scheme (FPRAS) that estimates the value of 7] by using the minimum possible
number of measurements (Dagum et al. 2000).

After determining the desirable service time of each application for the CPU credit in the next controlling
interval (i.e., sy11), a central optimization module computes the CPU cap that must be allocated to each
data-flow application . The optimization module formulates it as a capital budgeting problem, where the
finite budget is the total amount of CPU share that is available on the server farm, and the reward function
associated with each data-flow application is the multiplication of the QoS class that the application belongs
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Figure 1: Improvement in (a) average response time (latency), (b) the percentage of the QoS violation
incidents achieved by the proposed controller compared to the static round robin allocation schema as seen
by applications belong to the highest priority QoS class.

to and its requested CPU demand. The solution can be found using a dynamic programming approach (for
more details see (Powell 2007)).

4 EXPERIMENTAL EVALUATION

The effectiveness of the proposed approach is carried out with respect to QoS violation rate of data-flow
applications. We assessed the proposed approach against round robin greedy algorithm that tries to assign
CPU share of all accessible physical machines uniformly among data-flow applications.

We use a local cluster consisting of three machines with a total number of 12 logical cores. Each machine is
installed with 8 GB of main memory and equipped with a 3.40 GHz Intel i3 CPU. The proposed controller is
developed in C++ and Python 2.7 on the top of a modular open-source implementation of timely data-flow
in Rust. The controller runs over a dedicated machine equipped with an Intel i7 2.3 GHz CPU with 16GB
of RAM and a SSD drive. It can be equally applied to other implementation of timely data-flow, such as
Microsoft .NET Naiad system (Microsoft Naiad 2017).

We created n = {50,100, 150} data-flow applications. Each application has four computational modules
as a simple loop. Each module runs a dummy script that its running time varies from 0.1 second to 5.0
second with an average of 2.2 second. We also fixed the number of QoS classes to three (|Q| = 3) and
randomly assign each application to one of the QoS classes. We bind the first computational module of each
application to an external emitter which its generation rate is taken from a Poisson process with A € [0.5,2],
where A represents the average number of data records generated per 0.1 seconds. The controlling interval
length is chosen to be 1 second.

Figure 1 (a) depicts the average response time of the highest QoS class achieved by the proposed controller
compared to the one from RR policy when the number of applications increases from 50 to 150 (x axis).
The proposed algorithm can reduce the QoS violation incidents, Figure 1 (b), by a factor of 3.6 compared to
the RR heuristic on average, too. The experiment also confirms the need for a controlling mechanism in a
environment where applications with different QoS levels share the CPU capacity. The main reason is that
the static schema equally distributes the CPU shares among applications. Such a fair decision causes a severe
QoS violations for applications of higher QoS classes particularity if a burst period exists in which some
applications from lowest QoS class consume as much CPU capacity as they need without any restrictions.
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The running time of the proposed algorithm to find an optimal solution is negligible (less than 0.01 second)
for a scenario with 150 data-flow applications and 3 machines. The reason is that we exploit a dynamic
programming schema which can quickly find the optimal solution for the capital budget problem.

We also performed sensitivity analysis of the proposed controller against occurrence of errors in parameter
prediction phase. We deliberately injected a prediction error to the generation rate parameter ranging from
10% to 90%, and then collected the relative influence of such an error on the output of the system. To this
end, we use the sensitivity coefficient parameter (y) as introduced in (HoseinyF. et al. 2017b) to examine
how much an output vector varies if there is an estimation error of & in the input vector x. More precisely,

[z(x) —z(x*e)
Ver = L))

The experimental results confirmed that even an error of 90% in the prediction model has a negligible
influence in the solution quality (up to 30% for delay and 13% for the QoS violation avoidance rate). The
result showed that the proposed controller is robust enough against the accuracy of the prediction model to
be used in real circumstances.

5 RELATED WORK

Several data-flow platforms have been used in different big data applications where their algorithms show
iterative nature. Naiad (Murray et al. 2013) has been introduced as one of the earliest attempt to design a
distributed system for running parallel and iterative operations over either batch or streaming data records.
C-Stream (Sahin 2015) is another elastic streaming processing engine implemented in C++11. Unlike Naiad,
operator in C-Stream needs to explicitly request incoming data-tuples from the corresponding ports.

Apache Spark (Zaharia et al. 2010) is a fast, in-memory data processing engine to execute iterative algo-
rithms over the streaming data-sets. It probably has the most similarity with timely data-flow paradigm when
compared to other existing frameworks. On the other hand, Cilk (Blumofe et al. 1996) is the most famous
work-stealing schedulers for multi-threaded parallelism, where each task produces additional workers by
spawning more tasks. In the context of timely data-flow, such a work stealing from other threads is not a
straightforward concept to be implemented and may increase interference among threads.

Many existing resource allocation strategies, such as (Li et al. 2014), (Huang et al. 2016), (Padala et al.
2009), (Xiaoyong et al. 2011), (Ballani et al. 2011), (Shen et al. 2011), (Li et al. 2014), (Huang et al. 2016),
manage resources based on OS level metrics, such as per core utilization, I/O capacities, and energy usage
of resources while ignore the negative performance caused by interference at the shared resources, like LLC
or memory bandwidth. Using a control mechanism is not new in computing systems, such as the work in
(Mencagli et al. 2014), (Mencagli 2016), (Abdelwahed et al. 2009), (Mencagli et al. 2014), (Mencagli
2016), and (Padala et al. 2009). Most of these works proposed a multi-input, multi-output (MIMO) resource
controller that automatically adapts to dynamic changes in a shared infrastructure. Such models try to
estimate the complex relationship between the application performance and the resource allocation, and
adjusts the embedded model by measuring the clients’ response time. While there are similarities between
the proposed solution with previous controllers, our solution responds to the degraded performance level by
measuring the number of waiting messages and then applying a more accurate queuing based formula to
estimate the response time of each application.

6 CONCLUSIONS

We presented a resource allocation strategy for timely data-flow in a shared platform. Timely data-flow is a
powerful and general-purpose programming abstraction for creating iterative and streaming computational
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components. Our aim is to design an elastic resource allocation strategy that continually monitors the
important performance metrics of the underlying system and assigns the amount of CPU to DFT applications
that belong to different QoS level. The effectiveness of the proposed controller has demonstrated an average
improvement in latency of processing data records for all applications by 48% in average compared to the
round robin policy.

Future work. We do not consider neither auto-scaling nor migration issues in this project. We realized that
the proposed controller has a certain upper bound on achieving its performance when running on a local
cluster, particularly when a majority of computing modules suddenly receives a vast amount of incoming
data elements. In such cases, the proposed controller needs to be equipped with a migration technique so
that it launches more working threads and migrates some computing modules to newly launched threads to
avoid QoS violation. Furthermore, we have only compared the controller with round robin algorithm as a
classic simple algorithm. The experimental result of this report was quite simple, too, as it only includes
a single set of experiments where all examined applications had the same structure, consisting of a single
loop, So, the next step can be a comprehensive report for comparing the effectiveness and efficiency of the
proposed method with some advanced sophisticated scheduling algorithms, such as (Lai, Fan, Zhang, and
Liu 2015), to be validated more extensively under complex experimental settings.
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ABSTRACT

This paper presents an investigation into the convergence of the fine-grained parallel algorithm for com-
puting an incomplete LU factorization for non-symmetric and indefinite matrices. The fine-grained parallel
incomplete LU factorization is a nonlinear fixed point iteration and convergence has not been extensively
studied for problems that are not symmetric positive definite. This work investigates the convergence of the
algorithm for these more difficult problems and additionally investigates how the occurrence of a computing
fault may impact the convergence of the algorithm for the problems being studied. The results obtained
suggest that this class of problems presents challenges for the fine-grained parallel incomplete LU factor-
ization (less than 30% of configurations converge naturally), and that while the occurrence of a fault can
cause significant negative effects, the simple algorithmic change advocated here can completely ameliorate
the effects of a fault.

Keywords: incomplete LU factorizations, preconditioning, fine-grained parallelism, fault tolerance

1 INTRODUCTION

Fine-grained methods are increasing in popularity recently due to their ability to be parallelized naturally on
modern co-processors such as GPUs and Intel Xeon Phis. Many examples of recent work using fine-grained
parallel methods are available (Chow, Anzt, and Dongarra 2015, Chow and Patel 2015, Anzt, Chow, and
Dongarra 2015). A specific area of interest is on techniques that utilize fixed point iteration, i.e., x = G(z)
for some vector x and map G. These methods can be computed in either a synchronous or asynchronous
manner which helps tolerate latency in high-performance computing (HPC) environments. Looking forward
to the future of HPC, it is important to keep in mind the need for developing algorithms that are resilient to
faults. On future platforms, the rate at which faults occur is expected to decrease dramatically (Cappello,
Geist, Gropp, Kale, Kramer, and Snir 2009, Cappello, Geist, Gropp, Kale, Kramer, and Snir 2014, Asanovic,
Bodik, Catanzaro, Gebis, Husbands, Keutzer, Patterson, Plishker, Shalf, Williams, et al. 2006, Geist and
Lucas 2009). The fine-grained parallel incomplete LU (FGPILU) factorization (Chow and Patel 2015),
which is the focus of this work, is a popular preconditioning method that can be used as a building block
for iterative linear-system solvers geared towards novel computing platforms. Typically when working with
difficult problems, preconditioning techniques move beyond the fill-in level-based ILU factorizations, of
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which FGPILU is representative, to threshold-based ones such as ILUT (Saad 2003), or to even to algebraic
multilevel preconditioning such as ARMS (Saad and Suchomel 2002).

The FGPILU algorithm is a nonlinear fixed point iteration, and while convergence of the algorithm is guar-
anteed for some neighborhood around the solution, questions remain regarding the practical performance
of the algorithm with respect to difficult problems. For the purposes of this work, “difficult” problems are
defined to be those that satisfy any one of the following three criteria: (i) non-symmetric, (ii) not diagonally
dominant, or (iii) ill-conditioned (including indefinite matrices). The majority of the work on the algorithm
so far has focused on matrices that are symmetric and positive-definite (SPD) (Chow and Patel 2015, Chow,
Anzt, and Dongarra 2015, Coleman, Sosonkina, and Chow 2017), and the performance of the algorithm on
non-symmetric and indefinite matrices has not been firmly established. Moreover, if the convergence of the
algorithm for these classes of problems is less than desirable, they may be more prone to suffer divergence
when faced with a fault.

Developing algorithms that are resilient to faults is of paramount importance and fine-grained parallel (fixed
point) methods are no exception. Faults can be divided into two categories: hard faults and soft faults
(Bridges, Ferreira, Heroux, and Hoemmen 2012). Hard faults cause immediate program interruption and
typically come from negative effects on the physical hardware components of the system or on the operating
system itself. Soft faults represent all faults that do not cause the executing program to stop and are the focus
of this work. Most often, these faults refer to some form of data corruption that is occurring either directly
inside of, or as a result of, the algorithm that is being executed. This paper examines the potential impact
of soft faults on the fine-grained parallel incomplete LU factorization, and also investigates the use of fine-
grained parallel incomplete LU algorithm generated preconditioners on Krylov subspace solvers. The main
contributions of this work are analyzing the ability of the FGPILU fixed point iteration to complete success-
fully when attempting to solve difficult problems under a myriad of different configurations, investigating
how the convergence is affected by the occurrence of a soft fault, and demonstrating that the effects of a fault
can be mitigated by the simple checkpointing scheme proposed in Coleman, Sosonkina, and Chow 2017.
The structure of this paper is organized as follows: In Section 2, a brief summary of some related studies is
provided. In Section 3, an overview of fixed-point iterations specific to their use in high performance com-
puting is given. In Section 4, background information is provided for the fine-grained parallel incomplete
LU algorithm. In Section 5, a theoretical underpinning of the fine-grained parallel incomplete LU algorithm
with respect to its convergence for nonsymmetric or indefinite problems is explored. In Section 6, a series
of numerical results are provided, while Section 7 concludes.

2 RELATED WORK

Other work on using (conventional) incomplete LU factorizations for solving difficult problems from vari-
ous disciplines has been conducted previously, including the more general studies found in Chow and Saad
1997 and Benzi, Haws, and Tuma 2000. The increase in faults for future HPC systems is detailed in sev-
eral different places (Asanovic, Bodik, Catanzaro, Gebis, Husbands, Keutzer, Patterson, Plishker, Shalf,
Williams, et al. 2006, Cappello, Geist, Gropp, Kale, Kramer, and Snir 2009, Cappello, Geist, Gropp, Kale,
Kramer, and Snir 2014, Snir, Wisniewski, Abraham, Adve, Bagchi, Balaji, Belak, Bose, Cappello, Carlson,
etal. 2014, Geist and Lucas 2009). An initial look into fault tolerance for the FGPILU algorithm is provided
in Coleman, Sosonkina, and Chow 2017; the variants of the FGPILU algorithm discussed therein build on
ideas from various methods for fault tolerance (Sao and Vuduc 2013, Bridges, Ferreira, Heroux, and Hoem-
men 2012, Hoemmen and Heroux 2011). A more general approach for simulating the occurrence of faults
is taken in this study. Several recent studies have adopted similar techniques (Coleman and Sosonkina 2016,
Coleman, Jamal, Baboulin, Khabou, and Sosonkina 2017, Elliott, Hoemmen, and Mueller 2015, Elliott,
Hoemmen, and Mueller 2014, Stoyanov and Webster 2015). The fault model used in this paper is a combi-
nation of a modified version of the one initially developed in Coleman and Sosonkina 2016 that was used
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in Coleman, Sosonkina, and Chow 2017. Details on the fault model used here are provided in Section 6.1.
Fine-grained parallel methods, specifically parallel fixed point methods, are an area of increased research
activity due to the practical use of these methods on HPC resources. An initial exploration of fault tolerance
for the FGPILU factorization studied here is provided in Coleman, Sosonkina, and Chow 2017 and ?, and
an exploration of resilience for stationary iterative linear solvers (i.e., Jacobi) is given in Anzt, Dongarra,
and Quintana-Orti 2015. Fault tolerance for fixed point algorithms has been investigated in Stoyanov and
Webster 2015, and a more general exploration of fault tolerance for fine-grained methods is provided in
Coleman and Sosonkina 2017. The general convergence of parallel fixed point methods has been explored
extensively (Addou and Benahmed 2005, Frommer and Szyld 2000, Bertsekas and Tsitsiklis 1989, Ortega
and Rheinboldt 2000, Baudet 1978, Benahmed 2007).

3 FIXED POINT ITERATION

Fixed point iterations are concerned with finding solutions to the iteration z**! = G(2*) where G : R® —
R™ is composed of component-wise functionals g; such that

Ty = gl(f) y L2 = 92(‘7_3) y oo In = gn(f) >

where the subscript represents the component, the iteration superscripts have been removed, and the vector
notation is added to emphasize that each individual functional used to update a specific component can
(potentially) rely on all other components. In a parallel computing environment, the task of finding the
update for an individual (or set of) component(s) can be assigned to an individual processing element.
In a system that relies on synchronous updates, the functionals all utilize the same components of Z. In
particular, xf“ = g;(Z%) for all components i € {1,2,...,n}. On the other hand, in the asynchronous
case processors will use the latest information available to them. This will lead to different update patterns
for each of the individual functionals, each of which will be utilizing components that are updated a different
number of times. The convergence of parallel fixed point iterations is discussed in the literature for both
the synchronous (Addou and Benahmed 2005) and asynchronous (Frommer and Szyld 2000) cases among
many other sources (Bertsekas and Tsitsiklis 1989, Ortega and Rheinboldt 2000, Baudet 1978, Benahmed
2007).

4 FINE-GRAINED PARALLEL INCOMPLETE LU FACTORIZATION

The fine-grained parallel incomplete LU (FGPILU) factorization approximates the true LU factorization
and writes a matrix A as the product of two factors L and U where, A ~ LU. Normally, the individual
components of both L and U are computed in a manner that does not allow easy use of parallelization. The
recent FGPILU algorithm proposed in Chow and Patel 2015 allows each element of both the L and U factors
to be computed independently. The algorithm progresses towards the incomplete LU factors that would be
found by a traditional algorithm in an iterative manner. To do this, the FGPILU algorithm uses the property
(LU)ij = ayj for all (7, j) in the sparsity pattern .S of the matrix A, where (LU );; represents the (4, j) entry
of the product of the current iterate of the factors L and U. This leads to the observation that the FGPILU
algorithm (given in Algorithm 1) is defined by the following two nonlinear equations:

. j—1 i1
lij=_—|aij - D ikt |y uig = aig = > L - )]
77 k=1 k=1

Following the analysis presented in (Chow and Patel 2015), it is possible to collect all of the unknowns /;;
and u;; into a single vector x, then express these equations as a fixed-point iteration, Pt = G (x(p)),
where the function G implements the two nonlinear equations described above. The FGPILU algorithm is
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given in Algorithm 1. Keeping with the terminology used in Chow and Patel 2015 and Chow, Anzt, and

Algorithm 1: FGPILU algorithm as given in (Chow and Patel 2015).
Input: Initial guesses for [;; € L and u;; € U
Output: Factors L and U such that A ~ LU
for sweep =1,2,...,mdo
for (i,j) € S do in parallel
if 2 > j then
lij = (aij — Y02 Liwug) /uj
else

i—1
Uij = @ij = ) gy liku;

Dongarra 2015, each pass the algorithm makes in updating all of the /;; and u;; elements (alternatively: each
element of the vector x) is referred to as a “sweep”. After each sweep of the algorithm, the L. and U factors
progress towards convergence. At the beginning of the algorithm, the factors L and U are set with an initial
guess. In this study, the initial L factor will be taken to be the lower triangular part of A and the initial U
will be taken to be the upper triangular portion of A (as in Chow and Patel 2015, Coleman, Sosonkina, and
Chow 2017, Anzt, Chow, Saak, and Dongarra 2016). Adopting the technique used in Chow and Patel 2015,
Chow, Anzt, and Dongarra 2015, Coleman, Sosonkina, and Chow 2017, a scaling of the input matrix A is
first performed such that the diagonal elements of A are equal to one. As pointed out in Chow and Patel
2015, this diagonal scaling is able to help maintain reasonable convergence rates for the algorithm, and the
working assumption in this paper is that all matrices have been scaled in this manner.

5 CONVERGENCE OF THE FGPILU FACTORIZATION

The analysis to show convergence of the FGPILU algorithm relies on properties of the Jacobian associated
with the nonlinear mapping defined by G : R™ — R where m represents the number of non-zero terms in
the matrix A. To define the Jacobian, an order of the elements in both the L and U factors (which together
constitute all of the elements in the vector & from Section 3) needs to be defined. In particular, an ordering g
will map a pair of (i, j) coordinates specifying the location of a non-zero term in A to an index of the vector
x, or to the set {1,2,3,...,m} where m = nnz(L) + nnz(U). That is,

. . li]' 1>
9(4,9) wy i<j.

Given this, the two nonlinear equations that define FGPILU, i.e., Eq. (1), can be rewritten such that,

1 . .
Toon (az‘j - m; lﬂfgu,k)%(k,j)) P>
9ig) = sk o 2)
Gij — Z, Ly(ik) g (k,j) Ls7,

1<k<i—1
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where both sums are taken over all pairs, (4, k) and (k, j) € S(A). The Jacobian itself can then be written
G'(x) = J(G(x)) and is defined by the following equations (Chow and Patel 2015):

Gyij) — Tglik)

O (1) (5,5)

9G4, _ Ty(ky) k< 5
O (i, 1) (5,5

aGg(z,]) 1 7j—1

Izq(5,) xf](jyj) J ; g(i,k) Lg(k,j)

for a row in the Jacobian where i > j (i.e., corresponding to an unknown /;; € L). Conversely, for a row
1 < j (i.e., corresponding to an unknown u;; € U), the partial derivatives are given by:

Gy (i ) Gy (i )

T = =gk, k<,
O g(i k) 96h O g (k)

= —Zg(ik)k <i. @

Under the assumption that there is a single fixed point solution z* of the nonlinear iteration defined by G(x),
the following result given in Theorem 1 provides convergence for the nominal FGPILU algorithm:

Theorem 1 (Frommer and Szyld 2000). Assume that x* lies in the interior of the domain of G and that G
is F-differentiable at x*. If p(G'(2*)) < 1, then there exists some local neighborhood of x* such that the
asynchronous iteration defined by G converges to x* given that the initial guess is inside of this neighbor-
hood.

Details of this analysis are provided in Chow and Patel 2015. As pointed out in that paper, one consequence
of Theorem 1 is that the algorithm will be successful when the norm of the Jacobian is small. Examining the
equations that define the partial derivatives inside of the Jacobian, this implies that the FGPILU algorithm
will be effective when the terms on the diagonal are large and the off diagonal terms are small; indicating
that the FGPILU algorithm will perform well for matrices that are diagonally dominant.

5.1 Improving the Convergence of the FGPILU Algorithm

In this work, an investigation is made into the performance of the FGPILU algorithm with respect to more
difficult problems. For a given problem, the FGPILU algorithm may fail to converge; i.e., the nonlinear
residual norm (see Eq. (2)) fails to decrease below a desired threshold or diverges entirely. Additionally,
the structure of the input matrix may preclude unmodified use of the FGPILU algorithm (e.g., due to zeros
on the diagonal). If the progression of the algorithm reaches a point where the norm of the Jacobian is
greater than one, the fixed point iteration no longer represents a (local) contraction and further sweeps will
not help the algorithm make progress towards the desired preconditioning factors. Even if the FGPILU
algorithm converges to a set of preconditioning factors, it is possible that, if the system was changed too
much to ensure convergence, the preconditioning factors will not aid in the convergence of the associated
Krylov solver. In fact, it is possible for the resulting L and U factors to actually slow convergence or prevent
convergence entirely (see both Table 2 and (?)). In an effort to improve the convergence of the FGPILU
algorithm, this study focuses on employing two techniques; both aim to increase the diagonal dominance of
the original matrix, which will in turn reduce the norm of the Jacobian and help ensure that the fixed point
iteration continues to make progress.

The first technique involves reordering the matrix in order to aid the convergence of the algorithm. Three
reorderings are considered here. The first is the MC 64 reordering that attempts to permute the largest entries
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of the matrix to the diagonal (?), the second is the approximate minimum degree (AMD) as implemented
in MATLAB since it has previously been observed to help convergence of the FGPILU algorithm on non-
symmetric problems (Chow and Patel 2015, Benzi, Haws, and Tuma 2000), the other is the Reverse Cuthill-
Mckee ordering (RCM) which attempts to reduce the bandwidth of the matrix which can potentially aid in
the convergence of the FGPILU algorithm and has shown to be effective in the case of symmetric, positive-
definite (SPD) matrices (Chow, Anzt, and Dongarra 2015, Chow and Patel 2015, Coleman, Sosonkina, and
Chow 2017). After the ordering is applied, the second technique consists of an «-shift that is performed in
the manner originally suggested in ?. Specifically, the original input matrix A can be written, A = D — B,
where D holds only the diagonal elements of A, and B contains all other elements. Instead of performing
the incomplete LU factorization on the original matrix A, the factorization is instead applied to a matrix that
is close to A but has an increased level of diagonal dominance. In particular, the incomplete LU factorization
can be applied to A= (14 «a)D — B, where A ~ A but the size of the diagonal has been increased. This a-
shift technique has been used historically for improving the stability of the preconditioning factors generated
by conventional incomplete LU factorizations, but given the discussion above in Section 5 concerning the
fine-grained incomplete LU factorization that is the subject of this work, it is reasonable to expect this shift
to improve the convergence of the FGPILU algorithm. Moreover, since incomplete LU factorizations are
by nature, approximate, using the preconditioning factors obtained from applying the FGPILU algorithm to
A before a Krylov solve of the original matrix A can be expected to accelerate the overall convergence for
reasonable values of a.. These claims will be explored numerically through the remainder of the paper.

To track the progression of the FGPILU algorithm, a common metric to monitor the progression of the FG-
PILU algorithm is the so-called nonlinear residual norm (Chow and Patel 2015, Chow, Anzt, and Dongarra
2015, Coleman, Sosonkina, and Chow 2017). This is a value

min(,j

)
T= Y Jag— > Ll &)
k=1

(4,5)€S

where the set .S contains all of the non-zero elements in both L and U, i.e., the non-zero pattern on which
the incomplete LU factorization is sought. The nonlinear residual norm decreases as the number of sweeps
progresses and the factors produced by the algorithm become closer to the conventional L and U factors
that would be computed by a traditional incomplete LU factorization. Because of this it is possible to
detect convergence of the algorithm if the nonlinear residual norm is reduced by some pre-specified order
of magnitude. However, it should be noted that L and U factors are capable of being used successfully as
preconditioning factors (Chow and Patel 2015), and that in practice it may not be necessary to perform very
many sweeps of the FGPILU algorithm.

For the purposes of this study, a single fault tolerant variant of the FGPILU algorithm from Coleman,
Sosonkina, and Chow 2017 is tested. The variant of the algorithm that was selected monitors the progression
of the nonlinear residual norm 7 and rejects updates if the update causes the nonlinear residual norm to
increase. In particular, the following condition is checked: 7(5w¢¢P) > ~ . r(sweeptn) ywhere the parameter ~y
controls how monotonic the convergence of the nonlinear residual norm is expected to be, and the parameter
r controls how long to delay (in terms of the number of sweeps) in between performing the check.

6 NUMERICAL RESULTS

The test problems that were used in this study are intended to form a representative but not complete set of
matrices that are harder to solve than the simpler SPD problems that have been utilized previously. The con-
vergence of the fixed point iteration associated with the FGPILU algorithm displays good convergence with
this type of problem (Coleman, Sosonkina, and Chow 2017, Chow, Anzt, and Dongarra 2015, Chow and
Patel 2015). However, solving fixed point iterations that feature nonlinear functionals (i.e., in Algorithm 1)
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is often difficult, and developing the associated convergence theory is also typically hard to accomplish (see
for example: Bertsekas and Tsitsiklis 1989, Ortega and Rheinboldt 2000).

The experimental setup for this study is an NVIDIA Tesla K80 GPU on the Turing high performance clus-
ter at Old Dominion University. The nominal, fault-free iterative incomplete factorization algorithms and
iterative solvers were taken from the MAGMA open-source software library (Innovative Computing Lab
2015), and minimal modifications were made to the existing MAGMA source code in order to implement
the modifications to the FGPILU algorithm, add the a-shift, and to inject faults into the algorithm. All of
the results provided in this study reflect double precision, real arithmetic. The test matrices used here come
from a variety of sources. The first comes from the seminal work on the performance of incomplete LU
factorization for indefinite matrices (Chow and Saad 1997), £s_760_3. The next matrix comes from the
domain of circuit simulation, ec132, and has been studied previously (?, ?). The last matrix comes from
the set of 8 SPD matrices that were studied in previous works on the FGPILU algorithm (Chow, Anzt, and
Dongarra 2015, Coleman, Sosonkina, and Chow 2017, Chow and Patel 2015), and is the matrix among
those eight with the largest condition number (as estimated by MATLAB’s CONDEST function); ’offshore’.
Condition numbers for the 8 previously studied SPD problems range from 1.11e+03 to 2.24e+13. A brief
summary of all three matrices is provided in Table 1. The matrices that are presented here attempt to give

Table 1: Characteristics of the matrices used: Column Sym? reflects the symmetry, PD? provides positive-
definiteness, D im—number of rows, and Non-zeros—number of non-zeros in each matrix.

Matrix Name | Abbr. | Sym? | PD? | CONDEST | Dim. | Non-zeros | Description
fs_760_3 FS N N | 9.93E+19 760 5,816 chemical engineering
ecl32 ECL N N 941E+15 | 51,993 380,415 | circuit simulation
OFFSHORE | OFF Y Y | 2.24E+13 | 259,789 | 4,242,673 | electric field diffusion

some indication as to the performance of the nonlinear fixed point iteration associated with the FGPILU
with respect to matrices that are more challenging computationally than the problems that are featured in
the majority of the previous work on the algorithm (i.e. Chow and Patel 2015, Chow, Anzt, and Dongarra
2015, Coleman, Sosonkina, and Chow 2017).

6.1 Fault Model

In this study, faults are modeled as perturbations similar to several recent studies (Coleman and Sosonkina
2016, Coleman, Sosonkina, and Chow 2017, Stoyanov and Webster 2015); the goal being producing fault
tolerant algorithms for future computing platforms that are not too dependent on the precise mechanism
of a fault (e.g. bit flip). Modifying the perturbation-based fault model described in Coleman, Sosonkina,
and Chow 2017, a single data structure is targeted and a small random perturbation is injected into each
component transiently. For example, if the targeted data structure is a vector x and the maximum size of the
perturbation-based fault is €, then proceed as follows: generate a random number r; € (—¢, €), and then set
; = x; + r; for all values of i. The resultant vector Z is, thus, perturbed away from the original vector x.
In this study, faults are injected into the FGPILU algorithm following the perturbation based methodology
described above. Due to the relatively short execution time of the FGPILU algorithm on the given test
problems, a fault is induced only once during each run, and the fault is designated to occur at a random
sweep number before convergence. Three ranges for faults injected by the perturbation-based model were
considered: r; € (—0.01,0.01),7; € (—1,1), and r; € (—100, 100). Due to the non-deterministic nature of
the fault model, multiple runs are conducted for each value of r; and the data is averaged in order to obtain
representative results.



Coleman and Sosonkina
6.2 Convergence of the FGPILU fixed point iteration and associated Krylov solver

In these fault-free experiments, the convergence of the FGPILU algorithm is examined for three different
levels (0,1, and 2) of the incomplete LU factorization (see Benzi 2002 or Saad 2003 for a clear description
of levels of incomplete LU factorizations), and three different values of « in the a-shift. Note that regardless
of the ordering being utilized, all runs start with a symmetrically scaled matrix such that the entries on the
diagonal are less than or equal to 1. As such, appropriate values for « range from 0 to 1 and in this study
three discrete values were selected: 0, 0.5, 1.0. More extreme values for a can help improve the convergence
of the FGPILU algorithm by increasing the diagonal dominance of the matrix that the FGPILU algorithm
is applied to, but this comes at the expense of preparing the preconditioner for a problem increasingly
less related to the original problem. As an example, for the OFF SHORE problem with AMD ordering and
symmetric scaling, the FGPILU algorithm converges in a smaller number of sweeps for increasing values of
«a, but the overall performance of the Krylov subspace solver deteriorates. Details are provided in Table 2.

Table 2: Effects of increasing « for the OFF SHORE problem.

a | FGPILU Sweeps | Krylov solver iterations | Krylov solver time
0 24 30 24.8067
1 9 56 46.4995
10 5 144 130.0958

For each of the three matrices that were tested: four orderings were tested (MC64, AMD, RCM, and the
natural ordering), 3 level of ILU fill-in were tested (levels 0, 1, and 2), and 3 factors for a were used (0, 0.5,
and 1.0). This leads to a total of 108 permutations to test. Of these 108 combinations, 84 (77.78%) led to a
case were the FGPILU algorithm converged, but only 29 (26.85%) resulted in a successful GMRES solve of
the entire linear system using a restart parameter of 50 and a tolerance of 1e-10. Details for those 29 cases
are provided below in Table 3.

Table 3: Successful runs with their parameter combinations.

Matrix Ordering | « | ILU Level | Sweeps | Krylov Its. Time (s)
offshore | AMD 0 0 19 30 18
offshore | AMD 0.5 0,1,2 | 10,11,11 40,34,34 24,55,144
offshore | AMD 1 0,1,2 8,9,9 56,54,54 34,96,229
offshore | RCM 0 0 19 19 35
offshore | RCM 0.5 0,1,2 | 10,11,11 37,34,34 68,306,771
offshore | RCM 1 0,1,2 9,9,9 54,54,54 | 101,484,1226
offshore | Natural 0 0 22 22 84
offshore | Natural 0.5 0,1,2 | 11,12,12 38,34,34 | 146,312,695
offshore | Natural 1 0,1,2 | 9,10,10 54,54,54 | 210,491,1104
ecl32 AMD 0 2 15 127 104
ecl32 RCM 0 2 24 9 39
ecl32 Natural 0 2 18 11 16
fs_760_3 | AMD 0 2 55 3 04
fs_760_3 | RCM 0 1,2 52,63 2,2 0.4,04
fs_760_3 | MCo64 0 1 16 3 0.3
fs_760_3 | Natural 0 1 16 3 0.3

In general, higher levels of fill are capable of producing better preconditioning factors (Benzi, Haws, and
Tuma 2000, Chow and Saad 1997), but come at the cost of increased storage and computational costs. There
is an inherent trade-off in using higher fill levels to produce incomplete factors that are closer to the full L
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and U factors that must be evaluated. A few other general observations: the two non-symmetric problems
tend to perform better with smaller values of « and higher levels of fill-in allowed, and the level of ILU
fill-in tends to not have as much of an impact on whether or not the problem can be solved when compared
to the ordering or value for «, but affects the performance. In the results found here, the benefit of having
more complete L and U factors from going to a higher fill-in level tends to be outweighed by the increased
computational cost of the fixed-point iteration associated with the FGPILU algorithm for a drastically larger
number of elements. As an example of the drastic increase in the number of non-zero elements for each of
the matrices, consider the data in Table 4.

Table 4: Increase in non-zeros for different levels of ILU fill-in.

Matrix nnz(ILU-0) | nnz(ILU-1) | nnz(ILU-2)
offshore 4.502E+06 | 9.974E+06 | 2.172E+07
ecl32 4.324E+05 | 9.473E+05 | 1.954E+06
fs_760_3 | 6.576E+03 | 1.757E+04 | 3.231E+04

6.3 Resilience of the FGPILU fixed point iteration

The experiments conducted in this section reflect the resilience of the FGPILU algorithm with respect to
transient soft faults. Resilience is provided by checkpointing and restoring prior data based on the progres-
sion of the nonlinear residual norm. To illustrate the resilience of the FGPILU algorithm, only combinations
of ordering, ILU-level, and « from Section 6.2 that were successful in the fault-free scenario have been se-
lected for experimentation. A single set of parameters for the checkpointing check, 7(5%€€P) > ~.p(sweep+r)
is used. Both v and r were set to one so that a strict check on the monotonicity of the nonlinear residual
norm is performed after every sweep. For SPD problems, this level of check may be unnecessary (Coleman,
Sosonkina, and Chow 2017), but this provides the maximum level of protection for the FGPILU algorithm
and provides a measure of how effective this check can be for the more difficult problems under investigation
in this study. A summary of the data found in these experiments is provided in Table 5, which depicts the

Table 5: Solver performance using FGPILU with no fault tolerance (NoF T) and checkpointing (CP) .

Scenario Success Rate (NoFT) | Success Rate (CP) | Timing Ratio | Sweeps Ratio | Its. Ratio
Total 46.65% 100.00% 1.02 0.63 1.01
Small fault 88.59% 100.00% 1.03 0.69 1.03
Medium fault 42.94% 100.00% 1.01 0.48 1.00
Large fault 14.71% 100.00% 1.00 0.73 0.99

percentage of runs that succeeded—resulted in a successful linear system solve—subject to faults (column
Scenario), when no fault tolerance (column NoF T) and the checkpointing FGPILU variant (column CP)
were employed, respectively. Three ratios of the results with CP and NoF T are shown in Table 5 as Timing,
Sweeps, and Its, defining the timing increase, reduction in the total number of sweeps needed, and the
change in the GMRES iterations, respectively. The checkpointing algorithm mitigates well the potential
impact of a fault. Note that the largest benefit comes from correcting the impact of a large fault. Smaller
faults—which cause effects similar to those produced by bit flips in a less significant bit of the mantissa—
tend to be corrected naturally by the iterative nature of the fixed-point iteration. Another important factor
in comparing any fault tolerance methods is quantifying how much overhead they introduce. Due to the
non-deterministic block-asynchronous nature of the GPU implementation of the FGPILU algorithm in the
absence of faults and the inherent randomness involved in the fault model utilized in this study, it is dif-
ficult to compare individual cases. However, comparing runs utilizing the same parameters over all cases
where both the fault-free variants and the checkpointing variant solved the linear system successfully, there
is about a 2% increase in the time required to reach a solution in order to provide fault tolerance to the
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FGPILU algorithm using this methodology. There is more of an impact on cases with small faults since it is
often possible for the iterative nature of the algorithm to correct the impact of a sufficiently small fault. Note
that varying the parameters v and 7 that determine the frequency and strictness of the check could change
both the efficiency and efficacy of the checkpointing variant of the FGPILU.

7 CONCLUSION & FUTURE WORK

This study has presented some experiments and analysis concerning the convergence of the fine-grained
parallel incomplete LU factorization proposed in Chow and Patel 2015 with respect to more difficult prob-
lems than have previously been studied. Additionally, initial work concerning the resilience of the FGPILU
algorithm with respect to transient soft faults has been explored for this same difficult problem set. Moving
forward, further adaptations to the FGPILU algorithm are possible. This series of experiments has worked
with various levels of ILU factorization, while a variant of ILUT that takes advantage of fine-grained paral-
lelism called ParILUT (?) has been proposed recently, and previous work on the performance of incomplete
factorizations for the solution of indefinite and non-symmetric problems (Chow and Saad 1997, Benzi,
Haws, and Tuma 2000) has indicated that different styles of incomplete factorization may be more effective
for these classes of problems. This suggests that future work on fine-grained preconditioners should include
recent developments in fine-grained factorizations when possible. It would be also helpful to compare the
performance of various solvers, such as Bi-CGSTAB and TFQMR, with the preconditioning factors that are
generated by the FGPILU algorithm. Another avenue for future exploration includes expanding the exper-
imentation conducted with respect to various fault tolerance techniques. In particular, the checkpointing
scheme proposed here could be further analyzed in an attempt to optimize the amount of computational
overhead induced as opposed to the increase in convergence rate.
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ABSTRACT

Each of high performance computing, cloud computing, and computer security have their own interests in
modeling and predicting the performance of computers with respect to how they are configured. An ef-
fective model might infer internal mechanics, minimize power consumption, or maximize computational
throughput of a given system. This paper analyzes a four-dimensional dataset measuring the input/output
(I/0) characteristics of a cluster of identical computers using the benchmark I0zone. The I/O performance
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characteristics are modeled with respect to system configuration using multivariate interpolation and approx-
imation techniques. The analysis reveals that accurate models of I/O characteristics for a computer system
may be created from a small fraction of possible configurations, and that some modeling techniques will
continue to perform well as the number of system parameters being modeled increases. These results have
strong implications for future predictive analyses based on more comprehensive sets of system parameters.

Keywords: Regression, approximation, interpolation, performance modeling

1 INTRODUCTION AND RELATED WORK

Performance tuning is often an experimentally complex and time intensive chore necessary for configuring
HPC systems. The procedures for this tuning vary largely from system to system and are often subjectively
guided by the system engineer(s). Once a desired level of performance is achieved, an HPC system may
only be incrementally reconfigured as required by updates or specific jobs. In the case that a system has
changing workloads or nonstationary performance objectives that range from maximizing computational
throughput to minimizing power consumption and system variability, it becomes clear that a more effective
and automated tool is needed for configuring systems. This scenario presents a challenging and important
application of multivariate approximation and interpolation techniques.

Predicting the performance of an HPC system is a challenging problem that is primarily attempted in one
of two ways: (1) build a statistical model of the performance by running experiments on the system at
select settings, or (2) run artificial experiments using a simplified simulation of the target system to estimate
architecture and application bottlenecks. In this paper the proposed multivariate modeling techniques rest in
the first category, and they represent a notable increase in the ability to model complex interactions between
system parameters.

Many previous works attempting to model system performance have used simulated environments to esti-
mate the performance of a system (Grobelny et al. 2007, Wang et al. 2009, Wang et al. 2013). Some of these
works refer to statistical models as being oversimplified and not capable of capturing the true complexity
of the underlying system. This claim is partially correct, noting that a large portion of predictive statistical
models rely on simplifying the model to one or two parameters (Snavely et al. 2002, Bailey and Snavely
2005, Barker et al. 2009, Ye et al. 2010). These limited statistical models have provided satisfactory per-
formance in very narrow application settings. Many of the aforementioned statistical modeling techniques
claim to generalize, while simultaneously requiring additional code annotations, hardware abstractions, or
additional application level understandings in order to generate models. The approach presented here re-
quires no modifications of the application, no architectural abstractions, nor any structural descriptions of
the input data being modeled. The techniques used are purely mathematical and only need performance data
as input.

Among the statistical models presented in prior works, Bailey and Snavely (2005) specifically mention
that it is difficult for the simplified models to capture variability introduced by I/O. System variability in
general has become a problem of increasing interest to the HPC and systems communities, however most
of the work has focused on operating system (OS) induced variability (Beckman et al. 2008, De et al.
2007). The work that has focused on managing I/O variability does not use any sophisticated modeling
techniques (Lofstead et al. 2010). Hence, this paper presents a case study applying advanced mathematical
and statistical modeling techniques to the domain of HPC 1/O characteristics. The models are used to predict
the mean throughput of a system and the variance in throughput of a system. The discussion section outlines
how the techniques presented can be applied to any performance metric and any system.

In general, this paper compares five multivariate approximation techniques that operate on inputs in R?
(d-tuples of real numbers) and produce predicted responses in R. In order to provide coverage of the
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varied mathematical strategies that can be employed to solve the continuous modeling problem, three of
the techniques are regression based and the remaining two are interpolants. The sections below outline the
mathematical formulation of each technique and provide computational complexity bounds with respect to
the size (number of points and dimension) of input data. Throughout, d will refer to the dimension of the

input data, n is the number of points in the input data, x) € RY is the i-th input data point, xy) is the j-th
component of x\), and f (x(i)) is the response value of the i-th input data point.

The remainder of the paper is broken up into five major parts. Section 2 provides an overview of the
multivariate modeling techniques, Section 3 outlines the methodology for comparing and evaluating the
performance of the models, Section 4 presents the IOzone predictions, Section 5 discusses the obvious and
subtle implications of the models’ performance, and Section 6 concludes and offers directions for future
work.

2 MULTIVARIATE MODELS

2.1 Regression

Multivariate approximations are capable of accurately modeling a complex dependence of a response (in R)
on multiple variables (represented as a points in R?). The approximations to some (unknown) underlying
function f : R? — R are chosen to minimize some error measure related to data samples f(x()). For example,
least squares regression uses the sum of squared differences between modeled response values and true
response values as an error measure.

2.1.1 Multivariate Adaptive Regression Splines

This approximation was introduced in Friedman (1991) and subsequently improved to its current version in
Friedman and the Computational Statistics Laboratory of Stanford University (1993), called fast multivariate
adaptive regression splines (Fast MARS). In Fast MARS, a least squares fit model is iteratively built by
beginning with a single constant valued function and adding two new basis functions at each iteration of the
form

BZsfl (x) = Bl (X) [C(xl' - V)]+7
Boy(x) = Bi(x)[e(xi —v)] -,

where s is the iteration number, B;(x) and By(x) are basis functions from the previous iteration, ¢,v € R,

w, w>0
Wi = )
0, w<0

and w_ = (—w),. After iteratively constructing a model, MARS then iteratively removes basis functions
that do not contribute to goodness of fit. In effect, MARS creates a locally component-wise tensor product
approximation of the data. The overall computational complexity of Fast MARS is &' (ndm?) where m is the
maximum number of underlying basis functions. This paper uses an implementation of Fast MARS (Rudy
and Cherti 2017) with m = 200.

2.1.2 Multilayer Perceptron Regressor

The neural network is a well studied and widely used method for both regression and classification tasks
(Hornik et al. 1989). When using the rectified linear unit (ReLLU) activation function (Dahl et al. 2013) and
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training with the BFGS minimization technique (Mgller 1993), the model built by a multilayer perceptron
uses layers [ : R' — R/ defined by

() = (W),

where W, is the i by j weight matrix for layer /. In this form, the multilayer perceptron (MLP) produces a
piecewise linear model of the input data. The computational complexity of training a multilayer perceptron
is ©(ndm), where m is determined by the sizes of the layers of the network and the stopping criterion of the
BFGS minimization used for finding weights. This paper uses the scikit-learn MLP regressor (Pedregosa
et al. 2011), a single hidden layer with 100 nodes, ReLLU activation, and BFGS for training.

2.1.3 Support Vector Regressor

Support vector machines are a common method used in machine learning classification tasks that can be
adapted for the purpose of regression (Basak et al. 2007). How to build a support vector regressor (SVR) is
beyond the scope of this summary, but the resulting functional fit p : RY — R has the form

=
=
I
M=
2
Ja
=
=
_l’_
=

=1

where K is the selected kernel function, a € R", b € R are coefficients to be solved for simultaneously. The
computational complexity of the SVR is & (n*dm), with m being determined by the minimization conver-
gence criterion. This paper uses the scikit-learn SVR (Pedregosa et al. 2011) with a polynomial kernel
function.

2.2 Interpolation

In some cases it is desirable to have a model that can recreate the input data exactly. This is especially the
case when the confidence in the response values for known data is high. Both interpolation models analyzed
in this paper are based on linear functions.

2.2.1 Delaunay

The Delaunay method of interpolation is a well studied geometric technique for producing an interpolant
(Lee and Schachter 1980). The Delaunay triangulation of a set of data points into simplices is such that
the sphere defined by the vertices of each simplex contains no data points in the sphere’s interior. For a
d-simplex S with vertices v(?, v(1), ... v(@) x € S, and data values f(v(!)),i =0, ..., d, x is a unique convex
combination of the vertices,

d d
x:Zwiv('), Zw,-zl, w; >0, i=0,...,d,
i=0 i=0

and the Delaunay interpolant to f at x is given by

d
p(x) = ;)Wif(v(i))'

The computational complexity of the Delaunay triangulation (for the implementation used here) is
o (n[d/ 2]), which is not scalable to d > 10 (Sartipizadeh and Vincent 2016). The scipy interface (Jones
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System Parameter Values
File Size 64, 256, 1024
Record Size 32,128,512
Thread Count 1,2,4,8, 16, 32, 64, 128, 256
Frequency {12, 14, 15, 16, 18, 19, 20, 21, 23, 24, 25, 27, 28, 29, 30, 30.01} x10°
Response Values
Throughput Mean [2.6 x 10°,5.9 x 10%]
Throughput Variance [5.9 %100, 4.7 x 106]

Table 1: A description of the system parameters being considered in the IOzone tests. Record size must
not be greater than file size and hence there are only six valid combinations of the two. In total there are
6 X 9 x 16 = 864 unique system configurations.

et al. 2017) to the QuickHull implementation (Barber et al. 1996) of the Delaunay triangulation is used
here.

2.2.2 Linear Shepard

The linear Shepard method (LSHEP) is a blending function using local linear interpolants, a special case of
the general Shepard algorithm (Thacker et al. 2010). The interpolant has the form

o) — Y1 Wi(x)Pi(x)
Pl = ZZ:1Wk(x)

where W (x) is a locally supported weighting function and P;(x) is a local linear approximation to the data
satisfying P (x®) = £(x)). The computational complexity of LSHEP is &'(n?d>). This paper uses the
Fortran#95 implementation of LSHEP in SHEPPACK (Thacker et al. 2010).

3 METHODOLOGY
3.1 Data

In order to evaluate the viability of multivariate models for predicting system performance, this paper
presents a case study of a four-dimensional dataset produced by executing the I0zone benchmark from
Norcott (2017) on a homogeneous cluster of computers. All experiments were performed on parallel shared-
memory nodes common to HPC systems. Each system had a lone guest Linux operating system (Ubuntu
14.04 LTS//XEN 4.0) on a dedicated 2TB HDD on a 2 socket, 4 core (2 hyperthreads per core) Intel Xeon
ES5-2623 v3 (Haswell) platform with 32 GB DDR4. The system performance data was collected by execut-
ing I0zone 40 times for each of a select set of system configurations. A single IOzone execution reports the
max I/O throughput seen for the selected test in kilobytes per second. The 40 executions for each system
configuration are converted into the mean and variance, both values in R capable of being modeled individ-
ually by the multivariate approximation techniques presented in Section 2. The summary of data used in the
experiments for this paper can be seen in Table 1. Distributions of raw throughput values being modeled can
be seen in Figure 1.

3.2 Dimensional Analysis

This work utilizes an extension to standard k-fold cross validation that allows for a more thorough inves-
tigation of the expected model performance in a variety of real-world situations. Alongside randomized
splits, two extra components are considered: the amount of training data provided, and the dimension of
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Figure 1: Histograms of 100-bin reductions of the PMF of I/O throughput mean (top) and I/O throughput
variance (bottom). In the mean plot, the first 1% bin (truncated in plot) has a probability mass of .45. In
the variance plot, the second 1% bin has a probability mass of .58. It can be seen that the distributions of
throughputs are primarily of lower magnitude with occasional extreme outliers.

the input data. It is important to consider that algorithms that perform well with less training input also
require less experimentation. Although, the amount of training data required may change as a function of
the dimension of the input and this needs to be studied as well. The framework used here will be referred to
as a multidimensional analysis (MDA) of the IOzone data.

3.2.1 Multidimensional Analysis

This procedure combines random selection of training and testing splits with changes in the input dimension
and the ratio of training size to testing size. Given an input data matrix with n rows (points) and d columns
(components), MDA proceeds as follows:

1. Forallk=1, ..., d and for all nonempty subsets F C {1,2,...,d}, reduce the input data to points
(z,fr(z)) with z € R* and fr(z) = E[{f(x") | (x,(p’) =z) }|, where E[] denotes the mean and xl(p’) is
the subvector of x\¥) indexed by F.

2. Forall rin {5,10,...,95}, generate N random splits (train,test) of the reduced data with r percent-
age for training and 100 — r percentage for testing.

3. When generating each of N random (train,test) splits, ensure that all points from rest are in the
convex hull of points in train (to prevent extrapolation); also ensure that the points in ¢train are well
spaced.

In order to ensure that the testing points are in the convex hull of the training points, the convex hull vertices
of each set of (reduced dimension) points are forcibly placed in the training set. In order to ensure that
training points are well spaced, a statistical method for picking points from Amos et al. (2014) is used:

1. Generate a sequence of all pairs of points (z(il),z(j 1)), (z(iZ),z(m) ,... sorted by ascending pairwise
Euclidean distance between points, so that ||z — zU) || < |[glke1) — U] | .
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2. Sequentially remove points from candidacy until only |frain| remain by randomly selecting one point
from the pair (Z(i’") ) z(j‘")) for m = 1,... if both zU") and zU) are still candidates for removal.

Given the large number of constraints, level of reduction, and use of randomness in the MDA procedure,
occasionally N unique training/testing splits may not be created or may not exist. In these cases, if there are
fewer than N possible splits, then deterministically generated splits are used. Otherwise after 3N attempts,
only the unique splits are kept for analysis. The MDA procedure has been implemented in Python#3 while
most regression and interpolation methods are Fortran wrapped with Python. All randomness has been
seeded for repeatability.

For any index subset F' (of size k) and selected value of r, MDA will generate up to N multivariate models
fr(z) and predictions ff(z")) for a point z() € R¥. There may be fewer than N predictions made for any
given point. Extreme points of the convex hull for the selected index subset will always be used for training,
never for testing. Points that do not have any close neighbors will often be used for training in order to
ensure well-spacing. Finally, as mentioned before, some index subsets do not readily generate N unique
training and testing splits. The summary results presented in this work use the median of the (N or fewer)
values fr(z) at each point as the model estimate for error analysis.

4 RESULTS

A naive multivariate prediction technique such as nearest neighbor could experience relative errors in the
range [0, (max f(x) — min f(x))/min f(x)] when modeling a nonnegative function f(x) from data. The
X X X

I0zone mean data response values span three orders of magnitude (as can be seen in Table 1) while variance
data response values span six orders of magnitude. It is expected therefore, that all studied multivariate
models perform better than a naive approach, achieving relative errors strictly less than 103 for throughput
mean and 10° for throughput variance. Ideally, models will yield relative errors significantly smaller than
1. The time required to compute thousands of models involved in processing the I0zone data through MDA
was approximately five hours on a CentOS workstation with an Intel i7-3770 CPU at 3.40GHz. In four
dimensions for example, each of the models could be constructed and evaluated over hundreds of points in
less than a few seconds.

4.1 1/0 Throughput Mean

Almost all multivariate models analyzed make predictions with a relative error less than 1 for most system
configurations when predicting the mean I/O throughput of a system given varying amounts of training data.
The overall best of the multivariate models, Delaunay, consistently makes predictions with relative error
less than .05 (5% error). In Figure 3 it can also be seen that the Delaunay model consistently makes good
predictions even with as low as 5% training data (43 of the 864 system configurations) regardless of the
dimension of the data.

4.2 1/0 Throughput Variance

The prediction results for variance resemble those for predicting mean. Delaunay remains the best overall
predictor (aggregated across training percentages and dimensions) with median relative error of .47 and
LSHEP closely competes with Delaunay having a median signed relative error of -.92. Outliers in prediction
error are much larger for all models. Delaunay produces relative errors as large as 78 and other models
achieve relative errors around 103. The relative errors for many models scaled proportional to the increased
orders of magnitude spanned by the variance response compared with mean response. As can be seen in
Figure 4, all models are more sensitive to the amount of training data provided than their counterparts for
predicting mean.
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Figure 2: These box plots show the prediction error of mean with increasing dimension. The top box
whisker for SVR is 40, 80, 90 for dimensions 2, 3, and 4, respectively. Notice that each model consistently
experiences greater magnitude error with increasing dimension. Results for all training percentages are
aggregated.
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Figure 3: These box plots show the prediction error of mean with increasing amounts of training data
provided to the models. Notice that MARS is the only model whose primary spread of performance increases
with more training data. Recall that the response values being predicted span three orders of magnitude and
hence relative errors should certainly remain within that range. For SVR the top box whisker goes from
around 100 to 50 from left to right and is truncated in order to maintain focus on better models. Results for
all dimensions are aggregated. Max training percentage is 96% due to rounding training set size.
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Figure 4: These box plots show the prediction error of variance with increasing amounts of training data
provided to the models. The response values being predicted span six orders of magnitude. For SVR the top
box whisker goes from around 6000 to 400 (decreasing by factors of 2) from left to right and is truncated in
order to maintain focus on better models. Results for all dimensions are aggregated. Max training percentage
is 96% due to rounding training set size.

4.3 Increasing Dimension and Decreasing Training Data

As can be seen in Figure 2, all of the models suffer increasing error rates in higher dimension. This is
expected, because the number of possible interactions to model grows exponentially. However, LSHEP and
Delaunay maintain the slowest increase in relative error. The increase in error seen for Delaunay suggests
that it is capable of making predictions with a range of relative errors that grows approximately linearly
with increasing dimension input. This trend suggests that Delaunay would remain a viable technique for
accurately modeling systems with 10’s of parameters given only small amounts of training data. All models,
with the exception of MARS, produce smaller errors given more training data. Increasing the amount of
training data most notably reduces the number of prediction error outliers.

5 DISCUSSION

The present results demonstrate that a straightforward application of multivariate modeling techniques can
be used to effectively predict HPC system performance. Some modeling effort on the part of a systems
engineer combined with a significant amount of experimentation (days of CPU time for the IOzone data used
here) can yield a model capable of accurately tuning an HPC system to the desired performance specification,
although qualitatively correct predictions can be achieved with much less (10%, say) effort.

5.1 Modeling the System

The modeling techniques generated estimates of drastically different quality when predicting I/O throughput
mean and variance. A few observations: SVR has the largest range of errors for all selections of dimen-
sion and amounts of training data; MARS and LSHEP produce similar magnitude errors while the former
consistently underestimates and the latter consistently overestimates; Delaunay has considerably fewer out-
liers than all other methods. SVR likely produces the poorest quality predictions because the underlying
parametric representation is global and oversimplified (a single polynomial), making it unable to capture
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the complex local behaviors of system I/O. It is still unclear, however, what causes the behaviors of LSHEP,
MARS, and Delaunay. An exploration of this topic is left to future work.

While the Delaunay method appears to be the best predictor in the present IOzone case study, it is important
to note that the Delaunay computational complexity increases with the dimension of the input more rapidly
than other techniques. The implementation of Delaunay (QuickHull) used would experience unacceptably
large training times beyond ten-dimensional input. This leaves much room for other techniques to perform
best in higher dimension unless a more efficient implementation of Delaunay can be used.

Finally, the ability of the models to predict variance was significantly worse than for the I/O mean. The
larger scale in variance responses alone do not account for the increase in relative errors witnessed. This
suggests that system variability has a greater underlying functional complexity than the system mean and
that latent factors are reducing prediction performance.

5.2 Extending the Analysis

System I/O throughput mean and variance are simple and useful system characteristics to model. The pro-
cess presented in this work is equally applicable to predicting other useful performance characteristics of
HPC systems such as: computational throughput, power consumption, processor idle time, context switches,
RAM usage, or any other ordinal performance metric. For each of these there is the potential to model sys-
tem variability as well. This work has chosen variance as a measure of variability, but the techniques used
in this paper could be applied to more precise measures of variability such as the percentiles of the perfor-
mance distribution or the entire distribution itself. A thorough exploration of HPC systems applications of
multivariate modeling constitutes future work.

6 CONCLUSION

Multivariate models of HPC system performance can effectively predict I/O throughput mean and variance.
These multivariate techniques significantly expand the scope and portability of statistical models for predict-
ing computer system performance over previous work. In the IOzone case study presented, the Delaunay
method produces the best overall results making predictions for 821 system configurations with less than 5%
error when trained on only 43 configurations. Analysis also suggests that the error in the Delaunay method
will remain acceptable as the number of system parameters being modeled increases. These multivariate
techniques can and should be applied to HPC systems with more than four tunable parameters in order to
identify optimal system configurations that may not be discoverable via previous methods nor by manual
performance tuning.

6.1 Future Work

The most severe limitation to the present work is the restriction to modeling strictly ordinal (not categorical)
system parameters. Existing statistical approaches for including categorical variables are inadequate for
nonlinear interactions in high dimensions. Future work could attempt to identify the viability of different
techniques for making predictions including categorical system parameters.

There remain many other multivariate modeling techniques not included in this work that should be eval-
uated and applied to HPC performance prediction. For I/O alone, there are far more than the four tunable
parameters studied in this work. Alongside experimentation with more models, there is room for a the-
oretical characterization of the combined model and data properties that allow for the greatest predictive
power.
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ABSTRACT

The parareal algorithm allows for efficient parallel in time computation of dynamical systems. We present
a novel coarse scale solver to be used in the parareal framework. The coarse scale solver can be defined
through interpolation or as the output of a neural network, and accounts for slow scale motion in the system.
Through a parareal scheme, we pair this coarse solver with a fine scale solver that corrects for fast scale
motion. By doing so we are able to achieve the accuracy of the fine solver at the efficiency of the coarse
solver. Successful tests for smaller but challenging problems are presented, which cover both highly oscil-
latory solutions and problems with strong forces localized in time. The results suggest significant speed up
can be gained for multiscale problems when using a parareal scheme with this new coarse solver as opposed
to the traditional parareal setup.

Keywords: parareal, multiscale, dynamical systems, neural networks, interpolation

1 INTRODUCTION

Emerging multicore and many-core architectures will lead to a continued increase in computing power in
the coming years. These complex architectures necessitate highly parallel and distributed computing for
scientific simulations. While the capabilities of these machines benefit most scientific and engineering dis-
ciplines, they can also present challenges such as those for systems governed by time dependent dynamical
systems. The effect of causality in time is more naturally handled sequentially. In (Lions, Maday, et al.
2001), the parareal algorithm for parallel in time computations is introduced, which is essential for highly
parallel systems when distributed computation in space saturates. See also (Gander 2015) for a presenta-
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tion of early parallel in time techniques including parareal algorithms. Initially the technique was applied
to dissipative systems where the memory effect is more limited, but there are very important applications
without dissipations as, for example, hyperbolic partial differential equations (PDE) and systems of ordinary
differential equations (ODE) for molecular dynamics and celestial mechanics.

The parareal method is based on two solvers, one coarse scale solver, which is less accurate but fast enough
to be applied sequentially, and one fine scale solver with full accuracy that is applied in parallel in time.
At each iteration, the coarse solver is run sequentially over each subdomain similar to a shooting method,
and then the fine solver is run in parallel as a correction. See section 2 for how the coarse and fine solvers
interact. This coupling of the solvers is able to achieve the accuracy of the fine scale solver at the efficiency
of the coarse scale solver. The overall technique can be seen as a domain decomposition method for the
fine scale method; the coarse scale method and the iterative correction provide the coupling between the
domains.

The coarse solver is a usually based on one or a few steps of a regular numerical solver. For instance, the
coarse scale solver is typically taken to be an ODE solver with significantly larger time step compared to
the fine solver or an approximation where the ODE itself has been modified to be less stiff or oscillatory. In
opposition, the fine scale solver typically involves a very large number of local time steps for high accuracy.
Gander and Hairer (2014) show that for Hamiltonian systems, very high accuracy is required already for the
coarse solver for the process to work. This is not helpful in, for example, molecular dynamics where the fine
step size is chosen to be at the limit of what gives a meaningful result. Since the computational efficiency of
the parareal algorithm comes from the fact that the costly fine scale solver can be implemented in parallel in
time, forcing the sequential coarse solver to be nearly as accurate as the fine solver succumbs the algorithm
to Amdahl’s law and ruins any speed up gained by parallelization.

The main innovation in this work is the new coarse solver, which relies on a pre-computed phase plane map,
similar to the work in (Nievergelt 1964) and (Ying and Candés 2006), but applied in a parareal setting and
optimized for highly oscillatory, autonomous dynamical systems. See (Barker 2014) for additional work in
extending Nievergelt’s method. The phase-plane map can be built with interpolation or the output of a neural
network. A given dynamical system is accurately approximated with the fine solver for a single time interval
and for a number of different initial values. The pre-computing for different initial values is embarrassingly
parallel and the phase plane map does not suffer from the difficulties of highly oscillatory behavior, which is
a main problem with standard parareal computations. Even a linear harmonic oscillator is a severe challenge
for standard parareal simulations (Gander and Hairer 2014). For the interpolation based phase plane map
linear ODEs require only linear interpolation for getting the accuracy of the fine scale solver at the efficiency
of the coarse solver.

2 DESCRIPTION OF THE ALGORITHM
2.1 The Parareal Algorithm

Consider the dynamical system,

; 6]

u(l()) = Uy

where f : R?Y - R and u : R — R?. To obtain the parareal algorithm as in (Gander, Hairer, et al. 2008),
first divide the time domain Q = (fo,f) into N equal subdomains Q, = (T, T41), n = 0,1,...,.N — 1,
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withto =To < Ty < --- <Ty_1 < Ty =ty, and AT = T,,;1 — T,,. Consider now the problem on each time
subdomain:

u;@) = flun(2)), t € (T, Thi1) ’ (2)

where the initial conditions U, are the solution of (1) at time 7,,. If we let ¢a7, (U,,) denote the solution of (1)
with initial condition U, after time AT, equation (2) is simply a shooting method in time and is equivalent
to solving:

Uy —ug
Ui — q)'ATo(UO) 0 3
Un-1— ¢AT‘N,2 (Un-2))
Applying Newton’s method to (3) gives,
USH = g
“4)

Uit = ¢z, (UE_)) + Az, (Ufi:l)(U;fjll ~Ufy)

Now, introduce a fine solver F and coarse solver G as follows. Let F(U,) be an accurate approximation
to the solution g7, (U,) and G(U,) be a less accurate approximation to ¢az,(U,). For example, G may be
defined on a coarser grid than F or be a lower order method than . If we use the fine solver to approximate
AT, | (Ufﬁ 1) in (4) and the coarse solver to approximate the Jacobian term in (4), the parareal algorithm to
solve (1) is given by, (Gander and Hairer 2014),:

k+1

5
UE = it + [F L) -Gk ) ©

so that U¥ ~ u(T,), where k represents the k™ iteration of the algorithm. See (Gander, Hairer, et al. 2008)
for a general convergence theory. The term in brackets in (5) can also be seen as a correction term and
highlights how the fine solver can be used in parallel at each iteration to correct the approximation made by
the coarse solver.

2.2 Phase Plane Map

Suppose now that the time domain has been divided into N equal subdomains so that AT = (Ty — Tp)/N.
This will be the step size over which our new coarse solver operates. Consider a set of M initial conditions
of (1) at time t = to, denoted by {u},}*,, and a set of M corresponding target points {v'}} | defined by,

Vi=Opg () i=1,... .M. (6)

As in the derivation of the parareal algorithm, we let F (u},) approximate ¢az, (u})) so that, computationally,
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Vi=Fuh)  i=1,...,M. (7)

Together, the set {u6 — V' }l.:1 acts as a type of look-up table for future initial conditions; given a new initial
M
=1

Formally, we define a phase plane map G"“? ({uf) — vi}

condition and the mapping {uf) — v/} " , it is possible to estimate a solution using, e.g., interpolation.
M
ASLE)
that uses the information contained in {uf) — v’}i:1 to determine the solution U, at time 7,1, given

U,) to be a coarse approximation of ¢ar(U,)

a point U, at time 7,. G™ may be defined through interpolation on the set {uf) — vi}?il, or through a

. . . AM . M
neural network where the network is trained using {”6}1':1 as the inputs and {vl}izl as the outputs. For
autonomous dynamical systems like those commonly found in molecular dynamics or celestial mechanics,

G™ can be applied over each subdomain €,. For non-autonomous dynamical systems, one can easily
M
for each subdomain Q;, j =0,...,N — 1, after some

i=1

extend this idea by generating a set {u’] — v’}
initial coarse approximation of the solution is obtained, as in (Nievergelt 1964). Moreover, the computation

of {u6 -y }Zl is embarrassingly parallel and can be done as a preprocessing step to the parareal algorithm,
i.e., each V' is computed independently using the fine solver over €.

There are several trade offs and design considerations that need to be addressed when building G"“”7. The
numerical examples presented in section 3 highlight initial findings for most of these considerations; how-
ever, many of them require further investigation. The first problem that needs to addressed is how to select

the number of necessary initial conditions M used to build the set {uf) — vi}?i |- Clearly, the higher M the
more accurate G can be; however, it may be computationally expensive to generate a suitable mapping
(even though the computation is highly parallel). Nievergelt (1964) suggests that a reasonable choice for M
would be one such that the interpolation error is of the same order of magnitude as the truncation error of the
fine scale method, F. In a parareal setup, one might expect that M should be chosen so that the interpolation
error is comparable to the truncation error of a suitable coarse solver in order for the scheme to provide
meaningful results. Furthermore, one must discuss the bounds within which to place these initial condi-

tions {uf)}?il In practice, we have used two methods for determining appropriate constraints on the initial
conditions. First, domain specific knowledge can often times provide meaningful bounds on the physical
phenomenon be simulated. For example, when simulating two atoms bound by a molecular potential, the
bounds can be determined from the actual initial condition of interest, Uy, which specifies the positions of
the atoms and the total energy in the system. Secondly, for other problems where such information may be
difficult to obtain, a coarse approximation to the solution’s trajectory can be obtained. For example, if one
is interested in simulating one hundred revolutions of a harmonic oscillator, a coarse solver may be used to

estimate just one revolution of the oscillator, and appropriate bounds on {u()}?i , can be determined from
there. Lastly, the efficiency of the algorithm relies on choosing a suitable method for G™*P. For instance,
interpolation may work well for problems in low dimensions, whereas a neural network approach may be
better for problems in high dimensions where interpolation is more costly.

3 NUMERICAL EXAMPLES

3.1 Nomenclature

Throughout the numerical examples we will let T be the total simulation time, N be the number of time
subdomains, and M be number of grid points in each dimension so that G™*” is defined with {u}) — V' }ff [1
The fine solver used in each computation is SciPy’s adaptive RK45 scheme (Jones, Oliphant, et al. 2001).

We refer to the traditional parareal algorithm as a parareal scheme where RK4 is used as the coarse solver
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Figure 1: (a) Results of the modified parareal scheme applied to (8). (b) Results of the traditional parareal
scheme applied to (8). Recall that {u)} are the points used to define G, {U?} is the initial approximation
made by the coarse solver, and {U, } is the final converged solution.

with time step 7' /N, and the modified parareal algorithm as that when the coarse solver is defined through
gmap.

3.2 Harmonic Oscillator

Following similar steps to those in (Nievergelt 1964), it is possible to prove the modified parareal algorithm
with G defined through linear interpolation will converge in just one iteration for any linear dynamical
system. Problems such as a harmonic oscillator that typically present a challenge for parareal schemes, can
now be solved in only one iteration. To demonstrate this speedup, consider the following system:

1
X1 = ng

‘) @®)
X = —X1

£

with € = 0.01 and the initial value x(0) = [-2/9,—2/3]". We are interested in the long time solution of this
problem, so we set 7' = 70 which corresponds to 1000 revolutions of the harmonic oscillator. Setting M =2
and N = 100 and applying the modified parareal algorithm to (8) produces the results show in Figure 1a,
and converges in just one iteration. In Figure 1a, the converged solution {U,} and the initial approximation
made by the coarse solver, {U,? }, lie on top of each other, because the initial approximation made by G"“? is
exact. In fact, the results would be the same for any value of N. Recall that N sets the step size of the coarse
solve, AT = T'/N. This is not the case if the traditional parareal scheme is applied to (8). For N smaller than
around 10000, the algorithm diverges. For N = 10000, the algorithm converges in 42 iterations; however,
the coarse step size is almost as small as the fine step size, so any speedup from the parareal algorithm
is lost. The results of the traditional parareal algorithm are shown in Figure 1b; the initial approximation

made by the coarse solver is far away from the true solution so many more parareal iterations are needed for
convergence.
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Figure 2: (a) Results of the modified parareal scheme applied to (10). (b) Results of the traditional parareal
scheme applied to (10).

These results for a simple harmonic oscillator motivate the study of physical systems that behave in a similar
manner, such as those found in molecular dynamics or celestial mechanics.

3.3 Colinear Lennard-Jones System

Consider two colinear atoms bound by the Lennard-Jones Potential:

-2,

where r is the separation of the atoms, € is the ‘well depth’ and ¢ is the distance at which the potential is
zero. We set € = 1 and ¢ = 1, which gives a minimum potential energy at r* = 1.12. The Lennard-Jones
potential is shown in Figure 3. The equation governing this system is given by:

r'=—F(r) (10)

where F(r) = —Vv(r). Near the minimum potential energy, equation (10) behaves very similar to a harmonic
oscillator. Further away, the system behaves nonlinearly.

First we set the initial condition to rg = [1.2,0]”, T = 50, and N = 400. This corresponds to around 100
oscillations of the atoms. Applying the traditional parareal method to (10) gives the results shown in Figure
2b. As in the case of the harmonic oscillator, using a standard RK4 scheme as the coarse solver makes
a poor initial approximation of the true solution, which results in a larger number of iterations needed for
convergence; in this case, 53 iterations. The modified parareal algorithm with G™“? defined through linear
interpolation with M = 50 converges in just 10 iterations when applied to (10). Figure 2a shows the results.
The phase plane map makes a very accurate initial approximation of the solution, so the fine solver only
needs a few iterations of corrections to converge to the true solution.
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X Lennard-Jones Potential
o0 =112 V(r) =1
r=1.20, V(r) = —0.89
ar e®e =140, V(r)=—0.46 []

o
T

1.5 l.‘ll l.‘J 2‘[] 2‘3 3.0
Figure 3: Lennard-Jones potential given by (9).

Unlike the linear harmonic oscillator, the efficiency of the modified parareal algorithm can be affected by
defining the phase plane map with more or less training and target points {uf) — }f‘fl Figure 4 indicates
how the number of parareal iterations needed for convergence decreases to one as the number of grid points
gets arbitrarily large. Since the computation of {u6 — v dl is embarrassingly parallel and done in a pre-
processing step, the only adverse cost in increasing M comes from how one defines G"?, e.g., interpolation
will be more expensive as M increases.

The nonlinearity of the Lennard-Jones system also affects the performance of the modified parareal algo-
rithm. Consider the three separation distances shown in Figure 3, r=1.12,;r =12 and r=14. Asr
increases, (10) becomes increasingly nonlinear. Table 1 shows how this nonlinearity affects the efficiency
of the modified parareal algorithm. As r increases, so must M in order to maintain roughly the same number
of parareal iterations for convergence.

Table 1: Tables showing how the nonlinearity of the Lennard-Jones system affects the efficiency of the
modified parareal algorithm. Selected r values correspond to those found in Figure 3.

(9)r=1.12 (o)r=12 (&)r=1.4
M | Iterations M | Iterations M Iterations
3 7 10 19 50 207
5 3 50 10 100 39
10 2 100 8 500 14
50 1 500 4 1000 9

As in the simple harmonic oscillator case, one can improve the results of the traditional parareal algorithm
by making the step size for the coarse solver smaller and smaller; however, as the coarse step size approaches
the fine step size, any speed up of the parareal algorithm is lost. With the phase plane map used as the coarse
solver, the coarse step size can stay significantly larger than the fine step size, while still achieving good
results. For example, suppose we increase the total time in the Lennard-Jones simulation shown in Figure
2 to T =500 and take M = 1000. If we use the phase plane map as the coarse solver and take N = 400,
the parareal algorithm converges in 14 iterations. If we were to use the traditional parareal algorithm and
also wanted convergence in 14 iterations, we must take N ~ 50,000. At this point, the coarse solver is
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almost as expensive as the fine solver. Furthermore, N is typically chosen to be the number of cores used
for the parareal algorithm, which implies less cores are needed for the modified parareal algorithm than the

traditional parareal algorithm to achieve the same efficiency.

Parareal Iterations vs. Number of Training/Target Points

Parareal Iterations

0 200 400 600 800 1000
M

Figure 4: The number of the parareal iterations needed for convergence vs. the number of points used to
define G"P.

3.4 High Dimensional Harmonic Oscillator
In high dimensions defining G through interpolation may be infeasible. This presents an interesting

opportunity to make use of neural networks. As a testing case, consider a high dimensional system of
harmonic oscillators:

1
X = —Ax arn
E

where x = [x1,V1,X2,V2,%3,V3,X2,v4]7, € = 0.01, and A € R¥3 is defined as,

0 a 0 0 0 0 0 O
a0 0 0 0 0 0 O
00 0 b 0 0 0 0
0 0 -b0 0 0 0 0
A=10 00 0 0 ¢ 0 0 (12)
0 00 0 —c0 0 O
00 00 0 0 0 d
L0 00 0 0 0 —d 0

for parameters a,b,c,d. Since this system is linear, the modified parareal algorithm with G™*" defined
through interpolation will converge in just one iteration for any N and M > 2. However, high dimensional
interpolation is quite expensive, especially if we were to consider a nonlinear problem.
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Figure 5: (a) Results of the modified parareal scheme applied to (11) with G"%" defined with a neural
network.

An alternative approach is to define G’ through a neural network. Below we test this approach on (11)
setting 7' = 10, N =50, M = 3, and take a = 1,b = 2,c = 3, and d = 4. The neural network is defined
with a logistic activation function and one hidden layer of size 1000; a limited memory BFGS solver is
used for optimization (Pedregosa, Varoquaux, et al. 2011). The results of this scheme applied to (11)
are shown in Figure 5. The algorithm converges in 6 iterations, as opposed to one iteration when linear
interpolation was used, however, the neural network approach converges in roughly a third of the time.
The initial approximation of the neural network, while not exact, is still very close to the true solution, so
only a few number of parareal iterations are needed for correction. Moreover, the neural network can be
improved by increasing M, as in section 3.3, and has the additional advantage that the cost of applying the
neural network does not increase with M, as opposed to the case when interpolation is used. This makes
defining G’ through a neural network particularly advantageous for high dimensional problems, as all
additional cost is made in the preprocessing step, which is embarrassingly parallel. Using the output of
a neural network as a macroscopic model and coupling the result with a fine scale microscopic model for
corrections is an interesting approach for solving physical systems in general, and may help bridge the gap
between data science and computational science in the future.
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3.5 Localized Multiscale Problems

E, Engquist, et al. (2003) and E (2011) describe two types of multiscale problems. The first type are
problems that contain local defects or singularities so that a macroscale model is sufficient for most of the
physical domain, and a microscale model is needed only near the defects. These type of problems are known
as type A multiscale problems. The second type of multiscale problems are those for which a microscale
model is needed everywhere. These are known as type B multiscale problems. In the previous sections
we have only consider type B multiscale problems, and in fact, this is the situation in which most parareal
algorithms are applied, since the fine solver and coarse solver are coupled everywhere in the domain. The
coarse solver acts as the macroscale solver and picks up on slow scale motion, while the fine solver acts as
the microscale solver and corrects for fast scale motions. An important note can be made about the parareal
algorithm in general applied to type A multiscale problems.

A good example of a type A multiscale problem can be found in celestial mechanics. In the context of
an n-body problem, let m; denote the mass of the i body, and q; denote the position of the i body. The
equation governing the motion of the i™ body is

noo (e —
m;d; :Z%Jg’) (13)
#i qu_qi”

For illustrative purposes, let n = 2 in (13) and denote the two bodies as n; and ny. Assume that my >> m
so that q is essentially fixed. When the first body is far away from the second body, a macroscopic solver
is accurate enough to predict its motion. However, as the two bodies get closer, a fine scale solver is needed
to resolve their interactions. This situation is well-suited for the parareal algorithm. The coarse solver will
be accurate enough in all regions far from n,, so that the only corrections needed occur in regions where
n; and ny are close. We apply a traditional parareal algorithm to (13) where the fine scale solver is an
adaptive RK45 scheme and the coarse solver is a RK4 scheme with large step size. If we set T = 0.5 and
N =5, the parareal algorithm converges in just two iterations. The true solution and the parareal solution

2 Body Problem 2 Body Problem
Parareal Iteration: 0 Parareal Iteration: 1

4.0 T T 4.0 T T
—  True Trajectory of ny —  True Trajectory of ny
3oF 009 - 1 3or 009 2

o %o Parareal Solution {U°} «+, Pararcal Solution {U}}
30t 1 30t 1

25} 1 25}

20 1 200

q2
q2

0.0F 1 0.0

0.5 t . t . - -0.5

n n
(@) (b)

Figure 6: (a) Initial coarse approximation given by the parareal algorithm applied to (13). (b) Results after
one correction step of the parareal algorithm applied to (13).



Yalla, and Engquist

for the trajectory of n; after each iteration is shown in Figure 6. The initial approximation made by the
coarse solver (shown in Figure 6a) accurately predicts the motion of n; during the first two time intervals
Qp and Q. During Q3, n; interacts with n, and alters its trajectory. The coarse solver does not detect this
interaction due to the large step size, and incorrectly predicts the motion of n; for Q3, Q4 and Q5. After one
iteration of the parareal solution, the fine solver corrects for the interaction between the two bodies during
Q3, and when the coarse solver is run again, it is able to accurately predict the motion of n; far from n, as
before. Therefore, the solution converges in just one iteration of the parareal algorithm. The fine solver is
only needed to detect the localized interaction of #; and nj.

4 CONCLUSION

We have presented the methodology behind a novel coarse scale solver for the parareal computation of highly
oscillatory dynamical systems. This paper can be seen as a proof of concept. Further research is required to
improve this approach into a fully developed robust and successful technique. Potential improvements are
using modern sparse grid and adaptive methods for the interpolation, or optimizing the approach for neural
networks. We plan on performing numerical tests of large systems with more realistic examples in the realm
of molecular dynamics as well as determining scaling results on modern supercomputing platforms, even if
the embarrassingly parallel nature of the algorithms should generate predictable scaling.
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ABSTRACT

Faults are the manifestation of errors, which corrupt data or cause program termination. Currently opera-
tional computing clusters already experience the ill effects of faults. As component size decreases in future
generations of hardware, faults are projected to increase accordingly. One strategy to minimize the threat
of unreliable hardware is to make resilient software. A distributed-memory block matrix-matrix multiplica-
tion (MMM) application is used to investigate the development of a decision model that defines application
behavior following cluster hardware failure. The MMM application employs a task-based model; each task
consists of the multiplication of matrix sub-blocks. This MMM implementation is modeled with distribu-
tion functions for worker computation time generation and master-worker communication time generation.
Decisions based on such a model are useful, e.g., when a fault results in the loss of a worker and the re-
silient application may determine to continue and redo certain tasks or to restart from the beginning. The
task-based MMM application runtime is predicted by simulating task completion through the master-worker
relationship. For a sample size of 42 different configurations, simulated application runtimes are compared
to cluster runtimes: considering the errors for all the configurations, the mean error is 1.43%, and the stan-
dard deviation is 1.38%. This model may be extended to other task-based applications.

Keywords: resilience, fault tolerance, task-based application, performance model, matrix-matrix multiply

1 INTRODUCTION

In high-performance computing (HPC), faults threaten software applications in various ways: (1) soft faults
corrupt data, the deleterious effects of which can manifest later with varying severity; (2) hard faults, also
known as fail-stop failures, abruptly terminate the application following cluster error (Dongarra, Herault,
and Robert 2015). Energy from external radiation can cause bits of data or instructions in memory to con-
vert from 1 to 0, or vice-versa, potentially leading to soft and hard faults that cause data corruption and
hardware failure (Geist 2016). For a typical computing cluster, the mean time between failures (MTBF) of
any particular node is much greater than the execution time of a typical application. However, the suscepti-
bility of an application to hard faults increases as the application scales. As computing clusters continue to
scale in size, the likelihood of hard faults within the cluster increases the need for application resilience.

Task-based applications are those that feature task-based parallelism: a large problem is decomposed into
a set of smaller tasks that are completed by independent processing units. The tasks, which may be sim-
ilar to or different from one another, are completed in an order such that task-dependency relations are

SpringSim-HPC, 2018 April 15-18, Baltimore, Md, USA; (©2018 Society for Modeling & Simulation International (SCS)
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maintained. Task-based applications are an asset to resilience in HPC because computational work is de-
composed and encapsulated into discrete tasks that can be repeated if necessary, independently from other
tasks. Some tools, such as PaRSEC (Bosilca, Bouteiller, Danalis, Herault, Lemarinier, and Dongarra 2011)
and StarPU (Augonnet, Thibault, Namyst, and Wacrenie 2011), provide frameworks for creating, schedul-
ing and managing the runtime of task-based applications on heterogeneous architectures. Another tool for
HPC resilience is User Level Fault Mitigation (ULFM) (Dongarra, Herault, and Robert 2015), which is the
Message Passing Interface (MPI) extension that permits application recovery after a fail-stop fault, which
are the variety of faults that interrupt application execution and cause premature termination. Functionality
provided by ULFM can permit an application to continue to completion after a hard fault, under certain
conditions. Neither PARSEC nor StarPU are currently able to use ULFM: The interfaces of these tools do
not permit the user to incorporate ULFM functionality, as MPI function calls are abstracted away.

This work uses an example of a parallel matrix-matrix multiplication (denoted here as MMM) to develop
a model for determining appropriate application behavior following a fail-stop failure. MMM is chosen
for its simplicity in implementation and ubiquity in scientific and engineering applications. The parallel
MMM algorithm employs blocking to decompose the calculation into tasks that are completed by multiple
processing units, e.g. nodes within the computing cluster. Using message passing, the master processing unit
distributes tasks to worker processing units, which perform computations and return results to the master.
For the sake of modeling clarity, this work does not use ULFM, although a resilient MMM application based
on ULFM was also developed and successfully tested on smaller cluster sizes.

This paper considers an example task-based application regarding post-fault behavior: the application may
continue with reduced resources or terminate and restart from the initial point with restored resources. When
the resilient application encounters a fault, it may utilize the decision model to predict time to completion for
the two competing behaviors, which are chosen depending on the amount of resources available. The model
considered here is specialized for a distributed-memory block matrix-matrix multiplication. Model valida-
tion is determined through comparison of predicted execution times to empirical results, that is, observed
real cluster application runtimes. The methods used to develop and employ the matrix-matrix multiplication
model may be generalized to any task-based, distributed-memory application, given that tasks are homo-
geneous and independent. An extended, but similar, model could accommodate heterogeneous, dependent
tasks. In summary, the contributions of the present work include (1) modeling worker task computation
times, and master-worker task communication times, for a task-based master-worker application and (2)
validating model capabilities to predict execution time for the same application.

Related Work High-level programming models allow users to develop applications for complex, het-
erogeneous hardware that is also portable between architectures. A modern task-based runtime system
implements such a programming model and abstracts away the lower-level hardware details for the user
(Agullo, Aumage, Faverge, Furmento, Pruvost, Sergent, and Samuel 2016). The user can focus on algorith-
mic concerns that are architecture-independent, while the application can achieve good performance on a
variety of platforms. The directed acyclic graph (DAG) of tasks is a conceptual model that represents tasks
and dependencies with vertices and edges. The parameterized task graph (PTG) model and the sequential
task flow (STF) model are high-level programming models that are used to implement a DAG of tasks.
Task dependency may be declared explicitly by the user, or the runtime engine may determine dependencies
through implied relations between tasks. PaRSEC (Bosilca, Bouteiller, Danalis, Herault, Lemarinier, and
Dongarra 2011), based on the PTG model, is the engine that powers the highly optimized DPLASMA dense
linear StarPU (Augonnet, Thibault, Namyst, and Wacrenie 2011) is an STF-based implementation. StarPU
and PaRSEC are sophisticated task-based application frameworks that offer convenience to the user and
platform flexibility, but they do not incorporate resiliency and cannot survive MPI process failure.
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The rest of the paper is organized as follows: Section 2 describes the example MMM application used
here and notes on its ULFM implementation. Section 3 presents the development of the runtime model,
while Section 4 provides simulation results, and Section 5 concludes.

2 BLOCK MMM AS AN EXAMPLE OF A TASK-BASED APPLICATION

The block MMM application developed for this work serves as an example task-based application to demon-
strate proof of concept. In the master-worker MMM application, each MPI process decomposes the MMM
calculation into an identical set of block-MMM tasks. Prior to the calculation, each process reads the input
matrices directly from NetCDF-4 files, which are opened and read in parallel collectively (Unidata 2017).
The NetCDF files are located on Turing’s Lustre file system for increased read performance. By making the
source matrices directly available to each worker process, the master process does not send matrix data to
worker processes during the calculation, which significantly reduces communication overhead. The master
distributes a task by sending the task number to the worker, at which point the worker identifies the re-
quired blocks from the input matrices, which are already stored in memory. The application features hybrid
parallelism: for testing, each MPI process is mapped to one NUMA node, which gives each MPI process
access to multiple cores for shared-memory parallelism. Workers perform MMM operations using the Intel
Math Kernel Library (MKL) dgemm function across the NUMA node; the master uses the MKL vmdAdd
function to add partial solutions to the solution matrix. Figure 1 demonstrates how the resilient application
functions at the highest architectural level.

2.1 Tasks

In the MMM application, one task is defined as the multiplication of one block from matrix A times one
block-row of matrix B, given the calculation AB = C. The completion of the task produces one partial
block-row solution in matrix C. As block size is assumed to evenly divide the input matrix size, the total
number of tasks to complete the calculation is defined by (%)2, where s is the size of one dimension of either
square matrix A or B, and b is the size of one dimension of the square block. A worker allocates memory
for the MKL dgemm operation solution during the first task, which increases computation time. Because
the first-task computation time for a worker tends to be greater than computation times for following tasks,
data in Fig. 2 are worker computation times that exclude first tasks.

2.2 Block Size

The block size b affects performance: smaller block sizes reduce performance by increasing data reads and
master-worker communication. Further, given two square blocks, each size b, a worker can perform b3
floating-point operations (FLOPs). Larger block sizes increase processor utilization while decreasing data
reads and communication. Conversely, smaller block sizes offer potentially better load balancing and greater
resilience. In task-based applications, generally, larger tasks tend to leave some workers idle while other
workers complete the computations required to advance to the next step or finish to completion. In the event
of a fault, lost work may be less significant and computation may recover faster if tasks are small. In this
work, blocks of sizes 2,000 and 4,000 are considered, given input matrices of size 4 x 10°.

2.3 User Level Fault Mitigation

The resilient MMM application that uses the migration model requires two functions specific to ULFM,
which enable it to recover from faults.
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Figure 1: Resilient application activity diagram. The master process checks for faults with each send/receive.
When a fault is detected, the master utilizes ULFM methods to continue the MPI application and determine
which processes have failed.

1. int MPI_Comm_failure_ack (MPI_Comm comm) defines a reference point in time (Bland,
Bouteiller, Herault, Hursey, Bosilica, and Dongarra 2012).

2. int MPI_Comm_failure_get_acked (MPI_Comm comm, MPI _Group X
failedgrp) uses the reference point to retrieve the group of failed processes on comm,
which can then be used to determine which MPI ranks have failed (Bland, Bouteiller, Herault,
Hursey, Bosilica, and Dongarra 2012).

Figure 1 demonstrates how the resilient application functions with capabilities extended by ULFM. Master-
worker applications are well suited for resilience, with the assumption that the master process is not vulner-
able to faults.

3 MMM APPLICATION RUNTIME MODEL DEVELOPMENT

This work develops a runtime model, as a preliminary step to the decision model for the resilient application.
The runtime model predicts the MMM calculation time, for a given block-worker configuration. Using
data generated from several executions, empirical worker task computation times and master-worker task
communication times are fitted to probability density functions with the SciPy statistics library. Computation
time is defined as the time for the worker to perform the MKL dgemm computation for a single task.
Communication time is defined as the time required for the master to retrieve a completed task from a
worker, add the partial solution to the solution matrix, and then distribute the next task to the worker if
applicable. The generalized extreme value distribution (GEV) is found to be an acceptable approximation
for task computation and communication time modeling. GEV is used most commonly in climate science
and hydrology, and has also been used in computational economics (Gellens 2002) (Lu and Stedinger 1992)
(Gilli and kéllezi 2006).

GEV distribution parameters for each block size are found from empirical data. Computation times depend
on block size and processor type, and communication time depend on block size. Given that a resilient
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application (1) has the distribution parameters needed to sample computation and communication times, (2)
can generate simulated task computation and communication times from the GEV distribution, and (3) can
perform a simulation of MMM calculation by completing tasks, the resilient application may compare com-
peting scenarios to determine whether it should continue to completion with reduced resources or terminate
and restart with restored resources. Another alternative would be to checkpoint and restart with a set of
completed tasks and restored resources. Investigation of the latter option is beyond the scope of this work.

Here, the efficacy of modeling computation and communications times, and using simulation to predict
application runtime with simulated task times, is investigated and tested on the Turing computing platform,
which is Old Dominion University’s primary computer cluster. Turing contains 190 standard compute nodes,
10 GPU nodes, 10 Intel Xeon Phi Knight’s Corner nodes, and 4 high memory nodes, connected with a
Fourteen Data Rate (FDR) InfiniBand network (Old Dominion University 2017). Compute nodes contain
between 16 and 32 cores and 128 Gb of RAM (Old Dominion University 2017). Some of the nodes utilized
for this work contain two sockets of 10 Intel Xeon E5-2670 v2 2.50Ghz processors; the remaining nodes
use the same socket configuration with Intel Xeon E5-2660 v2 2.20Ghz processors (Turing 2017).

3.1 Distribution Fitting

Probability density functions are employed to generate simulated task computation and communication
times that are representative of real system data. Empirical data is used to determine an appropriate distri-
bution type suitable for all block-worker configurations. The GEV distribution function adequately models
empirical task computation and communication times. Figures 2 and 3 depict the goodness of GEV fits to
worker task computation times and task communication times.

Other distribution functions are investigated for goodness of fit to empirical data and ease of random-variate
generation with only mean and standard deviation data. Python 2.7 library SciPy is used to evaluate the effi-
cacy of numerous continuous distributions for 22 datasets (11 worker quantities for each of two block sizes)
compiled from multiple trials for each configuration (The Scipy community 2017). Maximum likelihood
estimations (MLESs) are calculated for each distribution for each dataset and summed for each distribution
across all datasets for general usefulness in all considered block-worker configurations. GEV performs com-
parably with many other distribution functions, considering MLE values, but compared to some alternatives,
GEV more effectively fits empirical data and limits the generation of random variates that are not observed
in the real system. Clustering behavior in communication time density is observed in Figure 3. While the
communication data sets are not unimodal, that is, data points are aggregated in multiple clusters. This clus-
tering likely results from Turing network topology. Though the model does not approach communication
with such fine granularity as to consider network topology, it does not prohibit such an extension.

3.2 MMM Application Runtime Simulation

The simulation is implemented with an object-oriented Python script that attempts to mimic the behavior of
the MPI application on Turing. The script generates computation and communication times from the gen-
eralized extreme value distribution (GEV) function, using parameters acquired from analysis of empirical
data. For a given MMM application configuration, data acquired from several runs of the procedure de-
scribed in subsections Sections 3.3 and 3.4 are compiled into a set of simulated MMM application runtimes
that attempt to reflect real behavior on Turing. Real system MMM runtime variability results primarily from
the set of nodes granted to a job by the SLURM scheduler. Therefore, the simulation model tests several
node hardware configurations, to capture real system variability. Further simulation variability results from
utilizing the task computation and communication GEV probability distribution functions, also reflective of
real system behavior.
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Figure 2: GEV density functions fitted to worker computation-time histograms. Histogram data are from
several trials for each block-worker configuration. X and s denote population mean and standard deviation.
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Figure 3: Generalized extreme value distribution density functions fitted to master-worker communication-
time histograms. Histogram data are collected as mentioned in Fig. 2 caption.

3.3 Simulated Task Computation and Communication Time Acquisition

The application is tested on a subset of Turing’s nodes, type coreV2. These nodes are further divided be-
tween types 22-[001-024], 22-[025-034], and 25. CoreV2-22 nodes contain two sockets of 10 Intel Xeon ES5-
2670 v2 2.50Ghz processors; coreV2-25 nodes contain two sockets of Intel Xeon E5-2660 v2 2.20Ghz pro-
cessors CoreV2-22-[001-024] nodes exhibit distinct, faster performance than coreV2-22-[024-035] nodes.
The cause for this different behavior is believed to be a result of the inclusion of Intel Dynamic Acceleration
Technology (IDA) in coreV2-22-[024-035] nodes. IDA is a technology that increases the frequency of ac-
tive cores when some cores are idle, which improves energy efficiency and single-thread performance (Nisar,
Ekpanyapong, Valles, and Sivakumar 2008). IDA may be employed during multiplications, particularly for
BLAS-2 operations.

SLURM assigns nodes for MPI applications from coreV2 such that coreV2-22 nodes are mapped to lower-
ranking MPI processes than coreV2-25 nodes, given that both types of nodes are assigned to a job. For
jobs using 24 MPI processes, the mixed node type configuration has been more commonly observed, but a
purely coreV2-22 or coreV2-25 configuration is also possible. The simulation determines a fixed task com-
putation time for each worker, to use throughout the simulated MMM computation. All possible hardware
configurations are tested: (1) all coreV2-22 nodes, (2) all coreV2-25 nodes, and (3) n — 1 configurations,
given that n is the number of worker processes. For a set of nodes, the node type may switch once at any
point as the MPI process rank increases. For example, for a set of three worker nodes, the node type may
switch from type 22 to type 25 after either the first worker or after the second. For this example, there are
two mixed node-type configurations and two pure node-type configurations. The simulation tests all four
configurations. For each node type, two random variates are sampled from the appropriate task compu-
tation GEV probability distribution function (PDF) and are averaged to generate a simulated computation
time. Sampled times that are deemed excessively large are redrawn and replaced with realistic samples. For
each node using the corresponding node type sampled time, slight additional randomness is introduced to
capture normal performance variablity among similar nodes. Two sampled task communication times are
averaged to use for all nodes. Increasing the number of distribution samples used to generate computation
and communication times decreases variability across runs.
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3.4 MMM Simulation

Once the simulated task computation and communication times have been determined, the model simulates
the calculation as described in Algorithm 1. The master seeds the workers with tasks, sending the current
time with the task. The worker sums the current time and the computation time, immediately returning that
value to the master queue of completed tasks. After the workers are seeded, the master parses the queue,
sorting by smallest time. The master then fetches the first task, adjusting the master clock time according
to one of two scenarios: (1) if the time reported by the worker is greater than the master, the master time
is set to the worker time plus communication time; (2) else, if the time reported by the worker is less than
the master, the master sets the clock to the current time plus communication time. The worker time may be
less than the master time if the master has been processing tasks completed at similar times. If more tasks
are available for distribution, the master assigns a new task to the worker, after adjusting the clock. This
continues until all tasks have been completed. When all tasks have been completed, the master clock time
is the simulated runtime for the MMM calculation.

Algorithm 1: MMM Simulation
Input: Worker nodes configuration: task compute times 7., [], communication time .,
Output: Calculation time £,
for each worker w;, i = 1,2 ...n :=number of workers, do
Master seeds w; with first task Ty, k := tasknumber = i, master current time t,,.
Worker w; returns 7;, with task completion time #;, = f,,, + lep,,-

for each completed task T;, j = 1,2,...m :=number of tasks do
Master sorts queue, gets 7; from w, such that 7; has smallest task completion time 77, in queue.
if current time t,,, < task completion time t;, then
tm = tr;+ communication time f;,
else if current time t >= task completion time t;, then
t,,-+ = communication time t.,
if number of tasks distributed d < number of tasks m then
Master distributes new task 7y, task number k = d + 1, to worker wy.
Worker wy returns 7y 1, with task completion time #;,,, = ty, +1cp,, -
Calculation time ?.,;. = current time 7,,,.

4 RUNTIME MODEL VALIDATION

Simulation results are compared to empirical data. For a sample size of 42 different MMM application
configurations, simulated application runtimes are compared to cluster runtimes: considering the errors for
all the configurations, the mean error is 1.43%, and the standard deviation is 1.38%. The greatest absolute
percent error of all the MMM application configurations is 5.00%.

4.1 Results and Comparisons

Tables 1 and 2 display some simulation results for block sizes 2000 and 4000, and compare the simulated ap-
plication runtimes to empirical data. The minimum, max, and mean simulation runtimes are the minimum,
max, and mean runtimes generated by the simulation. The mean empirical runtime is the mean runtime
of all cluster application runtimes for a given block-size and worker-number configuration. The mean per-
cent error evaluates the error between simulated and real application runtimes. Error comparing minimum
empirical runtime with minimum simulated runtime, and maximum empirical runtime with maximum sim-
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Table 1: Simulation (columns Sim) vs. empirical (columns Emp) data for the 2000 block size. “W” denotes
number of workers.

Runtime, s Error, %
Sim Emp Simvs Emp
\\% Min. Max. Mean Std. Min. Max. Mean | Std. | Min. | Max. | Mean
3| 228.91 | 273.24 | 249.54 | 12.66 | 223.54 | 249.22 | 237.66 | 8.75 2.4 9.64 5.0
5
7

137.29 | 168.43 | 151.39 | 6.99 | 13691 | 152.02 | 144.29 | 4.68 | 0.28 | 10.79 4.93
103.17 | 120.34 | 109.33 | 4.84 | 98.34 | 111.56 | 104.48 | 3.63 | 4.91 7.87 4.64

9| 80.85 948 | 86.59 | 399 | 7734 | 94778 | 8531 | 3.56 | 454 | 0.02 1.49
11 69.27 | 95.35 78.4 47 | 7238 90.5 789 | 5.16 | -43 | 535 | -0.64
13| 7086 | 93.17 | 7739 | 4.11 | 7243 | 89.16 | 7815 | 5.0 | -2.16 | 4.49 | -0.98
15| 71.03 | 93.08 | 7744 | 392 | 7295 | 9044 | 7498 | 2.52 | -2.63 | 291 3.28
17 71.1 95.61 77.16 | 4.19 | 7253 | 86.53 | 77.53 | 461 | -1.97 | 1049 | -0.48
19 | 6945 | 94.13 | 7743 | 437 | 7252 | 86.15 | 7739 | 45| -423 | 9.27 0.05
21 70.71 95.68 | 77775 | 438 | 7253 | 8546 | 78.21 46 | -2.51 | 11.96 -0.6
23 70.0 | 94.04 | 7736 | 4.46 | 7237 | 85.14 | 7T7.34 | 443 | -3.27 | 1045 0.03

Table 2: Simulation (columns Sim) vs. empirical (columns Emp) data for the 4000 block size. “W” denotes
number of workers.

Runtime, s Error, %
Sim Emp Simvs Emp
\%% Min. Max. Mean Std. Min. Max. Mean | Std. | Min. | Max. | Mean
3 | 215.69 | 259.47 | 232.01 | 15.39 211.7 | 236.39 | 225.85 | 9.33 1.88 9.76 2.73
5
7

129.24 | 160.53 | 140.58 8.7 | 12932 | 155.19 | 136.26 | 4.73 | -0.06 | 3.44 3.17
93.12 | 11534 | 101.88 | 6.27 | 94.24 | 106.32 | 100.55 | 3.92 | -1.18 | 8.48 1.33
9| 7395 | 91.13 80.66 | 443 | 7459 | 86.56 80.2 | 3.74 | -0.86 | 5.29 0.57

11 62.17 | 7598 | 67.56 | 3.61 62.18 | 7584 | 66.86 | 3.89 | -0.01 | 0.19 1.05

13 | 53.44 66.8 | 58.45 | 3.03 | 54.38 66.3 | 5839 | 34| -1.73 | 0.76 0.1

15 | 47.69 | 59.96 52.3 27 | 4841 57.41 51.63 | 2.27 | -1.48 | 4.46 1.3

17 43.0 | 5383 | 47.89 | 251 | 4358 | 5246 | 47.86 | 2.09 | -1.33 | 2.62 0.07

19 | 4091 53.91 4555 | 221 | 41776 | 51.73 45.8 | 242 | -2.03 42 | -0.54

21 | 4095 | 53.45 | 44.61 222 | 4192 51.1 | 45.11 | 241 | -231 | 459 | -1.12

23 | 4031 54.05 | 4452 | 249 | 4191 51.0 | 44.81 | 2.34 | -3.81 | 598 | -0.66

ulated runtime, are also provided. The standard deviation of simulated runtimes and empirical runtimes are
available for comparison, but sample sizes are not necessarily equivalent.

5 CONCLUSIONS

The application runtime model successfully simulates MMM calculation performance for all tested block-
worker configurations. While the model performs adequately, further investigation will attempt to explain
peculiarities in observed real task computation and communication times, and thus to improve the model.
This work lays the foundation for the decision model to be used in resilient applications. Simulation results
suggest that the model is capable of predicting partial calculation runtimes, i.e. to provide the amount of
time to finish the MMM calculation with reduced workers, as an alternative to restarting the calculation, for
the decision model in the resilient MMM application. When the resilient MMM application detects a fault,
specifically the loss of an MPI worker process, it may utilize the decision model to compare the runtime
predictions for restarting with restored nodes versus completing the calculation with reduced resources. The
recent release of ULFM 2.0 may facilitate resilient application development.
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Future computing platforms will rely increasingly on scaling for performance benefits. A multiple-master
approach, in which task administration is distributed among several masters, may permit a resilient master-
worker application to function efficiently at a larger scale. Employing multiple masters has been found to
not hinder checkpointing and recovery in resilient applications (He, Watson, and Sosonkina 2007). Future
work will explore the development of a multiple-master model.
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ABSTRACT

The advantage of proton beam therapy is that the lethal dose of radiation is delivered by a sharp increase
toward the end of the beam range, known as the Bragg peak (BP), with no dose delivered beyond. By
using these characteristics of the BP, radiation dose to the tumor can be maximized, with greatly reduced
radiation dose to the surrounding healthy tissue. If the secondary gamma rays that are emitted through
interaction of the protons in the beam with atoms in the patient tissue could be imaged in (near) real-
time during beam delivery, it could provide a means of visualizing the delivery of dose for verification of
proper treatment delivery. However, such imaging requires very fast image reconstruction to be feasible.
This project focuses on measuring the performance of a new parallel version of the CCI (Compton camera
imaging) image reconstruction algorithm. We show two conclusions: (i) The new hybrid MPI+OpenMP
parallelization of the code on the many-core Intel Xeon Phi KNL processor with 68 computational cores
makes fast reconstruction times possible and thus enables the use of CCI in real time during treatment.
(ii) A compute node with two of the latest multi-core Intel Skylake CPUs with 24 cores performs even better
in a first comparison of both types of processors available on Stampede?2 at the Texas Advanced Computing
Center (TACCO).

Keywords: Proton beam therapy, Image reconstruction, CCI algorithm, Intel Xeon Phi, Intel Skylake.
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1 INTRODUCTION

Proton beam radiation treatment was first proposed by Robert Wilson in 1946 (Wilson 1946). While x-ray
radiation delivers its lethal dose throughout the patient, proton beams reach their highest dose just before
they stop, at what is called the Bragg peak (BP), with little or no dose delivered beyond this point. The
depth at which the BP occurs in the patient can be controlled by carefully choosing the beams initial energy.
This gives the physicians and radiotherapy specialists the ability to match the depth of the BP within the
patient to that of the tumor. This allows for the accurate delivery of a lethal dose of radiation to the tumor
while allowing the radiation exposure to the surrounding healthy tissues to be kept at acceptably low levels.
While the potential to reduce irradiation of healthy tissue is a major advantage of proton beam radiotherapy,
it is currently not possible to always utilize such an advantage. Over a full course of proton therapy (1 to 5
weeks), changes may occur inside the patient’s body as both the surrounding tissue and tumor can swell or
shrink in response to radiation, changing the size and relative position of the target area for treatment on a
daily basis. Therefore, to target only tumor volume and avoid adjacent normal tissue (thus fully utilize the
advantage of proton therapy), in vivo imaging of the treatment delivery would reduce uncertainties and allow
the advantages of the Bragg peak to be fully exploited (Polf and Parodi 2015, Avila-Soto, Beri, Valenzuela,
Wudenhe, Blenkhorn, Graf, Khuvis, Gobbert, and Polf 2015).

Nuclear scattering of the treatment beam protons produces secondary, gamma radiation. Because this
gamma radiation is emitted only when the proton beam interacts with tissues, the origin of the gamma
rays will map out the exact path of the proton beam through the body. The ability to image this gamma
radiation would provide a method to image and verify the delivery of dose during each daily proton radio-
therapy treatment. However, in order to provide these images to the physician and treatment specialists in
real time during proton beam delivery, extremely fast image reconstruction techniques are needed. Thus,
a limiting factor for implementing this type of imaging for treatment verification is the need for the image
reconstruction code to produce results in essentially real-time, while the patient is undergoing treatment.

This paper investigates whether a new hybrid MPI+OpenMP parallelization of a statistical-reconstruction al-
gorithm designed for secondary gamma imaging on modern multi-core or many-core processors can reliably
reconstruct a sample image in a much less time than it takes to deliver a single beam (about 30 to 100 sec-
onds) during daily treatment (Mackin, Peterson, Beddar, and Polf 2012). Previous work demonstrated that
introducing parallelism with MPI, which allowed to use multiple compute nodes in a distributed-memory
cluster, sped up the code to any desired time by using more nodes. But multi-node clusters cannot be housed
in a treatment room and would require an off-site system with associated problems of reliable real-time
access, such as risk of lost connections, in addition to additional training for physicians and imaging tech-
nicians, which make it simply impractical. Therefore, we investigate here if a single compute server, i.e.,
one node of a cluster, could accomplish the desired speedup. We show two conclusions: (i) We demonstrate
that this is within reach and show that the many-core architecture of the Intel Xeon Phi KNL processor with
68 cores connected by a 2D mesh network can achieve this. Since the latest generation of the Phi, code-
named Knights Landing (KNL), is a self-bootable CPU, it is realistically possible to use a computer with
one KNL in a clinical setting. (ii) Moreover, we compare the performance of the KNL to a compute node
with two of the latest multi-core Intel Skylake CPUs with 24 cores, which performs even better, provided
MPI parallelism is used in the code. This is the first report of a comparison of both types of processors
available on Stampede? at the Texas Advanced Computing Center (TACC).

This paper is organized as follows: Section 2 contrasts available multi-core and many-core processors. Sec-
tion 3 explains the reconstruction algorithm and its parallel implementation in hybrid MPI+OpenMP C/C++
code. Section 4 presents both application results of the image reconstruction and parallel performance stud-
ies on multi-core and many-core processors. Section 5 collects the conclusions of the work.



Della-Giustina, Barajas, Gobbert, Mackin, and Polf

2 MULTI-CORE VS. MANY-CORE PROCESSORS

Modern CPUs feature growing number of computational cores, such as, for instance, 24 cores in an Intel
8160 Skylake CPU from 2017. Contrasted to these state-of-the-art multi-core CPUs with the most modern
cores, many-core processors have even more cores, for instance, 68 cores in an Intel Xeon Phi 7250 Knights
Landing (KNL) processor. The cores in a many-core processor typically feature a lower clock rate, e.g.,
1.4 GHz vs. 2.1 GHz, but their larger number of cores with their rich connectivity in a 2D mesh network
and the fact that significantly more high-performance memory is available on the chip itself offer the po-
tential for better performance. Additionally, each core of a KNL is capable of running 4 hardware threads
simultaneously. Investigating (i) this performance and (ii) comparing it to state-of-the-art multi-core CPUs
are the purposes of this paper. Our results do not depend on the cluster Stampede2 at TACC, already since
the focus is on single-node performance, but using both hardware in the same cluster ensures a fair compar-
ison, for instance also with respect to software. We use the Intel compiler version 17.0.4 and the Intel MPI
implementation version 17.0.4.

2.1 Many-Core Processor: Intel Xeon Phi 7250 KNL

Figure 1 illustrates the layout of one Intel Xeon Phi 7250 Knights Landing (KNL) processor, whose cores
are clocked at 1.4 GHz. Each KNL core is capable of 4 hardware threads. This model of the KNL on
Stampede? contains 68 cores, which are arranged in pairs of two in a so-called tile that share the connection
to the two-dimensional mesh network that connects all tiles. Each core has a L1 cache, while the two cores
of a tile share an L2 cache. Each box without text inside (in red color) in Figure 1 indicates one tile with
two cores and their shared L2 cache in the center of the tile between the cores. Inside the KNL are 16 GB
of Multi-Channel DRAM (MCDRAM), arranged in 8 blocks of 2 GB each, shown on top and bottom of
Figure 1. Outside of the socket, the KNL is connected to 96 GB of DDR4 memory, arranged in 6 DIMMSs
of 16 GB each, shown connected to their memory controllers (MC) on the left and right of Figure 1. This
MCDRAM is located directly in the KNL and is up to five times faster than the on board DDR4 because of
its three-dimensional arrangement (Sodani, Gramunt, Corbal, Kim, Vinod, Chinthamani, Hutsell, Agarwal,
and Liu 2016).

The KNL uses three distinct memory modes, which determines how the processor treats the MCDRAM,;
as L3 cache, RAM, or a mixture of both. The KNL also offers three distinct cluster modes that ensure
all cores possess the most current data among other processes, whether from main memory or MCDRAM.
The differences between these cluster modes allow users to vary the amount of explicit control of memory
management. For our studies, we chose to use the ‘cache’ memory mode and ‘quadrant’ cluster mode. We
use the KNL in the Stampede2 cluster at the Texas Advanced Computing Center (TACC) at The University
of Texas at Austin, which has over 4,200 nodes, each with one KNL processor.

2.2 Multi-Core Processor: Intel 8160 Skylake

The Stampede?2 cluster at TACC has rolled out the new Intel Xeon Platinum 8160 Skylake CPUs in 2017,
clocked at 2.1 GHz and with 32 MB L3 cache. These chips contain 24 cores, totaling 48 cores on a two-
socket node. This node has 192 GB of memory available in 12 DIMMs of 16 GB DDR4 memory, surpassing
the memory available on the KNL. However, its on-chip L3 cache does not compare to the 16 GB of high-
speed MCDRAM that the KNL chip has. Stampede2 has 1,736 Skylake nodes, available since December
2017.
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Intel Xeon Phi - Knights Landing (KNL)

‘ 16 GE DDR4 }7 4‘ 16 GB DDR4 ‘

16 GB DDR4

16 GB DDR4

Figure 1: Intel Xeon Phi KNL schematic.

3 ALGORITHM AND IMPLEMENTATION

3.1 Compton Camera Imaging (CCI) Algorithm

During data collection, gamma rays scatter into a specially designed camera known as a “Compton Cam-
era” (CC) which records the coordinates and energy deposited by each gamma ray that interacts with the
CC. Each gamma ray must interact with the camera at least two times to be useful for imaging. The 3D
coordinates and energies deposited by the gamma rays are stored in a data file which is used to initialize
the conic image reconstruction software. A line is drawn between the two points of gamma ray interac-
tions representing the central axis and using the energy deposition of the two interactions and the Compton
scattering formula, an angle is calculated representing the half angle of the gammas interaction cone in
Figure 2 (a). The cone’s surface encompasses all the possible origins for that ray. After these cones have
been constructed, a random point from the surface of the cone is chosen as an initial guess of the origin of
the gamma ray. A 3D histogram, populated by the randomly chosen origins for each cone in Figure 2 (b),
is used to estimate the gamma emission distribution for the reconstruction volume. Thus, one point on the
surface represents each cone in the reconstruction.

The reconstruction algorithm, based on the Origin Ensembles method and later modifications (Andreyeyv,
Sitek, and Celler 2011), uses a Markov process to iteratively move the representative points on the surface
of the cones. After many iterations, the gamma emission density estimate formed by the representative
points reaches a steady state and the algorithm is stopped.

3.2 Code Implementation

The algorithm is implemented in a C/C++ code with hybrid MPI+OpenMP parallelism. Structurally, paral-
lel communication functions from MPI allow for the use of multiple nodes in a distributed-memory cluster,
while OpenMP multi-threading parallelizes each MPI process within the shared-memory of a node. How-
ever, it is often the case, even on a single shared-memory node, that different combinations of MPI processes
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Figure 2: Gamma ray scatter and its image reconstruction.

and OpenMP threads per process result in different performance. In fact, for the KNL, it is a recommenda-
tion by TACC to use a modest number of MPI processes, combined with OpenMP multi-threading, instead
of only OpenMP, even if the same number of hardware cores are used (Rosales, James, Gomez-Iglesias,
Cazes, Huang, Liu, Liu, and Barth 2016). Thus, it is vital to have hybrid MPI+OpenMP code available for
best performance.

First, a configuration file is parsed and data loaded from an input file with physical measurements. Important
parameters include the total number of cones used, histogram coordinate boundaries in the x, y, and z
directions, the total number of bins in the x, y, z directions, and the total number of iterations; notice that the
number of iterations is fixed here by trial and error based on observing that the fraction of origins moved
during each iteration stops changing. The total number of density histograms used for estimation is also set
in the configuration file.

Before iterating, the collection of cones are distributed to the MPI processes as equally as possible. A global
collection of before-iteration conic likely origins is generated and used for the initial population of the local
density histograms on each process. An empty collection of after-iteration likely origins is created as well
but not populated.

The CCI algorithm iteration is nearly identical to the original OpenMP algorithm as described in (Mackin,
Peterson, Beddar, and Polf 2012). On each MPI process, OpenMP threads are started up using a
parallel for pragma to iterate over the process’ cones. During the iteration two situations will oc-
cur, either the thread will determine a cone’s likely origin should be moved, or the cone’s likely origin
should remain where it was. If the cone’s likely origin is to be moved, the new location is recorded into the
process’s local copy of the after-iteration collection. If the cone’s likely origin is to remain the same, then
the original likely origin is recorded into the process’s local copy of the after-iteration collection.

At the end of the iteration, the local copies of the after-iteration collection are merged into a global version.
Then all likely origins are updated for the local density histograms on each process. After all iterations have
completed, all conic data is sent to the MPI process 0 for output to files.
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4 RESULTS

4.1 Iterative Image Reconstruction

The CCI algorithm uses iterations to progressively compute the most likely origins of the 100,000 cones that
were measured by the CC during the proton beam irradiation of a water phantom. The quality of the CCI
algorithm is controlled also by the choice of the number of shifted histograms used, for which #4,,,,; = 200
has proven a good choice in the past. As more iterations are performed the iterated images become more
clearly defined, as seen in Figure 3. Although at 100 iterations, the image has some shape, as the number of
iterations increases, this shape becomes more accurate. Additionally as the number of iterations increases,
the granularity of the results improve until the stopping point of 600 iterations, where a distinct beam can
be seen.

100 iterations 200 iterations 300 iterations
400 iterations 500 iterations 600 iterations
Figure 3: Reconstructed images (x-z-projections) at 100, ..., 600 iterations of the CCI algorithm using

hiorar = 200 shifted histograms, accessed by p = 1 process and 4, = 200 histograms per process.
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The total number of shifted histograms, also referred to as total histograms controlled in the configuration
file and denoted as /4, is split among the p MPI processes, so that each process has the same number
of shifted histograms per process denoted as h,. The quality of the image reconstruction is controlled by
the total number of A,y = h), p histograms; since the algorithm is iterative and involves random number
sequences, and is thus not completely deterministic, it is possible to compare also results, for which 4,4
agrees only approximately. This is tested in Figure 4, which shows final images at 600 iterations of the CCI
algorithm with the same number of /., = h, p = 200 histograms as in Figure 3, but accessed by different
possible combinations of p and 4,. Comparing the 600 iteration image in Figure 3 with p = 1 process to the
images in Figure 4 with p = 2,4,8,16,32,64 processes, we can observe that any combination of p and £,
that satisfies approximately ;.. = hp, p = 200 gives the same quality of the result.

=2 p=4 =8
h, =100 h, =50 h, =25
p=16 p=732 p=064
h, =13 h, =6 h,=3

Figure 4: Reconstructed images (x-z-projections) at 600 iterations of the CCI algorithm using A4, = 200
shifted histograms, accessed by various combinations of p processes and &, histograms per process.
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4.2 Single-Node Performance

In the clinical setting of a treatment room, the only realistic equipment is a computer server that is equivalent
to a single, possibly high-end, node in a computer cluster, such as the ones used in our studies.

Tables 1 and 2 compare the timing performance of the studies in Section 4.1 with 100,000 cones and 600 it-
erations of the CCI algorithm. The times reported measure the performance of the variable portion of the
algorithm, that is, the iterations of the CCI algorithm. There are additional times for initialization and
for output (for post-processing), which are independent of the parallelization; however, they turn out to
be significantly different in scale for the two platforms, namely about 40 seconds for the KNL and about
10 seconds for the Skylake.

Table 1 shows the performance results on one KNL processor. Recall that each KNL on Stampede2
has 68 computational cores. Thus, to take advantage of all cores when using p MPI processes, hy-
brid MPI+OpenMP code uses the number of threads per MPI process ¢, chosen such that the total num-
ber of threads #,,, =1, p = 68. To be precise, the above holds exactly true for p = 1,2,4 only. For
p = 8,16,32,64, for which the product f,,;,; = 1, p = 68 cannot hold exactly, we actually idle some cores
by using t;,a = t, p = 64 for these cases. Each core of a KNL is capable of running simultaneously up to
4 hardware threads. Thus, we can also choose the threads per MPI process ¢, such that the total number of
threads ;o1 = t, p = 136 or 272 for running 2 or 4, respectively, threads per KNL core. In this way, each
row of Table 1 uses the number of total threads ¢,,,,; indicated in the first column. The difference between
the columns lies in how the same number of 7, threads is accessed by combining p MPI processes with 7,
threads per process. The total number of threads are as scattered as possible across all 68 hardware cores of
the 34 tiles.

Each row of results in Table 1 indicates that using larger numbers of MPI processes p yields better timings,
except some outlying behavior at p = 32 for the cases of 2 and 4 threads per MPI process. The improving run
times, certainly for the case of 1 thread per MPI process, indicates that the 2D mesh network can facilitate
communications between MPI processes very efficiently. The improvement of run times with growing MPI
process count is not just explained by potential advantages in behavior of shared-memory multi-threading,
but also by the algorithmic difference of correspondingly different numbers of shifted histograms per pro-
cess. Recall these seven cases are the same simulations as in Figure 3 with p = 1 and in Figure 4 with
p=2,4,8,16,32,64, and we established already that their simulations yield equivalent, acceptable results.

The purpose of Table 1 is to determine if there is any advantage to running multiple hardware threads per
KNL core. As it becomes clear, our experience is consistent with many other recommendations including
TACC documentation (Rosales, James, Gémez-Iglesias, Cazes, Huang, Liu, Liu, and Barth 2016), that it is
typically most beneficial to only run 1 or 2 hardware threads per KNL core. In fact, for this code, running
only 1 hardware thread per KNL core is the best choice in nearly all cases. This establishes that the optimal
results for this test case of the CCI algorithm is the first result row of results in Table 1; we will use these
results to compare to performance on other hardware.

Table 2 shows the direct comparison of run times of the best results of the KNL simulations in Table 1
with corresponding studies of a node with two multi-core Intel Skylake CPUs. Specifically, the KNL results
are those running 1 hardware thread per KNL core from the first result row of Table 1. One node with
two 24-core Intel Skylake CPUs on Stampede2 allows for a maximum of 48 threads. The second result
row in Table 2 shows the timings using #,,, = 32 total threads, with 7, chosen such that #;,,,; =1, p = 32;
we stay with the power of 2 for consistency in this row, although 48 cores are available. The third result
row in Table 2 shows the timings using all available #;,,, = 48 total threads, with 7, chosen such that
tiotal = tp p = 48; in the p = 32 column for this row, we actually record the result for p = 48 and 7, = 1.
The “N/A” indicate that the number of cores is not available for the hardware. Utilizing all 48 cores, that is,
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Table 1: Observed wall clock time in seconds for reconstruction at 600 iterations of the CCI algorithm using
hiorar = 200 shifted histograms, accessed by various combinations of p processes and £, histograms per
process. The number 7, of OpenMP threads per MPI process is chosen such that the total number of threads
is the specified #,14;.

MPI processes p = 1 2 4 8 16 32 64

Histograms per MPI process  h, = 200 100 50 25 13 6 3

KNL with 1 hardware thread per core: f,,,; = 68 156 78 39 21 13 9 8
KNL with 2 hardware threads per core: t;, = 136 173 84 41 34 20 67

KNL with 4 hardware threads per core: t;,,,; =272 181 103 57 31 19 134 11

Lroral = 48, produces faster results for smaller numbers of MPI processes p, but as p increases, performance
improvements are negligible. Notice that on both the KNL and Skylake, as MPI processes p increase, so
does performance. In fact, on the Skylake node, performance profits most from larger numbers of MPI
processes p to the point of OpenMP single-threading (7, = 1 per MPI process). Notice again that this is
not just the effect of parallel performance, but also due to the algorithmic design of distributing the 7,
shifted histograms to the p MPI processes. While the KNL’s best performance is able to complete iterating
in 8 seconds, the Skylake is able to achieve this in 3 seconds. In every case, the Skylake significantly
outperforms the KNL no matter the combination of p and ¢, are chosen.

Table 2: Observed wall clock time in seconds for reconstruction at 600 iterations of the CCI algorithm using
hiorar = 200 shifted histograms, accessed by various combinations of p processes and /), histograms per
process. The number 7, of OpenMP threads per MPI process is chosen such that the total number of threads
is the specified #;,4, Which is the optimal value for each hardware platform.

MPI processes p = 1 2 4 8 16 32 64

Histograms per process h, = 200 100 50 25 13 6 3

KNL with 1 hardware thread per core: f,,,,; =68 156 78 39 21 13 9 8
Two 24-core Intel Skylake: #,,;41 = 32 62 19 11 7 5 3 N/A
Two 24-core Intel Skylake: #,,;, = 48 51 16 9 5 4 3 N/A

5 CONCLUSIONS

First, the application results confirm that the parallelized algorithm takes advantage of the problem structure
correctly in the way that it distributes the total number of shifted histograms to the parallel processes.
Second, for these simulations with equivalent application results, we show the power of the new hybrid
MPI+OpenMP parallelization of the code to potentially dramatically reduce run times on both the Intel
Xeon Phi KNL and new Intel Skylake CPUs. In the present results, it turned out that this code on the
Skylake hardware did not profit from multi-threading, but this feature will likely be necessary if using
multiple nodes of a distributed-memory cluster. Third, the performance results with the new Intel Skylake
CPUs are sufficiently fast to move the image reconstruction close to the timeframe suitable for the clinical
environment of a patient having to lie still for this amount of time, even with some additional time for setup,
output, and post-processing. This result is far more achievable with the Skylake, it seems, as the additional
time for setup and post-processing of 40 seconds on the KNL is significantly larger than the 10 seconds on
the Skylakes.

In summary, while we see that the many-core KNL allows for impressive scaling, a dual-socket node with
the most modern Intel Skylake CPUs yet beats the KNL, provided MPI parallelism is used in the code. This
is both due to the core count being nearly as high as on the KNL and the higher clock rate of each core.
The KNL'’s advantages should be the ability to run several threads per KNL core and the faster on-chip



Della-Giustina, Barajas, Gobbert, Mackin, and Polf

memory (as opposed to Skylake accessing main memory on the node), but they are not sufficient to beat
the Skylakes. There also seems to be less efficient connection to the node’s main memory, given the much
larger additional time for setup and post-processing on the KNL. TACC has just released the Intel Skylake
CPUs with 24 cores in December 2017, and we hope this paper to be the first to contrast the performance of
both processor types, many-core KNL and multi-core Skylake, available on Stampede?2 for the near future.
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ABSTRACT

This study is about the architecture of a library designed for particle tracking. This library exposes common
features used to track particles in large meshes using parallel algorithms to localize, manage, distribute
and move particles over computing units. The proposed library design ables particles to be tracked using
multiple heterogeneous parallel paradigms with component reusability. A customized algorithm to distribute
particles over processes has been developed that uses different features of this architecture and shows a high
impact on particle localization and movement execution time.

Keywords: particles, algorithms, architecture, load-balancing.

1 INTRODUCTION

Numerical simulations are often used for particle tracking with Lagrangian approach in domains such as
following sand transport in a fluid (Kang and Guo 2006, Soulsby, Mead, Wild, and Wood 2010), solving gas-
liquid interactions (Darmana, Deen, and Kuipers 2006, Schiferlein, KeBler, and Kramer 2017) or simulating
spray of diesel drops (Kirrholm 2008).

The Lagrangian approach consists in computing the next particle position with :

dx,- o
o i 1) 6]

SpringSim-HPC, 2018 April 15-18, Baltimore, Maryland, USA; (©2018 Society for Modeling & Simulation International (SCS)
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with x; is the coordinate of the i particle, ¢ is time step and u; is the velocity vector of the i’ particle (Riber,
Moureau, Garcia, Poinsot, and Simonin 2009).

Particle tracking can be very easily parallelized as it is an embarrassingly parallel workload on shared
memory architectures. The particles can be easily distributed on computing units such as GPUs (Nishimura
2011, Fitzek 2015) or Xeon-Phi and other many-cores architectures. The workload is well balanced.

Many numerical simulations come with velocity fields associated to a mesh. These fields are distributed on
computing cores using the geometry of the mesh to lighten the workload on all available cores and memory.
The flowfield can change between two time steps of the simulation.

On distributed architectures, mesh and particles are partitionned and distributed on different memory units.
The mesh and particles are not distributed with the same method to ensure an acceptable load-balancing,
meshes are partitionned using graph techniques preconditioners or mapping algorithms(Schloegel, Karypis,
and Kumar 2000) and particles are managed with distribution strategies (Fonlupt, Marquet, and Dekeyser
1998). Here lies the main difficulty of load-balancing because particles need their environnement, the part
of the mesh where they are, to be followed. As a particle can be located on a different memory unit than its
environment, a smart strategy is often required for an efficient parallel performance. Two common strategies
exist: the first consists in partitioning the computing mesh and flowfield in a well balanced way and distribute
it on remote memories. Particles are initially attached to their environment. Depending on initial conditions,
this can lead to an unbalanced distribution. It means that particles work with local data (from the local
mesh) but some cores might have no particles to track (Darmana, Deen, and Kuipers 2006). In the worst
case, this approach leads to a sequential computation if all particles are on the same partition of the mesh.
The second approach consists in distributing particles over the different processes but their computation
need the complete part of the mesh (Darmana, Deen, and Kuipers 2006). So all computing cores have a
copy of the computing mesh which is very greedy in terms of memory occupancy. Both approaches have
important consequences in terms of computing efficiency and performances: the first approach can lead to
a sequential computation with important messages when particles leave a memory space to another one and
the second approach particles move in a copy of the mesh which removes communications during particles
movements but give a limitation for the number of particles or mesh sizes the memory spaces can store
in the same time. The approach used is almost the same as the second approach but instead of giving all
processes a copy of the entire mesh, this mesh is partitionned and smaller pieces of the partitionned mesh
are import/export from/to other processes.

In order to develop particle tracking functions used in multiple environments, simulation cases and scientist
teams, the different objects created to compute particle distribution are gathered in a high performance
library. This library will be hardly used in different way and with a large panel of data types, structures and
objects so that it has to be modular, highly extensible and upgradable.

In this study, we propose a parallel library to localize, track and distribute particles on heterogeneous high
performance machines. We propose a design approach for this library in order to prepare the particle track-
ing field for future Exascale machines providing modularity and maintainability. We also give a customized
algorithm to distribute particles on remote memory spaces. This algorithm performs some cache optimiza-
tions with spatial and temporal data locality.

2 LIBRARY ARCHITECTURE

Many software designs have been implemented to solve a large number of problems in many fields and a lot
of software architectures and design patterns exists (Gorton 2006). Particle tracking is based on two main
operations: localization and movement computation. Figure 1 is a sketch of operations used in particle track-
ing. This figure shows two things: particle tracking is an embarassingly parallel problem and as particles
are independants, they call independants operations and datasets. We can sketch processors or computing
units with the same graph as the different colums can stand for a group of particles or a group of processes.
Dashed arrows between processes represent the communications as a process may need a dataset, a part of
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Figure 1: Particle tracking task graph. P, stand for particle,, a group of particles or a group of processes, L
stands for Localization operation and M for Particle Movement.
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the mesh to track its particles. In this example the first imports data owned by the n'" process to localise the
particle during the first localization step and exports data to help the second process to localize its particle
during the second step. This figure gives an good overview of the main difficulty to express high parallelism:
a well balanced workload. As processes would work during different duration depending on particle’s lives,
a process that have lost all work (first process in figure 1), will wait other processes to export data to them.
This is an opportunity to give it some particle to track. As the particle localization is the operation in which
a process need to import data, this step is implicitly a synchronization step. According to these comments,
we can extract components from the task graph. There are three main components showed in Figure 2. The
components are the data component which represents all data structures used in the library as the mesh,
the flowfield and particles, the computation component that gathers computation functions as localization
computation, particle moving, and the communication components that take care of communication func-
tions to import and export data to remote memory spaces. This pattern design, known as Component-based

Communications

* Particle Distribution
* Mesh Part Import/Export S

* Accelerators Management ~o

Computation Data

* Localization N * Particles
T * Mesh

* Tracking
* Memory Management

Figure 2: Component Graph of the library.

Architecture, consists in decomposing software services into components that are independants, reusable,
extensible, replaceable and upgradable. These independant compenents are used to give services for ex-
ample in our case the computation of a ray/plane intersection, the localisation of a vertex in a polyhedron
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or the communication of a CPU and the GPU accelerator on the same node. We tried to render the three
components as independant as possible by using primitive data types. Homemade classes and structures are
only used inside a single component causing each component to be encapsulated.

According to figure 2, components depend on the Data component. Indeed, the Communication component
import and export data from the Data component and functions of the Computation component operate on
the same data flow.

3 DOMAIN DISCRETIZATION FOR PARTICLE LOCALIZATION AND DATA EXPORT.

Localize particles in mesh parts is a complex operation that includes communications, load-balancing and
memory management. This operation can be done using multiple methods including containment problems,
graph searches, repartitioning and particle distribution. Two standard approaches are gathering mesh parts
and copying them on all memory devices, or make the particles move through memory devices. The first
approach involves a lot of memory that is used to store all the computing mesh on all memory devices and
the second one involve that particle workload is not well balanced over the cores. To localize particles we
choose to partition the computing mesh using a Hilbert curve method (Castro, Georgiopoulos, Demara, and
Gonzalez 2005) and create an overlapping structured grid with the minimum and maximum coordinates of
the computing mesh. Figure 3 shows the structured grid overlapping the computing mesh as a bounding
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Figure 3: Structured Grid overlapping a computing mesh.

box. This structured grid is used for particle localization and mesh data export. For these both usage, the
data structure is built once and for all during the initialization phase, that way initialization cost does not
appears during particle movement. In the other hand, the memory space dedicated to the structured grid is
a constant cost as long as the data structure is allocated. The memory usage can be a problem as mesh data
that is going to be exported is equivalent to a copy of the local mesh partition.

3.1 Particle Localization.

The main hotspot of the particle tracking problem is the particle localization. In a meshed context, this
problem is known as containment problem, which consists in determining if a polyhedra contains a point or
a particle. This containment problem is geometrically complex to solve.

To determine the cell where a particle is, a set of cells is selected, then a containment check is computed with
these candidate cells. The most important parameter is the number of candidate cells, the more this number
is reduced, the faster the particle localization is. To reduce the number of candidate cells, we implement
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Figure 4: Example of structured cells import and export to localize and track removed particles. (@ and ()
are processes that owns a different mesh partition and all particles are localized in (@). Particles 1, 2, 3 and
4 are tracked by (@) whereas 5, 6, 7 and 8 are tracked by process (b).
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two independant methods that reduce this number in two steps: a overlapping structured grid can localize
a particle in a coarse grain step then the minimum distance vertex is applied to localize the particle in a
neighbouring cell. This coarse grain localization step can be achieved by another method than a structured
grid like octrees or kd-trees with a similar memory impact. We have choosen the structured grid because the
particle localization is done with a division per dimension, the data structure is quiet simple to implemment
and the initialization cost is very low.

As nowadays a large computing mesh is often partitionned and distributed on remote memory spaces, a
structured grid is build on all these partitions. That implies that to localize a particle on a remote partition
the corresponding structured grid have to be import. We choose to copy the dimensions of all known
structured grids in the parallel context because of the low memory space needed to describe the structured
grids. In fact, the memory usage is equivalent to 2 coordinates per dimension ( 6 floats in 3D) and 1 integer
per dimension to desccribe the discretization in each direction.

3.2 Mesh parts export.

The structured grid is also useful in particle distribution and to track particles on remote memory devices.
The overlapping grid is composed of cells that contain multiple cells of the original computing mesh. These
cells of the structured grid (L;_¢ in figure 3) can be considered as independent mesh parts and can be send
or received to or from another process (a remote CPU socket or accelerator).

Figure 4 shows an example of the structured grid cells in mesh data communication phase. (@ and ()
represent two computing units such as remote CPUs or accelerators. The two units own a piece of the global
mesh as well as the corresponding structured grid. In this example, all particules are in the red mesh (owned
by @). In this worst case particles are distributed on the two processes: each process has 4 particles. Process
®) (blue), commands process (@) to send pieces of the mesh where the particles 5,6,7 and 8 are. The 3 cells
of the structured grid @) are sent to process () which can track its particles until they leave their imported
environment.

When a particle of () comes out of an imported cell, process () localize the particle in the structured grid
of @ and import the new environment.

This approach has the advantage to export and store mesh pieces and not have a copy of the whole computing
mesh on each memory device. The worst case happens when a process need to import all pieces of an other



Bonnier, Juvigny, Emad

process. This happens when particles are randomly distributed and this can be solved by ordering particles
or distribute particles taking into account their localization in memory.

4 ALGORITHM FOR PARTICLE DISTRIBUTION.

As sketches the tasks graph, the particle tracking problem is an embarassingly parallel problem. This par-
allelism is brought with the task distribution which corresponds to the particle distribution over computing
units. The more particle are well distributed, the higher the parallelism rate is. To distribute particles over
remote memory spaces, we use and customize the partner processor algorithm described by O’Brien, Brant-
ley, and Joy (2012). This algorithm consists in iteratively assigning to each process a partner process. The
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Figure 5: Particle Distribution on 4 processes.

two partners communicate and balance their particles. The maximum number of partners of a process is up
to log(N) where N is the total number of processes.

This algorithm gives well balanced processes in a few number of iterations but moves randomly particles
through remote memory spaces. Indeed particles that moves on remote processes are not ensured to find on
the new memory space all needed data.

Figure 5 is a sketch of the distribution algorithm on an example with 21 particles on 4 processes. The
algorithm runs on 2 iterations. Colors represent the different associated of processes during iterations.

We modified the algorithm in order to take into account the geometrical locality of the particles. In that
way, particles are rearranged to stay on processes that own their environment in order to optimize spatial
and temporal locality.

Figure 6 gives the same example of figure 5 but with our algorithm modification. In this example, 21 particles
are tracked on 4 processes. Particles are localized as follows: 3 particles are located in the mesh on the first
process (orange), 5 particles are on the second process (green), 11 particles belong to the third process(blue)
and 2 particles belong to the fourth process (red). There are two main problems in this example : most
of the particles are located on the third process and most of them are stored on the first process. The idea
of the algorithm is to keep the maximum number of particles on the process where these particles can be
localized. In figure 6, the first iteration makes the process couples {1,2} and {3,4}. The ideal workload
of the first couple is 6 particles per process, so each process will send to its partner the maximum number
of particles that are localized on this partner. At the same time, each process send the difference between
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Figure 6: Particle Distribution on 4 processes with the customized algorithm.

the ideal number of particles and the maximum number of recieved particles. To illustrate this operation,
the first process sends 5 particles to the second process and the second process sends 1 remaining particle to
process 1. At the end of the run, particles are well balanced and an effort have been done to send particles
that are not on their mesh partition. It can be noticed that this algorithm can only work with a number of
processes equal to a power of 2 as the number of partner (and iterations) of a process is given by:

[loga(nProcs)] ()

This maximum iteration allows to be very performant on machines with very high number of cores as
expectited in an exascale future. It means that the number of communications and messages during the
distribution step is limited.

5 EVALUATION OF THE PARTICLE DISTRIBUTION ALGORITHM.

The performances of the distribution algorithm are measured with the execution time of a parallel particle
tracking simulation. Particle coordinates and their direction vectors are randomly initialized on process of
rank O, which means that all other processes have no particles to track at the beginning of the simulation.
The mesh represent a three-dimensional cube discretized with cubic cells. When a particle comes out of
the computing mesh, it bounces on the cube walls. The cube is 99 vertices length so 98 cubic cells length.
To move the particles, we choose to set a number of time steps represented by the particle/face intersection
computation. Each time step, the particle move to the intersection point between the particle and the face
of the cell it is going to cross. This computation allows to know the next cell of the computing mesh the
particle will cross. The number of time step is set to 100. Performances are measured on the same problem
size which corresponds to the track of 64 millions particles and on different number of processes. The more
processes there are, the more particles and mesh are distributed on cores. To perform communications we
used Message Passing Interface(MPI) on all cores initializing one MPI thread per physical thread. For this
evaluation, we do not use different sizes of the structured grid cells, we only use unit bounding boxes, in
other words, structured grids are made of a unique cubic cell per local mesh partition.

Figure 7 shows the execution time in seconds of the distribution operation, localization and particle move-
ment. This figure shows the that the localization and particle movement is highly impacted by the distri-
bution algorithm. The customized distribution algorithm that takes into account the particle localization in
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Figure 7: Execution Time of the two distribution algorithms in Localization and track computation.

Figure 8: Speed-up.

the different structured grids always gives a speed-up during the localization and the movement steps. The
algorithm we developed has an overhead compared to the original distribution algorithm because of the lo-
calization understep to localize particles in different structured grids. The next figure 8 shows the speed-up
the algorithm coustomization brought comparing with the original distribution algorithm. The speed-up is
computed with:

Toriginal

Speed —up = 3)

Tcustomized

This figure 8 shows that our algorithm make the particle movement two times more efficient and the par-
ticle localization up to four times more efficient than if particles are randomly distributed. The developed
algorithm has a higher impact on particle localization because during this step, particles are localized in
different structured grids and for each particle, if it is localized in the local mesh, this will limit communica-
tions between processes and overhead due to irregular cache access. During particle movement, there is no
communications between computing units, mesh data is already on local memory and particles are already
localized. The obtained speed-up is due to cache reusage between two particles that have more chance to
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need neigbouring data or the same data to compute the next position. More generally, the speed-up obtained
during the particle movement is due to spatial and temporal locality of data.

6 CONCLUSION

The library architecture is really simple, based on three simple components, the different components used
to localize, distribute and track particle work independently and are easily upgradable. The components
can be used with multiple data types (thanks to C + +templates) and implement parallel algorithms for
heterogeneous machines to distribute particles and optimize spatial and temporal locality of data. The
distribution algorithm helps to reduce mesh parts copies to be scattered, prefering to send foreign particles
and keep neighbouring particles close to the core and the cache. This algorithm has multiple advantages,
reduce message sizes because it allows two partner processes to communicate each iteration so that a core
can not receive a huge number of messages from different partner during the same iteration. Unfortunatly
the algorithm has an important drawback: it only works with a number of processes equal to a power
of 2. This drawback contrasts with the idea of a complete library running on heterogenenous machines.
Other algorithms to control work-balance will be study to find a strategy that mixes heterogeneousity and
parallel efficiency. On the other hand, the distribution algorithm has been optimized to take into account
particles locality. This optimization have demonstrated a real impact on computing performances during
localization step and particle movement computation. Parallel work is done on the impact of the structured
grid discretization and the minimum size of a structured cell that can be sent to a process to be efficient in
terms of message size and temporal locality during movement commputation.
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ABSTRACT

Energy efficiency and energy-proportional computing have become a central focus in modern supercomput-
ers. With the exascale computing throughput purported to be bound by the 20 MW power wall, there is an
urgent need for power efficiency in modern computing systems. Apart from processor cores and DRAM, the
other chip components (typically collectively denoted as uncore) become increasingly important contribu-
tors to the total system power. In this paper, the uncore frequency scaling (UFS) is explored with respect to
its effect on latencies and bandwidths. Next, UFS and core dynamic voltage and frequency scaling (DVFS)
are compared as to their energy-saving potential through experiments on a 20-core Haswell-EP machine us-
ing the quantum chemistry application GAMESS. Results depict that UFS is comparable to DVFES in terms
of power saving capability and when used in conjunction with DVFS, it can save energy up to 21% for
GAMESS execution.

Keywords: Uncore Frequency Scaling (UFS), Dynamic Voltage and Frequency Scaling (DVFES), Power,
GAMESS, Energy Savings.

1 INTRODUCTION

Power consumption has become a major concern for modern and future supercomputers. For the current
topmost petascale computing platforms! in the world, it is typical to consume power on the order of several
megawatts (15 megawatts for Sunway Taihulight in 2017), which at current prices may cost on the order
of several million dollars. In the quest for the exascale performance, the power consumption growth rate
must slow down and deliver more calculations per unit of power, giving rise to power-bounded computing
in which components of a computing system operate under a fixed power budget such that performance is
maximized.

To be able to operate a system under a given power budget, it is imperative that it is comprised of components
which have the necessary capability to limit their power consumption. The current generation of Intel
processors provides various P-states for dynamic voltage and frequency scaling (DVFS) and T-states for
introducing processor idle cycles (throttling) to limit the power consumption of the processor. With the
advent of the Sandy Bridge family of processors, Intel has introduced capabilities for both onboard power
meters and power clamping. The Intel Running Average Power Limit (RAPL) (David, Gorbatov, Hanebutte,
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Khannal, and Le 2010) provides a standard interface for measuring and limiting processor and memory
power by HW, OS, applications etc.

Previous Intel processor generations used either a fixed uncore frequency or a common frequency for cores
and uncore. The uncore describes the functions of a processor that are not handled by the core such as
L3 cache, on-chip Interconnect etc. Starting from the Intel Haswell microarchitecture, the core and uncore
frequency domains have been decoupled with the result that uncore frequency can be modified independently
of the core frequency. The uncore frequency has a significant impact on on-die cache-line transfer rates as
well as on memory bandwidth. By default it is set by hardware and can be specified via the MSR UNCORE_-
RATIO_LIMIT (Lento 2014). The latest Intel CPUs work with at least two clock speed domains: one
for the core (or even individual cores) and one for the uncore, which includes the L3 cache and memory
controllers. Both are subject to automatic changes; in the case the of AVX code on Haswell and later CPUs
the guaranteed baseline clock speed is lower than the standard speed rating of the chip.

GAMESS (Gordon and Schmidt 2005, Schmidt, Baldridge, Boatz, Elbert, Gordon, Jensen, Koseki, Mat-
sunaga, Nguyen, Su, Windus, Dupuis, and Montgomery 1993), is a widely used package for ab initio
molecular quantum chemistry to compute a variety of molecular properties, ranging from simple dipole
moments to frequency dependent hyperpolarizabilities. This paper studies the energy savings in GAMESS
using both UFS and DVEFS; a power-bounded runtime strategy is proposed which maximizes the perfor-
mance of GAMESS execution under a given power budget.

While DRAM frequency scaling has been studied in a previous work (Sundriyal and Sosonkina 2016), to the
authors’ knowledge, this is the first work that evaluates efficacy of uncore frequency scaling on a real-world
application. In a nutshell, contributions of this work include

o Exploring the effects of Uncore Frequency Scaling (UFS) on component latency and bandwidth.
e Comparing UFS and DVFS as to their energy-saving potential on a real-world application.

The rest of the paper is organized as follows. Section 2 summarizes the electronic structure calculations
existing in GAMESS and its communication model. Section 3 remarks on the UFS application and studies
its effect on latency and bandwidth of certain uncore components. Section 4 discusses the different process
mappings and the application of UFS and DVFS to GAMESS. Section 5 shows experimental results, while
Section 6 and Section 7 provide related work and conclusions, respectively.

2  GAMESS OVERVIEW

GAMESS is one of the most representative freely available quantum chemistry applications used world-
wide to do ab initio electronic structure calculations. A wide range of quantum chemistry computations
may be accomplished using GAMESS, ranging from basic Hartree-Fock and Density Functional Theory
computations to high-accuracy multi-reference and coupled-cluster computations.

The central task of quantum chemistry is to find an (approximate) solution of the Schrédinger equation for
a given molecular system. An approximate (uncorrelated) solution is initially found using the Hartree-Fock
(HF) method via an iterative self-consistent field (SCF) approach, and then improved by various electron-
correlated methods, such as second-order Moller-Plesset perturbation theory (MP2). The SCF-HF and
MP2 methods are implemented in two forms, namely direct and conventional, which differ in the handling
of electron repulsion integrals (ERI, also known as 2-electron integrals). Specifically, in the conventional
mode all ERIs are calculated once at the beginning of the interactions and stored on disk for subsequent reuse
whereas in the direct mode ERIs are recalculated for each iteration as necessary. The SCF-HF iterations and
the subsequent MP2 correction find the energy of the molecular system, followed by evaluation of energy
gradients.
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Data Server Communication Model.  The parallel model used in GAMESS was initially based on
replicated-data message passing and later moved to MPI-1. Fletcher et al. (Fletcher, Schmidt, Bode, and
Gordon 2000) developed the Distributed Data Interface (DDI) in 1999, which has been the parallel com-
munication interface for GAMESS ever since. Later (Olson, Schmidt, Gordon, and Rendell 2003), DDI
has been adapted to symmetric-multiprocessor (SMP) environments featuring shared memory communica-
tions within a node, and was generalized in (Fedorov, Olson, Kitaura, Gordon, and Koseki 2004) to form
groups out of the available nodes and schedule tasks to these groups. In essence, DDI implements a PGAS
programming model by employing a data-server concept.

Specifically, two processes are usually created in each PE (processing element) to which GAMESS is
mapped, such that one process does the computational tasks while the other, called the data server, just
stores and services requests for the data associated with the distributed arrays. Depending on the configura-
tion, the communications between the compute and data server processes occur either via TCP/IP or MPI.
A data server responds to data requests initiated by the corresponding compute process, for which it con-
stantly waits. If this waiting is implemented with MPI, then the PE is polled continuously for the incoming
message, thereby being always busy. Therefore, when the waiting is implemented in MPI, it is preferred that
a compute process and data server do not share a PE to avoid significant performance degradation. When
executing on an N-processor machine, each PE is assigned compute (C) and data server (D) process ranks
as follows: C; € [0,N — 1] and D; € [N,2N — 1], where (i =0...N — 1). Thus, the data server D; associated
with the ith compute process C; is N + .

3 UNCORE FREQUENCY SCALING

In this paper, a compute node having two Intel Xeon E5-2630 v3 10 core processors with 32 GB (4 x 8GB)
of DDR4 was used as the experimental testbed. The core and uncore frequency range from 1.2-2.3 GHz
and 1.2-2.9 GHz, respectively. The wall power consumption was measured using the Wattsup meter.

3.1 How to Apply UFS

Each component of an Intel processor belongs either to the “core” or the “uncore” part of the chip. The
core part comprises the individual computational cores and their private L1 and L2 caches. The uncore
part comprises everything else, such as the shared last-level cache, memory controllers, and Intel Quickpath
interconnect (QPI). Before the Intel Haswell microarchitecture, the core and uncore parts of the chip shared
the same frequency domain. This meant setting the CPU cores to run at a certain clock frequency resulted
in the uncore running at the same frequency.

Starting with the Haswell microarchitecture, processors feature separate frequency domains for the cores
and the uncore which means they can operate at different clock speeds. Together with this change, Intel
has introduced a feature named uncore frequency scaling (UFS), which allows the processor to dynamically
change the uncore frequency based on the current workload. When UFS is disabled the uncore is clocked
at its maximum clock frequency. As explained in (Hoffmann 2017), the uncore frequency can be adjusted
using the lower 16 bits of MSR (model-specific register) with hardware address 0x620. The register contents
represent upper and lower bounds for the uncore frequency: Bits 15 through 8 encode the minimum and bits
7 to 0 the maximum frequency. To derive a frequency from each of the two eight bit groups the integer
encoded in the bits has to be multiplied by 100 MHz. To set a new uncore frequency, the value of the
frequency is first divided by 100 MHz and then converted to hexadecimal and concatenated (to make the
minimum and maximum frequency equal) to be written to MSR 0x620.
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Figure 1: (a) DRAM and L3 cache latency change with variation in uncore frequency and (b) Variation in
DRAM peak bandwidth with variation in uncore frequency and DRAM RAPL power limit.

3.2 Effect of UFS on Component Latency, Bandwidth, and Idle Power Consumption

Figure 1(a) depicts DRAM and L3 cache read latency measured through the lat_mem_rd utility in the Im-
bench (McVoy and Staelin 1996) suite, when the uncore frequency is modified from 1.2 GHz to 2.9 GHz
in steps of 100 Hz, keeping the core frequency at its maximum value of 2.3 GHz. It can be observed that
the latency of both components decreases uniformly with the increase in uncore frequency. The increase in
latency between the maximum and minimum uncore frequency for L3 cache and DRAM from Fig. 1 was
102% (19.2 us to 39.8 us) and 96% (78.2 us to 136.8 us), respectively.

Figure 1(b) shows the change in peak memory bandwidth (Vishwanathan 2017) with the change in uncore
frequency and DRAM power limit set through RAPL. The DRAM power limit was modified from 13 to 2
watts, decreasing a watt each step and it was observed that reducing the power limit reduces the memory
bandwidth drastically to the extent that the bandwidth at 13 watts (124.3 GB/s), is roughly nine times the
bandwidth at 2 watts (14.1 GB/s). On the other hand, the reduction in bandwidth at the highest uncore fre-
quency is nearly double when compared to the bandwidth at lowest uncore frequency. This can be explained
by the fact that RAPL limits the DRAM power consumption by essentially crippling its bandwidth as per
a power-performance model (David, Gorbatov, Hanebutte, Khannal, and Le 2010). The uncore frequency
scaling, on the other hand, reduces the operating frequency of the DRAM controller(s) and does not directly
affect the bandwidth of the memory modules. Therefore, power limiting can degrade the performance of
memory intensive applications much more then uncore frequency scaling.

From Fig. 2, the change in idle power consumption of a compute node measured through the Wattsup meter,
with varying uncore (Fig. 2(a)) and core (Fig. 2(b)) frequencies can be observed. Regarding the methodology
for measuring the power consumption, both the uncore and core frequencies were set to their respective
maximum values with the power consumption being measured for 5 minutes. After every 5 minutes, the
core and uncore frequencies were reduced by 100 MHz till they reach their respective minimum values.
Moreover, while measuring variation of idle power with the uncore frequency, the core was operated at its
maximum possible frequency and vice-versa. It can be observed that reducing the uncore frequency does
provide a higher reduction in the idle power consumption compared to reduction of the core frequency. More
specifically, the idle power consumption was reduced by 2.5% when the uncore frequency was changed from
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Figure 2: Change in node idle power consumption with variation in (a) uncore and (b) core frequency.

2.9 to 1.2 GHz. On the other hand, the reduction in the core frequency from 2.3 to 1.2 GHz reduced the idle
power consumption only by 0.8%.

4 GAMESS PROCESS MAPPING

The data servers used in GAMESS are involved in global communications only and they do not perform
any calculations, Therefore, reducing the frequency of the cores to which data servers are mapped would
not affect the overall execution time by much. Keeping in mind the twin-core level DVFS granularity in the
Intel Harpertown processors, process bindings were proposed in (Sundriyal, Sosonkina, Gaenko, and Zhang
2013) to effectively apply core frequency scaling during GAMESS execution.

The proposed process bindings were termed Disjoint and Slave. In Disjoint binding, the compute processes
and data servers are mapped to different sockets and the data servers are operated at the lowest processor
frequency whereas the compute processes were operated under an energy saving strategy. For the Slave
binding, the compute processes and the data servers were mapped such that they were positioned alterna-
tively on to the processors. Since DVFS was available only at twin-core level, the compute processes were
operated under an energy saving strategy and the data servers operated at the same frequency the compute
processes executed on, hence the term Slave binding.

Figure 3 depicts Disjoint (Fig. 3(a)) and Slave (Fig. 3(b)) in the context of the Haswell-EP processor used
in this work with compute processes (C) and data servers (D) mapped to the 20 cores (10 cores per socket)
with each core having its L1i, L1d and L2 cache. The default binding for GAMESS execution is Disjoint
and by using the MV2_CPU_MAPPING parameter, Slave binding can be achieved.

In this work, the energy saving potential of UFS and DVEFS is evaluated for GAMESS execution under
Disjoint and Slave. The main difference between application of frequency scaling for Slave binding between
(Sundriyal, Sosonkina, Gaenko, and Zhang 2013) and this work comes from the underlying granularity
of DVFS available since the Haswell-EP processor used in this work supports per-core P state (PCPS)
(Hackenberg, Schone, Ilsche, Molka, Schuchart, and Geyer 2015) along with the UFS capability.

Therefore, instead of the data servers simply executing at the frequency selected for the compute processes,
they can be operated at the lowest processor frequency independently. The compute processes were operated
under an energy saving strategy described in (Sundriyal and Sosonkina 2016). In addition to operating the
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Figure 3: (a) Disjoint and (b) Slave binding in GAMESS.

data servers at the minimum core frequency, the data servers are aslo operated at the lowest uncore frequency.
A total of 20 processes (ranks) were spawned for the GAMESS execution: ten data servers and ten compute
processes. MVAPICH?2 was used as the MPI library, which is tuned to take advantage of the shared memory
whenever possible.

5 EXPERIMENTS

The GAMESS input was constructed to perform the third order Fragmental Molecular Orbital (FMO) (Fe-
dorov and Kitaura 2004) calculation—in the conventional mode—for a cluster of 64 water molecules at the
RHF/6-31G level of theory. As such, it involves calculations of fragment monomers, dimers, and trimers.
The system is partitioned into 64 fragments so that each fragment is a unique water monomer. The input is
referred to as h20-64 in the rest of the paper.

5.1 Performance Degradation and Energy Savings with UFS and DVFS

Disjoint Binding.  For each binding, the performance degradation and energy savings for the h20-64
execution are evaluated for three configurations:

UFS Only: Only uncore frequency scaling is applied to the data servers.

DVFS Only: Only DVES is applied to the compute processes and data servers.

UFS+DVFS: UFS is applied to the data servers and DVFES is applied to both the compute processes
and data servers.

Figure 4(a) depicts the 15 second power consumption trace for the UFS Only, DVFS Only and
UFS+DVFS configurations operating under the Disjoint binding. The configurations UFS Only, DVFS
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Figure 4: (a) Power consumption trace and (b) performance degradation and energy savings for UFS, DVFS
and UFS+DVFES strategies under Disjoint binding.

Only, and UFS+DVF'S reduce the node average power consumption by 7.4%, 12.6% and 19.1%, respec-
tively. The energy saving strategy (Sundriyal and Sosonkina 2016) operating on the compute processes
does not reduce the core frequency of the compute processes since they were determined to be extremely
processor intensive. Noticing the performance degradation and energy savings (Fig. 4(b)) for the three
configurations, it can be observed that all the three configurations result in miniscule performance degra-
dations for the h20-64 execution. In terms of energy savings, the highest energy savings were obtained for
UFS+DVFES (17.5%) whereas UFS Only and DVFS Only ended up reducing the energy consumption by
7% and 11.2%, respectively.

The energy savings obtained through UFS Only can be explained through Table 1 which depicts average
L2 cache misses and the DRAM bandwidth usage for the first 10 seconds of the h20-64 execution for socket
0 (column S0), corresponding to the compute processes, and socket 1 (column S1), coresponding to the
data servers. The L2 cache misses metric depicts the accesses made to L3 cache and main memory, i.e, the
uncore memory components, which is why it was chosen to describe uncore utilization. It can be observed
from Table 1 that both the L2 cache misses and DRAM usage are much higher for the compute processes
as compared to the data servers. Therefore, the uncore infrastructure does not get utilized sufficiently for
the data servers, and applying UFS to socket 1 does not degrade performance by much while substantially
reducing uncore power consumption.

Slave Binding.  For the Slave binding, UFS is applied to both the sockets for the Slave binding in the
UFS Only configuration as data servers get scattered on both the sockets unlike the Disjoint binding.
While this results in UFS Only reducing power consumption by a higher margin compared to DVFS
Only (Fig. 5(a)), it also causes a relatively higher performance loss (8.1%) compared to DVF'S Only
(0.3%) as observed from Fig. 5(b). The reduction in power consumption—by 27.5%—is the highest for
the UFS+DVFE'S configuration. The energy savings obtained for the three configurations UFS Only, DVES
Only and UFS+DVFS were 4.5%, 8.2%, and 21.1%, respectively. It can be summarized from the results that
UFS is quite potent when it comes to reduction in power consumption compared to DVFS and in conjunc-
tion with DVFS, it can provide substantial energy savings. Also, both Disjoint and Slave bindings reduce
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Table 1: Memory component utilization for the first 10 seconds of the h20-64 execution on each socket.

S0 S1
L2 Cache Misses (K/s) 2048 | 54
DRAM Read+Write (GB/s) | 1.1 | 0.02
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Figure 5: (a) Power consumption trace and (b) performance degradation and energy savings for UFS, DVFS
and UFS+DVFES strategies Slave binding.

the energy consumption substantially for GAMESS execution under UF S+DVF'S configuration but Disjoint
is more efficient since it provides comparable energy saving at a much lower performance degradation.

The matrix-matrix multiplication is used in GAMESS for single (as SGEMM) and double (as DGEMM) preci-
sion calculations. Since the increase in precision leads in an increase in compute intensity of an application,
the UFS application potential may not change drastically with the increase.

6 RELATED WORK

Power has become one of most important challenges in the design of next generation exascale system forcing
the research community to continuously evaluate and redefine objectives of HPC power management. There
have been two general approaches to obtaining energy savings during parallel application execution. The
first approach is to focus on identifying stalls during the the execution by measuring architectural parame-
ters from performance counters as proposed in (Ge, Feng, Feng, and Cameron 2007, Hsu and Feng 2005,
Huang and Feng 2009). Rountree et al. (Rountree, Lownenthal, de Supinski, Schulz, Freeh, and Bletsch
2009), apart from using performance counters, do the critical path analysis to determine which tasks may be
slowed down to minimize the performance loss in the parallel execution. Besides communications, Adagio
also monitors computation parts of the application to determine suitable opportunities to apply DVFS. The
second approach determines the communication phases to apply DVFES as, for example, in (Lim, Freeh, and
Lowenthal 2006) and (Freeh and Lowenthal 2005).



Sundriyal, Sosonkina, Westheimer, and Gordon

With the 20 MW power limit set for exascale performance, many power limiting strategies have been pro-
posed to operate a computing system under a given power budget. (Marathe, Bailey, Lowenthal, Rountree,
Schulz, and de Supinski 2015) discusses conductor, which is a runtime system that dynamically distributes
available power to the different compute nodes and cores based on the available slack to improve perfor-
mance. (Ge, Feng, He, and Zou 2016) explores the coordinated power allocation between different com-
ponents within a node and based on their observations, an optimal power allocation strategy is proposed.
Authors in (Tiwari, Schulz, and Carrington 2015) propose performance and power models which predict the
behavior of different HPC computations under varying power caps for different components in a node.

With the increase in cache sizes along with the placement of SoC (system-on-a-chip) components on the
CPU die, the uncore power consumption is becoming quite significant considering the total processor power
consumption (Loh 2008). Authors in (Gupta, Brett, Koufaty, Reddy, Hahn, Schwan, and Srinivasa 2012)
study the uncore power consumption in heterogeneous platforms consisting of both high and low power
cores using client device workloads and determine that potential energy savings are very much affected by
the uncore component. (Chen, Xu, Kim, Gratz, Hu, Kishinevsky, Ogras, and Ayoub 2013) presents a strategy
for applying frequency scaling to network-on-chip and the last level cache in the multicore processors using
a PI controller. In this paper, the focus is on exploring the UFS capability on Haswell-EP processors and
their effect on the component latency and power consumption.

7 CONCLUSIONS

In this paper, uncore frequency scaling (UFS) on the Haswell-EP platform was explored with respect to its
application, effect on the DRAM, L3 cache latency and the node idle power consumption. It was also shown
that, compared to the DRAM power limit, UFS decreases the DRAM bandwidth at a much lower rate.
Finally, UFS and DVFS were compared in terms of their energy saving potential on quantum chemistry
application GAMESS. On a 20 core Haswell-EP platform with different process bindings for GAMESS,
experiments depicted that UFS is comparable to DVES when it comes to energy savings and in conjunction
with DVFS, it can save energy up to 21% during GAMESS execution. Future work will focus on developing
runtime strategies which can dynamically apply UFS at runtime based on component utilization.

Performance models will be explored to link uncore frequency to the L2 cache miss rate, QPI bandwidth,
memory controlle usage and, eventually, platform instructions per cycle (IPC). The power models are to
quantify the effect of UFS on node power consumption while varying the degree of DVFS.
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