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1 Impact of Multi-Trap Assisted Tunneling on Gate Leakage

of CMOS Memory Devices

Dielectrics of state-of-the-art memory cells sub-
ject to repeated high field stress can have a high
defect density. Thus, not only direct tunneling
but also trap-assisted tunneling plays an important
role. In this work a new approach for modeling
gate leakage currents through highly degraded di-
electrics is proposed. By rigorous simulation we
show that multi-trap assisted tunneling becomes
important for highly degrad dielectrics with thick-
nesses above approximately 4 nm, there it exceeds
the single-trap assisted and direct tunneling com-
ponents.

1.1 Introduction

While logic CMOS devices feature dielectric
thicknesses below 1.2nm, non-volatile memory
cells rely on tunneling oxides as thick as 7 nm.
In order to speed up the programming and erasing
process strong electric fields are applied across the
dielectric. Due to the repeated high-field stress,
trap centers in the insulator are created, which
lead to trap-assisted tunneling at low bias, form-
ing stress-induced leakage current (SILC).

Modeling this gate leakage current for such de-
vices is of paramount interest, because it deter-
mines the retention time. Thicker dielectrics sub-
ject to high field stress may have a high defect den-
sity. Thus not only direct tunneling but also trap-
assisted tunneling (TAT) currents play an impor-
tant role [1]. The trap-assisted current component
has been found to stem from inelastic tunneling
assisted by phonon emission [2].

For device simulation, trap-assisted tunneling is
commonly modeled as a single-trap [3] or two-
trap [4] process. Recently, multi-trap models
considering hopping processes have been pre-
sented [5]. The single-trap model was found
to accurately reproduce experimental data of
slightly stressed dielectrics [6]. Recently, how-
ever, anomalous charge loss in floating-gate mem-
ory cells after program/erase stress cycles has been
observed [7]. Due to the high defect density in
those cells it is reasonable to assume that more

than one trap is involved in the tunneling pro-
cess. For correct modeling of such highly de-
graded devices a new approach is presented which
rigorously computes TAT current assisted by mul-
tiple traps. In contrast to the model presented
in [5], where conduction across discrete paths is
assumed, hopping processes between all traps are
taken into account. The space charge of occupied
traps is accounted for in the Poisson equation to
estimate the resulting V; shift.

1.2 TheModel

For the simulation of trap-assisted tunneling cur-
rents the current density across the insulator is
modeled as the sum of the capture and emission
rates R; in each trap times the trap cross section
Ax;,

J= qZRiAXi. (1)

The energetic position of the trap with respect to
the conduction band edge %t determines the trap
cross section [8]

1/3
Axizi(‘—”) , Q)
Ve2mgig Er \ 3

where mgig denotes the electron mass in the di-
electric, which is used as a fitting parameter.

The single-TAT and the multi-TAT models differ
in the way R; is calculated. When only single-trap
processes are considered (see Figure 1) the rates
are determined by [9]

Re =T ™Ny(1— ;) , Rg =Tg Ny fy.  (3)

Here, R and Rg are the capture and emission
rates of the considered trap, respectively, and N,
denotes the trap concentration. In the station-
ary case the capture and emission rates must be
equal, hence Rg, =Rq =R;. The trap occupancy fy,
can be directly calculated as f; =15%/(Tg 1+ 1)
where the inverse capture and emission times can
be evaluated as [3, 9]
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= /; 0c(E)en(E)Te(E) fe(E)dE,  (4)

= /% 0A(E)en(E)TA(E) (L — Ta(E)) dE.
5)

In these expressions, gc(‘E) and ga(‘E) denote the
density of states in the cathode and anode, respec-
tively, and the symbols ¢, and e, are computed as

cn(E) :COZLmé(Z— Em), (6)

en(E) = Coexp <— i;f) > Lud(E — Em)
@

with

Co= (4’ (h@)*/(hEsoz2),  (8)
(h@) = (4> BF2/(2mga))Y3. (9

The summation index m denotes the discrete
phonon emissions, En, is the phonon energy, and
L is the multiphonon transition probability [9].
The symbols fc and f, are the Fermi distributions,
T. and T, the transmission coefficients from the
cathode and the anode, F the electric field in the
dielectric, and Egsio2 the band gap of SiO,. The
transmission coefficients were evaluated by a
numerical WKB method, which yields reasonable
accuracy for single-layer dielectrics. This model
has been used in a more or less similar form by
various authors [1, 2, 3].

Recently, however, anomalous charge loss
in memory cells has been observed and was
explained by conduction through a second
trap [4]. The single-trap model can be extended
for this case, and the rate equations become (see
Figure 2)

Rey Re,
Tegy Ney (1= fry) = (TN iy (1= i) + T 3Ny fry) = 0,

ToooNe (1= fi) + T N, fiy (1= Fi,) =T LN, fr, =0,
N—_——
Rep Re,

where instantaneous transitions between occupied
and free traps are assumed. For thicker dielectrics
it is quite reasonable to assume that an arbitrary
number of traps assists in the conduction process.
We therefore extend the model to n traps where the

TA

Cathode Dielectric Anode

Figure 1: Single-trap assisted tunneling process.
The tunneling rate R; of a specific trap
is determined by the capture time from
the cathode and the emission time to the
anode.

Cathode Dielectric Anode

Figure 2: Multi-trap assisted tunneling process.
The tunneling rate R; of a specific trap is
determined by all capture and emission
times to and from the trap.

capture and emission rates are evaluated as

k-1
Re, = _Z)r;iNtk fi (1— fy,), (10)

1=
n+1

Re, = Z TNy fi (1—fy).  (10)
i=kt1
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The values for fy, and fi,, which are the trap occu-
pation probabilities at the cathode and the anode,
are set to 1 and O respectively. This way the cath-
ode acts as electron source and the anode as elec-
tron sink. The values for the other trap occupation
probabilities have to be evaluated from the equa-
tion system. This is performed within MINIMOS-
NT using the Newton method. Typical dimen-
sions of the equation system to be solved are, de-
pending on the dielectric thickness and trap en-
ergy, up to 15 x 15. The computational effort re-
mains negligible compared to the total device sim-
ulation time. From either the capture or emission
rates the multi-trap assisted tunneling current den-
sity J is obtained.

1.3 Application

The implementation of these models into the
device- and circuit-simulator MINIMOS-NT [10]
allows the two- and three-dimensional study of
single- and multi-trap assisted tunneling. Figure 3
shows measured SILC [6] after different stress
times for a MOS capacitor and the representative
simulation results using a single-TAT simulation.
It can be clearly seen that for slightly degraded
dielectrics the single-TAT model yields excellent
agreement with the measured data. Here the trap
concentration is used as fitting parameter. For
highly degraded devices it has been shown [4],
however, that the SILC cannot be explained by
conduction over solitary traps. It must be assumed
that the large SILC is due to defect interaction of
nearby traps.

Figure 4 shows a comparison of the three differ-
ent tunneling mechanisms, namely direct tunnel-
ing, single-TAT, and multi-TAT. The models have
been applied to a set of MOS transistors with gate
dielectric thicknesses ranging from 1.5nm up to
9nm. The gate is biased at 1V, source and drain
are kept at 0 V. For both, the single-TAT and the
multi-TAT simulations, the trap energy is set to
2.8eV below the dielectric conduction band with
a constant trap density of 9 x 10" cm~23 across the
oxide. It can be clearly seen that in the multi-
trap simulation the tunneling current is several or-
ders of magnitude higher than in the single-trap
simulation. This is due to the fact that the multi-

o r——T T T T T T

5] |—— Simulation y i
O Measurements|

Gate current density [Acm‘2]

10 L L L 1 L 1 L 1 L L
2 25 3 35 4 45 5 55 6
Gate bias[V]

Figure 3: Single-TAT simulations of a MOS ca-
pacitor with a 5.5nm dielectric and
Ni=9x 10 cm~3...3x 10 cm23 (top
to bottom).

TAT current includes the single-TAT component
as a limiting case. The multi-TAT model consid-
ers the capture and emission processes from the
cathode and to the anode, respectively, but also
the capture and emission processes involving all
other trap centers. This fact leads to the compa-
rably high multi-TAT component in devices with
thicker oxides. It has to be considered, though,
that this high current is mainly due to the assump-
tion of uniformly distributed trap concentrations
across the oxide. The direct tunneling component
loses importance for thicker dielectrics but domi-
nates for thin dielectrics as found in logic CMOS
devices. For miniaturized devices with thicker ox-
ides and higher trap densities multi-TAT processes
become increasingly important.

Figure 5 depicts the trap occupancy within the ox-
ide. A MOS transistor with 1V gate bias was sim-
ulated. It can be seen that the trap occupancy f; is
remarkably lower in the multi-TAT case. The rea-
son is the higher probability for electrons to tunnel
to one of the neighbor traps compared to tunnel-
ing to the anode as it is the only possibility in the
single-TAT model.

The implementation of this model into the device
simulator MINIMOS-NT allows to simulate the ef-
fect on the threshold voltage of memory devices.
The space charge density in the dielectric is cal-
culated as p(x) = qfi(X)N¢(x). Figure 6 outlines
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Figure 4: SILC simulations for a set of MOS de-
vices at 1V gate bias. The oxide has
a constant trap concentration of 9 x
10 ecm—3,
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Figure 5: The trap occupancy f; in the oxide of a
1.5nm MOS transistor at 1V gate bias.

the threshold voltage V; for different oxide thick-
nesses. The direct tunneling model, applying the
commonly used Tsu-Esaki approach, does not ac-
count for the filling of traps in the oxide. There-
fore the threshold voltage is not shifted compared
to the simulation without a tunneling model. The
new multi-TAT model predicts an increase in V;.
This higher threshold voltage is due to the tunnel-
ing current in the oxide and the filled and therefore
negatively charged traps.
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Figure 6: Comparison of the threshold voltage V;
of MOSFET structures with different
oxide thicknesses.

1.4 Conclusion

We presented a new trap-assisted tunneling model
which takes the interaction of several traps for the
creation of conducting paths into account. The
model is applied to devices with varying oxide
thicknesses. Comparing single-TAT and direct
tunneling reveals that for highly degraded devices
with oxide thicknesses between 3nm and 8 nm
the inclusion of a multi-TAT model is crucial.
With the implementation of the multi-TAT model
in the multi-purpose device- and circuit simulator
MINIMOS-NT arbitrary device geometries can be
evaluated.
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2 Three-Dimensional Simulation of Thermal Oxidation and

the Influence of Stress

The thermal oxidation process of three-
dimensional structures is analyzed with our ox-
idation model. This comprehensive model takes
into account that the diffusion of oxidants, the
chemical reaction, and the volume increase occur
simultaneously in a so-called reactive layer which
has a spatial finite width, in contrast to the sharp
interface between silicon and dioxide in the con-
ventional formulation. Our oxidation model also
includes the coupled stress dependence of the ox-
idation process because the influence of stress is
shown to be considerable. Only the simulation of
stress dependent oxidation leads to results which
agree with the real physical behavior.

2.1 Introduction

Thermal oxidation of silicon is one of the most
important steps in the fabrication of highly inte-
grated electronic circuits, being mainly used for
efficient isolation of adjacent devices from each
other. If a surface of a silicon body has contact
with an oxidizing atmosphere, the chemical re-
action of oxidants with silicon (Si) forms silicon
dioxide (SiO,). Depending on the oxidizing ambi-
ent the oxidants can arise from steam (dry oxida-
tion) or water vapour (wet oxidation). Wet oxida-
tion has a significantly higher oxidation rate than
the dry one and so wet oxidation is mainly applied
for fast thick film oxidation in contrast to dry oxi-
dation which is more suitable for thin film oxida-
tion.

If a SiO, - domain already exists the oxidants dif-
fuse through the SiO,-domain to the Si-SiO5-
interface [11] where the chemical reaction of the
oxidants with silicon takes place. The parts of
silicon which should not be oxidized are masked
by a layer of silicon nitride (SizNi4), because
SigNig prevents the oxidant diffusion on the sub-
jacent SiO, - layer. During the oxidation process
the chemical reaction consumes Si and the newly
formed SiO, has more than twice the volume of
the original Si. This significant volume increase
leads to large displacements in the materials.

If the additional volume is prevented from expand-
ing as desired, e.g. by the Si3Ni4 - mask, mechani-
cal stresses arise in the materials. Since there is a
strong stress dependence of the oxidant diffusion
and the chemical reaction, the oxidation process
itself is considerably influenced by stress.

So thermal oxidation is a complex process where
the three subprocesses oxidant diffusion, chemi-
cal reaction, and volume increase occur simulta-
neously. From a mathematical point of view the
oxidation process can be described by a coupled
system of partial differential equations, one for the
diffusion of oxidants through SiO», the second for
the conversion of Si into SiO, at the interface, and
a third for the mechanical problem of the complete
oxidized structure. The whole mathematical for-
mulation is numerically solved by applying the fi-
nite element method.

The oxidation rate mainly depends on the oxidiz-
ing ambient, especially on the temperature, the
pressure, and the oxidant species. For practical use
of an oxidation model it is important to carefully
control the ambient parameters of the oxidation
process. Therefore in our model these parameters,
e.g the temperature profile, are adjustable easily.

2.2 TheModd

In our oxidation model [12] we use a normalized
silicon concentration n(X,t) [13] so that the value
of nis 1 in pure Si and 0 in pure SiO,. Advan-
tageously our model takes into account that the
diffusion of oxidants, the chemical reaction and
the volume increase occur simultaneously in a so-
called reaction layer. In contrast to the sharp in-
terface between Si and SiO» like in the standard
model [14], this reaction layer has a spatial finite
width (see Figure 9) where the value of n lies be-
tween 0 and 1.

Most of the other oxidation models [15][16] de-
scribe the SiO» - growth more or less by a moving
bound-



2 Three-Dimensional Simulation of Thermal Oxidation and the Influence of Stress 6

ary problem, because these models are all
based on the one-dimensional standard model
[14]. Unfortunately the handling of moving
boundary problems becomes very complicated
for complex three-dimensional structures [17]
and so sometimes such models are restricted
to two dimensions or have a lack of reliability
and stability for complex three-dimensional
structures.

With regard to these aspects our oxidation model
is advantageous, because with the normalized sili-
con concentration and the reaction layer it exhibits
always the same reliability independent of the ge-
ometry of the three-dimensional structure. Fur-
thermore all other oxidation models need a special
fitting for thin film oxidation as described in [18].
So another advantage of or model is that thin film
or dry oxidation [19][20] is also properly treated
by our model without any modification.

2.2.1 Oxidant Diffusion

The diffusion of oxidants is described by
D(p)AC(X,t) =k(n,p)C(X.t),  (12)

where A is the Laplace operator, C(X,t) is the ox-
idant concentration, and D(p) is the stress depen-
dent diffusion coefficient:

D(p) = Doexp(—%). (13)

Here Dg is the low stress diffusion coefficient
[21][22], p is the hydrostatic pressure in the
respective material, Vp is the activation volume,
kg is the Boltzmann’s constant, and T is the
temperature in Kelvin.

k(n, p) is the stress dependent strength of a spatial
sink and not just a reaction coefficient at a sharp
interface:

kN, p) =n(X ) kmacexp(— £%).  (14)

As given in (14) we define that k(n, p) is linearly
proportional to n(X,t). Furthermore (13) and (14)
are only valid for a pressure p > 0.

2.2.2 Dynamics of n

The dynamics of n is described by

onxt) 1

5 = K p)C(X /Ny, (15)

where A is the volume expansion factor (=2.25)
for the reaction from Si to SiO,, and Nj is the
number of oxidant molecules incorporated into
one unit volume of SiO».

2.2.3 Mechanics

The chemical reaction of silicon and oxygen
causes a significant volume increase.  The
normalized additional volume after time At is

A—1
Vg = =5tk p)C(X, /Ny (16)

The mechanical problem is described by the equi-
librium relations

00, . 00y n 00y

=0
ox oy 0z
00y« 00y 00y,
= 17
0x * oy * 0z 0 (7
00 00y 00z
=0
0x oy * 0z
where the stress tensor @ is given by
0 =D(§—&p) + Go. (18)

Here D is the so-called material matrix. Further-
more, € is the strain tensor, €g is the residual strain
tensor, and dj is the residual stress tensor.

The material matrix D can be splitted in a dilata-
tion and a deviatoric part [23]

111000
111000
111000

D=1Hlo00000]|"
000000

(000000,
[+4 -2 2 00 0]
T O P
33 i g00

+ Getf s 3 3
0 0 0 100
0 0 0 010
0 0 0 00 1]

(19)
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with the bulk modulus H and the effective shear
modulus Gef. The bulk modulus is

E
H=—— 20
3(1—-2v)’ (20)
where E is the Young modulus and v is the Poisson
ratio.

In the elastic case Ges+ is the same as the standard
shear modulus

Geff:GZZ(liV). (21)
The materials SiO, and SizNis have a viscoelas-
tic behavior [24]. The Maxwellian formulation of
viscoelasticity is the most suitable one for these
materials [25]. In Maxwell’s model the dilatation
part is assumed purely elastic while the deviatoric
part is modelled by a Maxwell element.

It can be assumed that for a short time period AT
the strain velocity can be kept constant (¢ = z=)
[26]. So in the viscoelastic case Gess can be writ-
ten in the form

T
Gef t :GE<1—exp(— g)), (22)

where T is the Maxwellian relaxation time. This
relationship shows that Maxwell viscoelasticity
can be expressed by an effective rigidity Gess in
the deviatoric part of (19). So the material matrix
D depends in the elastic case only on Young’s
modulus E and the Poisson ratio v, and in the
viscoelastic case additionally on the Maxwellian
relaxation time T.

The components £q; (i stands for x, y or z) of the
residual strain tensor €y are linear proportional to
the normalized additional volume from

g0ii = 3V, &, (23)

After discretization of the continuum, we obtain a
linear equation system for the mechanical problem

Kd=f with K= / BTDBdV,  (24)
vV

where K is the so-called stiffness matrix, d is the
displacement vector, and f is the force vector.

B = [Bi,Bj,Bm, By (25)

is a discretized partial derivative matrix [27] where
i, j, mand p are the four nodes on a single tetra-
hedral element. The submatrix B; for the node i
is

* 00 b 0 0]
o % a?l 0 ¢ 0
Bi = 60Ni 60Ni ?ZI = g 8 %' ;
Av Ax | |
(z)y % %_’;‘l 0 d g
N g 0N L di 0 Dby |
L 0z ox J

(26)
with the linear form function N;(X) defined as

Ni(X) = aj +bix+ciy +diz, (27)

in which a;, b, ¢ and d; are constant geometrical
coefficients for the finite element. For example b;
is

1,y 1
17 Yp7 Zp

The force vector on a finite element depends on the
residual strain tensor and thus also on the volume
increase
f / BTDE,dV. (29)
v

After solving the linear equation system (24) we
obtain the displacement vector. Since the strain is
the first derivative with respect to displacement

§ =Bd, (30)
the stress can be determined with equation (18).

With the stress tensor the pressure for (13) and
(14) can be determined by using the formula

Trace(6)  Ox+ Oy +0z
-3 3 ‘

31)

2.3 Simulation Procedure

For the simulation procedure we perform a
finite element discretization by splitting the
three-dimensional  structure into tetrahedral
elements. The size of the tetrahedrons and, as
a result of that, the number of finite elements
is controlled adaptively by a meshing module.
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In the next step we set the initial values for the
oxidant concentration C and the normalized
silicon concentration n on the grid nodes. For
example n must be 1 in pure Si.

As shown in Figure 7, we iterate over all finite ele-
ments and build the local equation system for each
element for every actual discrete time. The local
equation system describes the oxidation process
numerically for one element. In order to describe
the oxidation process on the complete simulation
domain we need a global coupled equation system.
The components of the global equation system are
assembled from the local equation system by us-
ing the superposition principle.

Start simulation

| Create atetrahedral grid |

|Initialize the grid valuesfor Candn |

| setactual smulationtime=0 |

| time = time + timestep |

Make the local equation system for
one fi nite element

Assemble the componentsform the
local to the global equation system

N
S T T ——

Yes

| Solvethe global equation system |

Update the valuesfor C, n and
displacement on the grid nodes

|

max. sim. time ?

Yes
End simulation

Figure 7: Simulation procedure

After the iteration over all elements is finished,
the global assembled equation system is also com-
pleted. Now the global non-linear equation sys-

tem can be solved and we obtain the results for C,
n, and the displacement values for the actual time
step. With these results we update the values for C,
n, and the displacements on the grid nodes for the
actual time step. such that these values are always
keeping pace with the actual simulation time. The
displacement vector enables the calculation of the
strain tensor (30) as well as the stress tensor (18).

When the above described procedure is finished,
we increase the actual simulation time and start
with the assembling loop again. The same assem-
bling and solving procedure is repeated for each
time step until the desired end of the simulation.

2.4 Representative Example
2.4.1 First Example

We apply our oxidation model to the three-
dimensional structure with (1.2 x 0.3) um floor
space, as displayed on Figure 8. In this example
the upper layer is a 0.15 pym thick SizNiy4 - mask
which prevents the oxidant diffusion on the
subjacent Si-layer. Here the bottom surface is
fixed and on the upper surface a free mechanical
boundary condition is applied. The result of the
oxidation process of the whole structure after a
time t1 is shown in Figure 9.

For a more physical interpretation of the simula-
tion results with a sharp interface between Si and
SiO, the two regions can be extracted from the ) -
distribution by determining that n < 0.5 is SiO»
and n > 0.5 is Si as shown in Figure 10. For an
optimal comparison of the geometry before and af-
ter oxidation as well as the influence of stress, Fig-
ure 8—13 have the same perspectives and the same
proportions.

2.4.2 Stress Dependence

In order to demonstrate the importance of the
stress dependence we compare the results with
and without the impact of stress. Since the
oxidant diffusion and the chemical reaction
are exponentially reduced with the hydrostatic
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Figure 8: Initial structure of the Si - SizNig - body
before thermal oxidation

Figure 9: n -distribution and reaction layer after
thermal oxidation at time t;

pressure in the material, the oxidation process
itself is highly stress dependent.

As shown in Figure 11 the highest pressure in SiO;
is under the edge of the SizNi4 - mask, because in
this area the stiffness of the mask prevents the de-
sired volume expansion of the newly formed SiO».
Due to the mentioned stress dependence the oxi-
dation rate in these areas is considerably reduced
(see Figure 10).

If the stress dependence is not included in the sim-
ulation of the oxidation process, the simulation re-
sults do not agree with the real physical behav-
ior, because the oxidant diffusion and the chem-
ical reaction also occur under the SizNi4 - mask
without restriction. Because of this phenomenon
the SiO, - region at the same oxidation conditions

Figure 10: SiO,-region (sharp interface) with
stress dependent oxidation at time t;.

Figure 11: Pressure distribution with stress de-
pendent oxidation at time t;.

is much more expanded than with the stress de-
pendence as shown in Figure 12. In addition, the
larger forces under the SigNi4 - mask, which result
from the larger pressure domain (see Figure 13) in
this area, cause larger displacements of the mask.

2.4.3 Second Example

Another more complex three-dimensional
structure ((0.8 x 0.8) pm floor space), with a
0.15 pm thick L -shaped SizNi4-mask is stress
dependent oxidized with our oxidation model, as
shown in Figure 14. Due to the L -shaped mask
here the effect of the three-dimensional oxidation
process is pronounced, because the shape of
the SiO,-region and the deformations are not
continuous in any direction.
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Figure 12: SiO, - region (sharp interface) without
stress dependent oxidation at time t;.

Figure 13: Pressure distribution without stress de-
pendent oxidation at time t;.

Figure 15 shows that the highest pressure in
SiOy is under the edge of the SizNig-mask
again, which slows down the oxidation process in
these areas. The stiffness of the SizNis-mask is
approximately six times larger than the stiffness
of SiO, and so the displacements in SiO» are also
much more larger than in the SizNi, - mask which
leads to the well-known bird’s beak effect.

25 Summary and Conclusion

An oxidation model which takes the real physi-
cal behavior of the whole oxidation process un-
der full control of the ambient parameters into ac-
count, has been presented. Our model is based on
a normalized silicon concentration and a reaction
layer with a spatial finite width in contrast to the

Figure 14: SiO,-region with stress dependent
oxidation at time t;.

Figure 15: Pressure distribution with stress de-
pendent oxidation at time t;.

moving boundary concept and a sharp Si-SiO5-
interface in the conventional formulation.

The reaction layer takes into account that the dif-
fusion of oxidants, the chemical reaction and the
volume increase occur simultaneously. In contrast
to the moving boundary concept, our normalized
silicon concentration concept also works on com-
plex three-dimensional structures without restric-
tion. For a physical interpretation with a sharp in-
terface between Si and SiO the two regions can
be extracted from the normalized silicon distribu-
tion by determining that a value equal or less 0.5
is SiO» and a value larger than 0.5 is Si. Further-
more thick film as well as thin film oxidation are
properly treated without a need of modification.



2 Three-Dimensional Simulation of Thermal Oxidation and the Influence of Stress

For the mechanical behavior of the materials an
elastic or viscoelastic model can be applied. In
the viscoelastic model we use use a Maxwellian
formulation. It was shown that for short time
periods the Maxwell viscoelasticity can be
expressed by an effective shear modulus which
depends on the Maxwellian relaxation time,
in the deviatoric part of the so-called material
matrix. The whole mathematical formulation of
the oxidation process, which is described by a
coupled system of partial differential equations, is
solved by applying the finite element method.

The model was verified by the oxidation of two
different three-dimensional structures. Beside the
presentation of the simulation results the impor-
tant influence of stress on thermal oxidation was
investigated. It was shown that the highest hydro-
static pressure in SiO is under the edge of the
SigNig - mask and that the results agree only for
stress dependent oxidation with the real physical
behavior. As a result of the strong stress depen-
dence of the oxidant diffusion and the chemical
reaction the oxidation rate in this area is consid-
erably reduced. If the stress is not taken into ac-
count the oxidation process also occurs under the
SisNig4 - mask without restriction and so the SiO5 -
domain and the displacements are too large in re-
lation to the real physical process.

11
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3 A Novel Technique for 3D Mesh Adaptation with an A Posteriori

Error Estimator

We present a novel error estimation driven three-
dimensional unstructured mesh adaptation tech-
nigue based on a posteriori error estimation tech-
niques with upper and lower error bounds. In con-
trast to other work [28] we present this approach
in three dimensions using unstructured meshing
techniques to potentiate an automatically adap-
tation of three-dimensional unstructured meshes
without any user interaction. The motivation for
this approach, the applicability and usability is
presented with real-world examples.

3.1 Introduction

Most TCAD (Technology Computer Aided De-
sign) problems can be formulated with partial dif-
ferential equations and solved by numerical meth-
ods, usually finite difference, finite element and
finite volume methods. They are used to model
disparate phenomena such as dopant diffusion,
mechanical deformation, heat transfer, fluid flow,
electromagnetic wave propagation, and quantum
effects. An essential step in these methods is to
find a proper tessellation of a continuous domain
with discrete elements, in our case tetrahedra.

This transition from the continous domain to a
discretized domain will inherently produce errors
in the computed results, no matter how sophisti-
cated or how appropriate a mathematical model
is. This approximation error can be enormous, and
can completely invalidate numerical predictions if
we have no estimated or quantitative measurement
of these errors.

The general subject is referred to as a posteriori
error estimation. It is an essential step to observe
and bound the approximation error and to have a
mesh adaptation strategy to guarantee the accuracy
of the solution within a given range. In contrast to
two dimensions where mesh generation and adap-
tation techniques are mostly based on hand crafted
meshes or grids, it is almost impossible to design
grids or meshes in three dimensions. On that ac-
count it is very important to generate and adapt
meshes in three-dimensions automatically.

3.2 Mesh Generation and Adaptation

The first step in solving equations numerically is
the discretization of the underlying computational
domain. A widely used approach has been to
divide the domain into a structured assembly of
quadrilateral cells, with the topological informa-
tion being apparent from the fact that each interior
vertex is surrounded by exactly the same number
of cells. This kind of discretization is called struc-
tured grid or simply grid. The major disadvan-
tage of this approach is, that the discretization of
highly non-planar elements produces a large num-
ber of points in the simulation domain. As a conse-
quence the subsequent simulation and calculation
steps are slowed down requiring a lot of computa-
tional resources.

The alternative approach is to divide the compu-
tational domain into an unstructured assembly of
cells. The notable feature of an unstructured mesh
is that the number of cells surrounding a typical
interior vertex of the mesh is not necessarily con-
stant. This kind of discretization is called unstruc-
tured mesh or simply mesh. The major disadvan-
tage of this approach is that the element generation
process is one of the most complicated procedures
in the field of simulation. However the reduction
in simulation time and the requirements on com-
putational resources can be significant.

Based on the complex three-dimensional mesh
generation process and the impracticality of using
uniform refinement strategies most of the TCAD
simulations are based on structured grids. But
with the shift to real and complex input struc-
tures the grid approach with the involved refine-
ment steps is no longer manageable. Here the un-
structured mesh generation techniques come into
play. In two dimensions most of the grid or mesh
design procedure and adaptation steps are done
by hand. With the step from two-dimensional to
three-dimensional mesh generation and adaptation
a hand crafted design and adaptation is impossible.
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First, the user interaction and visualization in
three-dimensions is very difficult. Secondly the
user can not be aware where the adaptation should
be done. On this account three-dimensional
mesh generation and adaptation must be coupled
with error estimation techniques to ensure an
automatic adjustment for a given problem without
user interaction.

A difficulty in the field of mesh adaptation is that
to this date the understanding of the relationship
between the quality of mesh elements, numerical
accuracy, and stiffness matrix condition remains
incomplete, even for the simplest cases.
Experience and mathematical results have shown
that isotropic elements usually lead to good
results while degenerated elements will negatively
affect the computation. Therefore we derive an
abstract quality criterion for elements which
have to be refined so that automatic remeshing
can be easily accomplished by locally removing
tetrahedra patches and inserting points derived
from the error estimator.

Our novel technique of calculating an abstract
quality criterion to control the mesh adaptation or
remeshing step separates the mathematical error
estimation step from the geometrical meshing step
and can therefore be implemented with different
error estimation models.  Also the software
components can be easily upgraded. In the field
of unstructured mesh modification the following
techniques are possible:

- H-method
This method uses a geometrical parameter h
for refinement (i.e. the height of a tetrahe-
dron).

- P-method
This method varies the degree p in the
approximation (i.e. quadratic ansatz
functions within finite elements) while
keeping the geometrical size h unchanged.

- HP-method
This method combines the p-method with
the h-method.

- Adaptive remeshing method
This method extracts a patch of marked ele-
ments which are accordingly remeshed.

For our technigue we focus mainly on the adaptive
remeshing method (some kind of advancing front
method [29]) because of the maximum degree of
freedom within mesh adaptation.

3.3 Error Estimation

The numerical expression of a discretized problem
results in a discrete distribution of quantities and
ansatz functions of a certain function class (e.g.
piecewise affine functions) to describe the behav-
ior of the quantities. Apart from the quality of
the underlying mesh the quality of the simulation
essentially depends on the selection of the ansatz
functions.

Using piecewise affine or constant ansatz
functions like finite volumes or finite elements we
always obtain results with a certain error. In terms
of function spaces we carry out a projection of
the complete space of functions to the subspace
of piecewise affine or constant functions. Usually
the euclidian norm is used in order to measure the
distance between two functions.

It ~gllz= \/ [0 -g00) % @)

3.3.1 Residual Based Error Estimation

On each triangle the solution function is interpo-
lated piecewise ( Figure 16) affinely so as to re-
ceive a globally continuous function. This func-
tion fulfills the Laplace equation in the interior of
the triangle whereas the discontinuity of the inter-
polated solution function at the boundaries leads
to an error which can be estimated locally by the
following formula:

Nk = hie( EZ | Jen (Un) [|E +
EcExNEjnt

E;K | I (un) IE) (33)

where Ex denotes the edges of the triangle and E;j
is the set of the interior edges. The local discon-
tinuity of the gradient of the interpolated function
at an edge is Je, where Jen is the normal com-
ponent and Jg is the tangential component. The
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Figure 16: (left) Two-dimensional representation
of the error estimator. The normal
component of the error changes at the
facet. (right) Discrete solution func-
tion up, and the interpolation function
U as function over the mesh triangle

geometry factor hx denotes a characteristic length
of the triangle such as the mean edge length or the
circumference radius. An interpretation of the be-
havior of the error estimator is given in the fol-
lowing. A gradient in the potential causes a flux,
which is free of sources in the case of the Laplace
equation.

If the flux is discontinuous through a facet of a
tetrahedron there has to include source density on
the facet. The Laplace equation states, however,
that the source density vanishes. Therefore the
estimated error is zero if the potential behaves
smoothly when crossing a facet. As we use
piecewise affine interpolation the function is
continous and therefore the jump of the tangential
field strength has to vanish. For this reason only
the normal components of the field strength are
relevant.

3.3.2 ZZ Error Estimation

The ZZ error estimator [30] measures how much
the numerical solution up, differs from a smoothed
numerical solution Ty, (Figure 16). For some types
of differential equations such as the Laplace equa-
tion the ZZ estimator has been shown to have up-
per and lower bounds [30].

For the interpolation function of the discrete
numeric solution up, we use polynomial functions
of degree one in each tetrahedron. The distance
between the interpolated piecewise affine function
and the piecewise constant function can be

determined by the evaluation of the norm (32) and
yields,

nk:ZUiZ_ZUin (34)
I i)

where the U; are the result values in the vertices of
the tetrahedron.

3.3.3 Evaluation of the Error Estimation

A quality statement regarding the calculation can
be given counting the simplices within a certain
error interval of error values. The range of errors
(from zero to the maximum error) is divided into
equidistant error classes, i.e. ten classes.

With this separation different adaptation strategies
can be used: minimum number of elements, error
in element, or maximum number of elements. Here
we use the maximum number of elements strategy,
which is bound to 30% in each refinement step,
and the error in element strategy, only to sort the
elements.

3.4 Results

In the following the results of the error estimation
and mesh adaptation techniques are shown. We
use two different examples to demonstrate the be-
havior of our novel technique of coupling the error
estimation and mesh adaptation steps through an
abstract interface.

First, we use a non-planar capacitor structure
and calculate the potential distribution between
the contacts. Here we use the residual error
estimation technigque only to show the shift of the
quality of the elements within each error class.

The second example deals with a realistic inter-
connect line with tapered line elements (lines with
angular side walls) and a pyramid element for the
via, which connects the two lines. Here we com-
pare the residual error and the ZZ error estimation
technique.

For the non-planar capacitor we give a compari-
son of the initial error and the error value after one
remeshing step:
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Initial meshing | Remeshing

Tetrahedra 2,145 8,774
Minimum error 0.02 0.001
Maximum error 25.0 19.4
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Figure 17: Initial local error values without re-
finement

Figure 18: Local error values after one refinement
step

The next diagram shows the distribution of
error values.  The number of tetrahedra is
plotted on the y-axis while the x-axis shows
the error classes. The light gray boxes
show the refined error values whereas the
dark grey boxes show the initial error values:
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As can be seen, the error values for the elements
are shifted to the left side indicating that the
local error values drop due to our refinement
technique. Figure 17 depicts the error values
without any refinement, whereas Figure 18
shows the distribution of error values after one
adaptation step (zero stands for a lower error,
and one denotes a higher error). As we have

seen in the error value diagrams the local error
values are shifted to lower values. To show
the applicability and usability for a realistic
example we solve the Laplace equation within an
interconnect structure and show the successfully
application of our technique. In Figure 19
we depict the structure, the contacts and the
potential distribution.  Figure 20 presents a
three-dimensional visualization (not a cut through
the structure) of the relative error based on the
residual error estimation technique within each
adaptation step. Compared to the residual error
estimator, Figure 21 presents the adaptation steps
based on the ZZ error estimation technique. The

Interconnect line

Contact 1
Via

Contact 2

<

Figure 19: Initial interconnect structure (top) and
potential distribution (bottom)

following table gives a comparison of the number
of tetrahedra after each adaptation step within the
two different error estimation techniques:

Initial step | Step 1 | Step 2
RS: Tetrahedra 1,720 | 2,052 | 2,334
ZZ: Tetrahedra 1,720 | 2,075 | 2,290

3.5 Conclusion

Using the advantages of mesh refinement in com-
bination with a posteriori error estimation leads to
an enormous increase of simulation result quality.
The benefits of adaptive mesh refinement allow us
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AR N |

Figure 20: Residual based error estimator,
zoomed into the important via: first
three adaptation steps

EXS

Figure 21: ZZ error estimator, zoomed into the
important via: first three adaptation
steps

to locally improve the mesh quality without in-
creasing the number of mesh points dramatically.
For this reason the resolution of the critical simu-
lation domain is much higher and the relevant pro-
cesses can be better simulated whereas the regions
of lower interest do not require much simulation
time. In combination with a posteriori error es-
timation a measure was found which triggers the
refinement and indicates if the quality of the solu-
tion is resolved adequately.



4  Level Set Method Based Topography Simulator and its Applications in Interconnect Processes 17

4 Level Set Method Based Topography Simulator and its Applications

in Interconnect Processes

The application of level set and fast marching
methods to the fast simulation of surface topog-
raphy especially in three dimensions for semicon-
ductor processes is presented. Our general pur-
pose topography simulator is based on these meth-
ods and has been implemented using many tech-
niques for increasing of its speed.

4.1 Introduction

Interconnects are becoming increasingly impor-
tant with shrinking technologies. Capacitance and
resistance of interconnect lines determine the tim-
ing delays due to metal lines, which contribute
more and more to the overall delays. For proper
modeling the capacitances, one has to know the
metal profile, e.g., bottom and top CD (Critical
Dimensions) and metal slope, the profile of the
deposited layer with and without CMP (Chemical
Mechanical Planarization), and the profile of the
void, if it is formed. These profiles depend heav-
ily on deposition process conditions, metal thick-
ness, and line-to-line spaces, and less strongly on
the metal width. The significant influence of void
formation in a controlled and reproducible manner
as an economically advantage for substituting ex-
pensive low-k materials was studied and simulated
in two dimensions using our topography simulator
[31].

The availability of a fast topography simulator
which generates the metal profile and the pro-
file of deposited layers using simulation of etch-
ing and deposition processes, is very important.
However, three-dimensional topography simula-
tion still faces many challenges which limit its
general applicability and usefulness. In addition,
three-dimensional topography simulation tends to
be very CPU and memory expensive to date.

Based on an efficient and precise level set method
including narrow banding and extending the speed
function in a sophisticated algorithm, we have de-
veloped a general topography simulator in two
and three dimensions for the simulation of de-
position and etching processes. The simulator

is called ELSA (Enhanced Level Set Application)
and works efficiently concerning computational
time and memory consumption. It ensures si-
multaneously high resolution. Furthermore we
have developed TOPO3D whose kernel is based
on ELSA, but in addition, it is linked to a pro-
gram library for handling objects for full three-
dimensional semiconductor process simulations.
This program library is called WAFER-STATE
SERVER.

The outline of this paper is as follows. First,
we present briefly the level set method and re-
lated techniques for an efficient implementation.
Second, we present shortly some two-dimensional
simulation results for the backend of a 100nm pro-
cess. Third, some simulation results of three-
dimensional structures applicable in interconnect
processes are shown. Finally, we shortly describe
the WAFER-STATE SERVER.

4.2 Theleve set method

The level set method provides means for describ-
ing boundaries, i.e., curves, surfaces or hypersur-
faces in arbitrary dimensions, and their evolution
in time which is caused by forces or fluxes normal
to the surface [32, 33]. The basic idea is to view
the curve or surface in question at a certain time t
as the zero level set (with respect to the space vari-
ables) of a certain function u(t,x), the so called
level set function. Thus the initial surface is the
set {x | u(0,x) = 0}.

Each point on the surface is moved with a certain
speed normal to the surface and this determines the
time evolution of the surface. The speed normal to
the surface will be denoted by F(t,x).

The surface at a later time t; shall also be consid-
ered as the zero level set of the function u(t,x),
namely {x | u(t,x) = 0}. This leads to the level
set equation

U + F(t,x)||0Oxul| =0,

u(0,x) given,
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Figure 22: SEM image of a whole backend stack
comprised of three Al metals and a Ti-
nitride interconnect.

Figure 23: Two-dimensional schematics of a
signal line (middle) surrounded by
grounded lines and planes.

in the unknown variable u, where u(0,x) deter-
mines the initial surface. Having solved this equa-
tion the zero level set of the solution is the sought
curve or surface at all later times.

Now in order to apply the level set method a suit-
able initial function u(0,x) has to be determined
first. A beneficial choice is the signed distance
function of a point from the given surface. Af-
ter calculation of the initial level set function, the
speed function values on the whole grid are used to
update the level set function in a finite difference
or finite element scheme. Usually the values of the
speed function are not determined on the whole
domain by the physical models [34, 35] and, there-
fore, have to be extrapolated suitably from the val-
ues provided on the boundary, i.e., the zero level
set. This can be carried out iteratively by starting
from the points nearest to the surface. The idea
leading to fast level set algorithms stems from ob-
serving that only the values of the level set func-
tion near its zero level set are essential, and thus

w |
B

Figure 24: Simulation of void formation by M3
lines at 0.90um space above the M2

plane.
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Figure 25: Comparison between simulation and
measurement of M3 middle line ca-
pacitance as a function of line-to-line
spaces.

only the values at the grid points in a narrow band
around the zero level set have to be calculated.
Both improvements, extending the speed function
and narrow banding, require the construction of
the distance function from the zero level set in the
order of increasing distance. But calculating the
exact distance function from a surface consisting
of a large number of small triangles is computa-
tionally expensive and can be only justified for the
initialization. An approximation to the distance
function can be computed by a special fast march-
ing method [36, 37].

4.3 Two-Dimensional | nterconnect
Capacitance Simulation

In the process considered the films deposited as
ILD (Interlayer Dielectric) are silicon nitride and
silicon dioxide films. For topography simulation
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of a deposition process, it is generally possible to
consider complicated reaction paths. However, it
is advantageous to reduce the possible reaction to
an essential minimum for reducing the complexity
of the simulator. Figure 22 shows a whole backend
stack comprised of three different metal lines M1,
M2, and M3, bottom-up, respectively.

In order to model capacitances, we assume that a
signal line is at high voltage and surrounded by
two lines on the left, two lines on the right, a plane
underneath, and a plane above. The surrounding
lines and planes are assumed to be at ground volt-
age. For example an M2 signal line could be sur-
rouded by M2 grounded lines above the M1 plane
and underneath the M3 plane. This skeleton is
shown in Figure 23. Most resistance and capac-
itance extraction RCX tools have very simplistic
void models. Even if the metal slope is modeled,
it is mostly assumed constant and independent of
space. This is insufficient for today’s technolo-
gies where interconnects have a large number of
special features which are nowhere close to ideal
[38, 39].

Figure 24 shows the simulation result of void
formation at 90um line-to-line spaces where
the slopes of metal lines have been assumed
to dependent on line-to-line spaces. A very
good agreement between the simulations and
measurements of M3 line capacitances with an
error of less than 5% has been achieved as shown
in Figure 25.

4.4 Three-Dimensional Simulation
Results

In this section we present three-dimensional sim-
ulation results obtained by ELSA for detection of
void formation in interconnect lines after deposi-
tion of ILD materials. Figure 26 shows the three-
dimensional structure, with metal width W, line-
to-line spaces S, and metal thickness T in X, v,
and z direction, labeled with X, Y, and Z, respec-
tively. The deposited layers were silicon dioxide
and silicon nitride with thickness of D1 = 0.1ym
and D2 = 0.9um, respectively.

The goal of simulation was detecting the void for
a set of different S holding the metal thickness

Figure 26: Three-dimensional initial boundary
for the deposition of silicon dioxide
and silicon nitride in an interconnect
structure.

Figure 27: A y-z point of view of simulation of
void formation at S = 0.72um using
ELSA.

one time at T1 = 1.045um, and for second time at
T2 = 0.845um. We introduce a parameter C(T,S)
which is calculated as follows:

C(S,T)=T+D1+D2—Hyid(S)

where Hygig Stands for the z coordinate of the top
of a void. In order to know how C(T,S) depends
on line-to-line spaces and metal thickness, we
have performed four different simulations at
S = 0.18,0.36,0.72, and 1um, for T1 and for
T2. Figure 27 shows a y-z point of view of the
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Figure 28: Dependence of C on S for T1 =
1.045um, and T2 = 0.845um. The
lower and upper curve stands for T2
and T 1, respectively.

three-dimensional simulation of void formation
of the initial structure shown in Figure 26 for
S=0.72umand T1.

Figure 28 shows the simulation result for calculat-
ing of C for different line-to-line-spaces at T 1, and
T2. As expected, the z coordinate of top of void
has been greater as we have increased S. Whereas
for small line-to-line spaces the metal thickness
does not play an important role, the effect of metal
thickness will be more important with increasing
S. Furthermore, the simulation results have shown
that the metal width can not considerably affect
the void formation and its dimensions.

45 Wafer State Server

The WAFER-STATE SERVER is a program library
and file format for handling three-dimensional ob-
jects in semiconductor process simulation devel-
oped at the Institute for Microelectronics [40]. It
is a solution to the integrated simulation of three-
dimensional manufacturing processes.

A generic data model suitable for process and
device simulations allows for an efficient data
exchange between simulators even when they are
based on different native file formats. It is able to
handle different meshes and distributed quantities

Figure 29: A T-shape initial boundary for an
isotropic deposition process.

Figure 30: Simulation result of isotropic deposi-
tion of two different materials using
TOPO3D.

stored thereon. The program library also defines
algorithms to perform geometrical operations for
full three-dimensional process simulation as they
are used in topography simulations.

Figure 30 shows the simulation result of an
isotropic  deposition into a T-shape initial
boundary shown in Figure 29 using TOPO3D.
The deposition simulation have been done for two
different materials.
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4.6 Conclusion

State of the art algorithms for surface evolution
processes like deposition and etching processes
in three dimensions have been implemented.
A general purpose topography simulator was
developed based on the level set method
combining narrow banding and fast marching
methods for extending the speed function. The
application of the simulator has been presented
for two and three-dimensional interconnect
processes. A very good agreement between
the two-dimensional simulation results and
measurements of capacitance after deposition
of ILD materials has been achieved. A set
of three-dimensional simulations for different
line-to-line spaces and metal thicknesses has
been performed. Line-to-line spaces and
metal thickness play an important role by void
formation and its dimensions. However, the effect
of metal thickness on void profile will only be
important from a determined line-to-line spaces.

21



5 Simulation of Dynamic NBTI Degradation for a 90nm CMOS Technology 22

5 Simulation of Dynamic NBTI Degradation for a 90nm CMOS

Technology

The NBTI effect has become the limiting factor for
the reliability of p-MOSFETSs in the sub-100nm
regime. In this work the dynamic NBTI degrada-
tion was systematically investigated for a 90nm p-
MOSFET by experiment and simulation. For thin
gate oxides stressed at low to medium gate volt-
ages the bulk traps can be neglected and NBTI
occurs mainly due to the generation of interface
traps. Under this condition the reaction-diffusion
model can be applied for the prediction of NBTI
degradation. The model parameters were cali-
brated for NBTI simulations at arbitrary gate volt-
age, frequency, and duty cycle within a calibrated
range. The long-time NBTI degradation was sim-
ulated up to 10 years in order to estimate the tran-
sistor lifetime under typical chip operation condi-
tions.

5.1 Introduction

Negative bias temperature instability (NBTI) leads
to rapid negative shifts of the p-MOSFET thresh-
old voltage V+y due to the buildup of positive
charged interface traps Nj;. The generation of in-
terface traps occurs when the transistor is stressed
by negative gate voltages at elevated tempera-
tures. NBTI degradation increases the absolute V1
value and reduces the drain current and transcon-
ductance of the transistor. It was found that the
DC degradation follows a power-law time depen-
dence which can be approximately described by
Nit(t) O ta. Under AC operation the interface traps
generated during the on-state of the transistor are
partially annealed in the off-state. Compared to
static NBTI behavior the dynamic NBTI effect
thus significantly improves the transistor lifetime.

While the microscopic details of the NBTI mech-
anism are not fully understood, it is speculated
that interface traps are generated by dissociation
of Si—-H bonds at the silicon-oxide interface dur-
ing NBTI stress [41]. A released hydrogen atom
diffuses away from the silicon-oxide interface and
leaves an interface trap behind which is charged
positive. Although interface traps are mainly re-

sponsible for NBTI in the majority of the cases,
oxide traps dominate the overall degradation for
high gate voltages particularly in thick oxide de-
vices [42].

In order to allow the treatment of bulk traps as
well, an equivalent positive sheet charge located at
the silicon-oxide interface can be defined, which
is caused by interface and bulk traps during in-
version of the p-MOSFET. The equivalent sheet
charge density (Nj:-q) produces a threshold volt-
age shift AVt which depends on the oxide capaci-
tance per unit area, Cqy, according to

Nit-q

Cox
The V1 degradation in the p-MOSFET reduces
the gate overdrive (Vg — V1) wich leads to a re-
duced drive current. This is consistent with the ob-
servation that the rise time of the CMOS inverter
output signal, controlled by the p-MOSFET, de-
grades over time, whereas the fall time, controlled
by the n-MOSFET, stays unchanged. The magni-
tude of the NBTI induced parameter shift depends
also significantly on the frequencies and duty cy-
cles which occur during operation of the transis-
tor [43].

AVy = — (35)

Nitrogen plays a key role in NBTI sensitivity, es-
pecially if it is located near the silicon-oxide inter-
face. It can be speculated that the application of
thinner SiON gate dielectrics leads to a faster hy-
drogen diffusion due to the lower quality of the ni-
trided oxide compared to pure silicon dioxide. The
faster loss of hydrogen at the interface increases
the NBTI degradation. For heavily nitrided, thin
gate oxides at low electric fields NBTI may domi-
nate over hot carrier injection (HCI) which occurs
primarily in the n-MOSFET [44].

In this paper NBTI degradation was systemati-
cally investigated for the p-MOSFET of a 90nm
technology with 20A equivalent oxide thickness
(EOT). Specific experiments were performed in
order to analyze the gate voltage, duty cycle, and
frequency dependence of the NBTI degradation
behavior.
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Figure 31: Description of the R-D model [4].

Frequency measurements were performed in the
range from DC to 1 MHz and “ON” duty cycles in
the range of 30% to 70% were used. Stress volt-
ages were applied from -1.5 V up to -2.7 V to the
gate of the transistor at a temperature of 125° C.
The collected measurement data were used to fit
the model parameters for NBTI simulations.

5.2 Reaction-Diffusion M odedl

A reaction-diffusion (R-D) model is used for the
simulation of NBTI degradation, because this
model accurately reproduces experimental NBTI
data [45]. The R-D model states that the buildup
of interface traps N;; arises from dissociation of
hydrogen (constant dissociation rate ki) governed
by an electrochemical reaction between inversion
layer holes and Si—H bonds.

The released hydrogen diffuses away from the
silicon-oxide interface or reacts with a dangling
silicon bond. The Nj; passivation occurs with
anneal rate k; [41]. When the transistor is
switched off, annealing occurs at unchanged
anneal rate k, and dissociation rate ks = 0.

The R-D model is schematically explained in Fig-
ure 31. This sketch demonstrates that the released
hydrogen diffuses into the oxide during the stress
phase and returns to the interface during the relax-
ation phase. In the first few seconds the trap gener-
ation is controlled by the reaction process (fast Nj;
build-up), while the long-time generation is gov-
erned by the diffusion process (slow Nj; genera-
tion).

The stress phase (Nj; generation) and relaxation
phase (Nj; annealing) can be observed in
Figure 32. The R-D model is described by the
following two coupled differential equations
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Figure 32: Simulated and measured NBTI.
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A prerequisite for the applicability of the R-D
model is that the generated bulk traps during
NBTI aging can be neglected compared to the
generated interface defect density.  Recently,
charge pumping and stress-induced leakage
current (SILC) measurements revealed that this
prerequisite is fulfilled for thinner oxides stressed
at low to medium gate voltages [42].

Also, the generation of bulk traps caused by
injection of hot holes into the oxide shows a much
stronger voltage dependence than the interface
trap generation. However, an excellent AVt
versus Nj; correlation over a wide range of gate
voltages supports the absence of bulk traps and
that AVt is purely due to interface traps N;; [42].

5.3 Simulation

A one-dimensional finite differences method was
applied for the discretization of the differential
equations with the boundary condition of an ab-
sorbing wall at the oxide-poly interface. A neutral
diffusion species (atomic or molecular hydrogen)
is assumed and the hydrogen distribution profile
in the oxide Cn(x,t) is calculated for every time
step [46].

The result is the defect density Nj; and the cor-
responding shift AVt O Nj;. Figure 32 shows the
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Figure 33: Hydrogen diffusion profiles.

simulation result for DC stress compared to some
cycles of AC stress at a very low frequency. It
demonstrates a good agreement of the predicted
V1 degradation with measured NBTI data.

Figure 33 shows snap-shots of the corresponding
hydrogen distribution in the oxide during DC
stress. Note that the traps at the interface are built
up quickly during the first seconds (reaction-
limited regime) corresponding to a fast generation
of a high level of hydrogen concentration in
the interface zone. With increasing time the
hydrogen diffusion front moves towards the
oxide-poly interface (diffusion-limited regime).
After long times the hydrogen concentration at
the silicon-oxide interface becomes low again
corresponding to a high level of generated defects.

The calculated Nj; value can further be used as in-
put value for the device simulator Minimos-NT
in order to simulate the degraded output charac-
teristics of the p-MOSFET. Figure 34 shows the
Minimos-NT result for the degraded drain curent
of a p-MOSFET with 30A EOT at the end of the
lifetime, defined by AVt = 60mV [10].

5.3.1 Gate Voltage Dependence

In order to allow an NBTI simulation under more
realistic operation conditions, the gate voltage de-
pendence was included in the simulations. The
dissociation rate ks is determined by the available
surface hole concentration which depends on the
applied gate voltage. The dissociation rate is di-
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Figure 34: Degraded output characteristics.
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Figure 35: NBTI gate voltage dependence.

rectly proportional to the inversion hole density P
(ks O P) [42]. The inversion holes tunnel to the Si—
H bonds located in the SiOy interface zone gov-
erned by the electrical field.

The amount of Si-H bonds Ng at the interface
which can be reached by this stochastic tunneling
process increases with the oxide field. The holes
get captured and take away one electron from the
Si-H bonds. The weakened Si-H bonds are then
broken by thermal excitation [42].

Figure 35 shows an excellent agreement between
the simulation results and NBTI experimental data
in the whole measurement range from -1.5V up to
-2.7V. It can be observed that the V1 degradation
depends on the gate voltage in a non-linear man-
ner, especially in the higher stress voltage regime.
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Figure 36: NBTI frequency dependence.

5.3.2 Frequency Dependence

Contrary statements can be found in the literature,
whether NBTI depends on the frequency or not.
No frequency dependence was found for NBTI
measurements up to 200kHz after a stress time
of only 1000s [47]. However, as depicted in
Figure 36 the NBTI degradation is significantly
reduced for higher frequencies and/or smaller
“ON” duty cycles. The measured frequency
dependence can be described by using a reference
frequency fp € [1kHz,1MHz] according to

f —0.03323
> (38)

Vr(f) = Vr(fo) <f—

0

The reaction-diffusion model predicts no

frequency dependence of the NBTI degradation.

In this first order model the dynamic NBTI

degradation depends only on the duty cycle of the
gate signal.

On the other side, NBTI simulations in the range
of years for high frequency operation are not feasi-
ble due to the required small time resolution which
should be in the range of about 1—10 of the period du-
ration.

For fast simulation at high frequencies we suggest
to perform the simulation at low frequency fq with
equal duty cycle and to correct the result after-
wards with the NBTI shift as function of the fre-
quency according to (4). As depicted in Figure 38,
this simple approach can accurately predict mea-
surements for 20 kHz at different duty cycles.
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Figure 37: NBTI duty cycle dependence.
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Figure 38: Long-time NBTI simulation for 10
years.

5.3.3 Lifetime Estimation

Currently there is no agreed standard procedure
available for the characterization and the measure-
ment of NBTI reliability. Companies use different
failure criterions for the definition of the device
lifetime. Often the stress conditions for the NBTI
measurements are chosen in a way which allows
to extrapolate a theoretical transistor lifetime of
10 years.

A reasonable failure criterion for the lifetime
of the 90nm technology s, for instance,
AV /V1t=10%. For other transistor types,
such as power devices, this criterion may be too
strict since a higher Vr shift may be tolerable.
Figure 34 compares long-time NBTI degradation
simulations for the lifetime estimation under DC
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and typical chip operation frequencies. It can
be observed that the diffusion-limited regime
is reached after about two seconds which is
characterized by a reduced slope of the V shift
over time.

5.4 Conclusion

The NBTI mechanism was systematically investi-
gated for a 90nm CMOS technology. Experiments
at different gate voltages, frequencies, and duty
cycles were performed in order to analyze the
NBTI behavior of the p-MOSFET. The simulation
method is based on the numerical solution of
the reaction-diffusion model. The R-D model
was extended to include the gate voltage and
frequency dependence. The successful calibration
of the model parameters is demonstrated by
comparing the simulation results with measured
NBTI data. All experimental data could be
well reproduced. The presented simulation
approach allows to predict the p-MOSFET
lifetime depending on the applied stress operation
conditions.
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