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1 Adaptive Energy Integration
of Non-Equilibrium Green’s
Functions

To obtain the physical quantities of interest within the
non-equilibrium Green’s function formalism, numeri-
cal integration over energy space is essential. Several
adaptive methods have been implemented and tested for
their applicability. The number of energy grid points
needed and the convergencebehavior of the Schrödinger-
Poisson iteration have been evaluated. An adaptive algo-
rithm based on a global error criterion proved to be more
efficient than a local adaptive algorithm.

1.1 Introduction

For nanoscaled devices, numerical simulations based on
the non-equilibrium Green’s functions (NEGF) formal-
ism are commonly performed [1–4]. A very efficient im-
plementation of this method has been achieved by means
of a recursive algorithm [5]. Proper numerical integra-
tion methods are vital for the stability and accuracy of
NEGF simulations.

1.2 The NEGF Formalism

The retarded and advanced Green’s functions are deter-
mined by the equation

GR(r, r′, E) = GA†(r, r′, E)

= [EI − H(r, r′, E) − ΣR(r, r′, E)]−1,
(1)

whereH(r, r′, E) is the Hamiltonian of the system and
ΣR(r, r′, E) is the retarded self-energy. The less-than
Green’s function is calculated as

G<(r, r′, E) = GR(r, r′, E)Σ<(r, r′, E)GA(r, r′, E).
(2)

The lesser self energy of the left and right contact is given

by Σ<
l,r(E) = ıℑ

{

ΣR
l,r(E)

}

fl,r(E) with the occupation

function fl,r(E) of the left and right lead, respectively.
The Green’s functions allow the calculation of physical
quantities of interest such as the local density of states,
N(r, r, E) = − 1

πℑ
{
GR(r, r, E)

}
, and the electron and

current density

n(r) = −2ı

∫

G<(r, r, E)
dE

2π
, (3)

j(r) = −
~q

m∗

∫
[
(∇−∇′)G< (r, r′, E)

]
∣
∣
∣
r
′=r

dE

2π
. (4)

For these quantities integration over energy is required.

Error criterion
met?

Add to complete
integral

End integration

Yes No

Start with
inital grid

Calculate
GR and G<

Insert additional
energy points

Reduce upper
interval boundary

Interval
energy integration

Jump to
next interval

Last interval?

No

Yes

Figure 1: Illustration of the adaptive integration algo-
rithm with grid refinement. Grid points are
added as long as the error criterion is not met.

1.3 Integration Methods

The numerical evaluation of these quantities require a
discretization of the energy space. A simple approach
using an equidistant energy grid suffers from two prob-
lems. A small number of grid points will not correctly re-
solve narrow resonances, whereas a vast number can lead
to an unpredictable summation of numerical errors and
to intractable memory requirements. These effects can
yield instability or poor convergency of a self-consistent
iteration loop [6]. Therefore adaptive energy integra-
tion (AEI) on a non-equidistant grid is required to in-
crease accuracy, numerical stability, and memory effi-
ciency. The following section outlines the different ap-
proaches that were implemented and tested for the appli-
cability within the NEGF formalism.

1.3.1 Simpson’s Rule

Simpson’s rule is a closed Newton-Cotes rule of second
order. The integral of a functionf(x) over an interval
[a, b] is given by

I1 =
b − a

6

[

f (a) + 4f

(
a + b

2

)

+ f (b)

]

. (5)

One strategy to decrease the interpolation error is to
subdivide the interval into two equal parts and to ap-
ply Simpson’s rule on each subinterval. This leads to
the composite Simpson rule which, for five grid points,
writes as

I2 =
b − a

12

[

f (a) + 4f

(
a + b

4

)

+ 2f

(
a + b

2

)

+4f

(

3
a + b

4

)

+ f (b)

]

. (6)
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To obtain an error criterion for the adaptive integration
algorithm (Fig. 1), the electron concentration within the
current integration interval is calculated using the 3-point
and the 5-point composite Simpson rule. This leads to a
local error which is compared to the desired error toler-
anceτ

∣
∣
∣
∣

I1 − I2

I2

∣
∣
∣
∣
< τ. (7)

If this condition is satisfied, the integral is considered
accurate enough and the grid in the given interval is not
further refined.

1.3.2 Polynomial Interpolation

Simpson’s rule is based on equidistant grid points and an
interpolation polynomial of second order. As an alterna-
tive, a more general approach with non-equidistant grid
points and polynomials of arbitrary degree can be con-
sidered. For a monomial power basis the interpolation
polynomial onN nodes takes the form

p(x) =

N∑

i=1

aix
i−1. (8)

To obtain the coefficient vector
a = [a1, a2, a3, . . . , aN ]

T an equation system
of rankN needs to be solved








1 x1 · · · xN−1
1

1 x2 · · · xN−1
2

...
. . .

...
1 xN · · · xN−1

N








︸ ︷︷ ︸

V








a1

a2

...
aN








=








y1

y2

...
yN








, (9)

whereV is called the Vandermonde matrix. Unfortu-
nately this system is often ill-conditioned and its solution
may become numerically unstable. Björck and Pereyra
[7] developed an algorithm that is able to calculate the
coefficient vectora in a fast and stable manner.

After the coefficients of the polynomial are obtained
the integral of the interpolation function in the interval
[x1, xN ] can be calculated. For an arbitrary odd number
N of grid points, a subset of(N + 1)/2 grid points may
be used to obtain a second polynomial and consequen-
tially a second approximation of the integral. These two
results are then compared to yield the error criterion for
the adaptive integration algorithm. Unfortunately, poly-
nomial interpolation functions on equidistant points suf-
fer from Runge’s phenomenon for a higher degree. This
can be avoided by using non-equidistant grid points as
done by the Clenshaw-Curtis Rule described in the suc-
ceeding section.

1.3.3 Clenshaw-Curtis Integration

Fejér [8] proposed to use the zeros of the Chebyshev
polynomialTn = cos(n arccosx) in the interval]−1, 1[
as quadrature points of the integral off(x),

1∫

−1

f(x)dx =

n∑

k=0

wkf(xk). (10)

For Fejér’s second rule, then−1 extreme points ofTn are
used. Clenshaw and Curtis [9] extended this open rule to
a closed form which includes the boundary pointsx0 =
−1 andxn = 1 of the interval. Then + 1 quadrature
points are

xk := cos(ϑk), ϑk := k
π

n
, k = 0, 1, . . . , n. (11)

The weightswk in equation (10) are to be obtained by an
explicit expression or by means of discrete Fourier trans-
forms [10]. The explicit expressions of the Clenshaw-
Curtis weights are:

wk =
ck

n

(

1 −
⌊n/2⌋∑

j=1

bj

4j2 − 1
cos(2jϑk)

)

. (12)

The coefficientsbj andck are given by

bj =

{
1, if j = n/2
2, if j < n/2

, (13)

ck =

{
1, if k = 0 mod n
2, otherwise.

(14)

A useful property of the Clenshaw-Curtis rule is the op-
tion to create subsets of the quadrature nodes. To move
from n + 1 to 2n + 1 points onlyn new function values
need to be evaluated.

1.3.4 Extended Doubly Adaptive Quadrature
Routine

So far the presented methods used a local error criterion
for adaptive energy integration. A different approach,
which comprises two refinement strategies, has been pre-
sented by Espelid [11]. A global error criterion is used
to find the most erroneous subinterval. This interval is
then treated locally either by subdivision and applying a
smaller order Newton-Cotes rule, or by inserting addi-
tional energy grid points and using a higher order rule,
depending on the estimated error. The local integral and
error of the superior method for a given subinterval are
then added to the global values. This procedure is re-
peated until the global error is below a given tolerance as
depicted in Fig. 3.
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Figure 2: Local density of states of the resonant tunneling diode. Thepenetration into classically forbidden regions,
the reflections at the barriers, as well as the resonant tunneling states within the quantum well can be seen
clearly.

1.4 Results

The implemented energy integration algorithms were ap-
plied to an unbiased double barrier structure. The num-
ber of energy grid points needed to meet a given relative
error τ is plotted in Figure 4. For the polynomial in-
terpolation and the Clenshaw-Curtis method a relative
error τ < 10−4 was needed to correctly resolve the
resonance in the quantum well. Using Simpson’s rule
evenτ < 10−5 is required to set enough grid points.
Comparing the local adaptive procedures, the polyno-
mial interpolation performs best considering the number

GR and G<
Calculate

erronous subinterval
Process most

by subdivision

Yes No

Error reduced?

Compute integral and error
for all subintervals

Start with
inital grid

Update integral
and global error

Insert additional
energy points

Replace interval with
the two subintervals

Loop while global error is above tolerance

GR and G<
Calculate

Apply higher order
Newton-Cotes rule

Figure 3: Illustration of the extended doubly adaptive
quadrature routine.

of grid points. To evaluate the convergence behavior of
a self-consistent band edge calculation as seen in Fig-
ure 2, the square of the potential update norm is plotted
over the iteration number (Fig. 5). For the polynomial
and the Clenshaw-Curtis method a local error criterion
of τ = 10−6 has been chosen. For the global adaptive
algorithm the relative error has been set toτ = 10−3

andτ = 10−5, respectively. All methods show similar
good convergence, whereas the number of energy grid
points differs considerably. The global adaptive method
requires about half of the points of the polynomial inter-
polation and a third of the Clenshaw-Curtis integration.

10−610−410−3

Relative local error τ

0

1000

2000

3000

4000

N
E

Polynomial

Clenshaw Curtis

Simpson’s rule

10−5

Figure 4: Number of energy grid points needed for a
given relative error tolerance.
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Figures 6 and 7 show the distribution of the grid points
versus energy for the self-consistent calculation of the
bandedge of a resonant tunneling diode under bias. The
histograms give the number of grid points in energy in-
tervals of 1 meV width. For both applied methods,
the significant energies at resonant levels or the contact
chemical potentials can be distinguished. At these en-
ergies, many more grid points are placed by the algo-
rithms. The global adaptive procedure requires approxi-
mately half of the grid points to properly resolve a reso-
nance as compared to the polynomial interpolation.

1.5 Conclusion

Local as well as a global adaptive integration strategies
have been used in NEGF simulations. The Simpson rule
does not suffice the demands of the diverse energy spec-
trum of a nano-electronic device. Although the polyno-
mial interpolation and the Clenshaw-Curtis method com-
bined with a local error criterion prove suitable for the
numerical energy integration, a global adaptive approach
is superior due to less grid points.
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Iteration
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Global adaptive (τ = 10−5)

Figure 5: The evolution of the squared potential update
norm is given for a self-consistent bandedge
calculation of a double barrier structure.
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2 First-Principles Investigation on
Oxide Trapping

We conduct a thorough investigation of the tunneling dy-
namics of oxide traps in a-SiO2, in particular of theE′

δ

center, theE′
γ center, their hydrogenated counterparts,

and theH atom. Based on these findings their behavior in
the context of tunneling can be deduced. It is found that
an E′

γ center can exchange electrons with theSi bulk.
TheE′

δ center shows two distinct behaviors induced by a
spread in its tunneling levels. TheH atom is not affected
by the presence of an interface, whereas aH bridge may
occur in every charge state.

2.1 Introduction

Defect levels of traps have long been the subject of nu-
merous investigations. Several experimental studies pro-
vide convincing indications of electron- or hole trap-
ping in a-SiO2 during bias temperature stress or expo-
sure to irradiation [12]. A large number of defects have
been studied in literature [12, 13], either identified by
their electro-paramagnetic-resonance (EPR) signal or by
their atomic-scale configurations. However, the fact that
defects undergo structural relaxation accompanied by a
shift in their energy levels has not received much atten-
tion to date, but has important implications on the tunnel-
ing kinetics in a-SiO2. This issue can be tackled within
the framework of first-principles simulations. Although
a similar study for c-SiO2 has been published [13], a de-
tailed investigation addressing the variations of tunneling
levels due to deviations of the local atomic arrangement
in a-SiO2 has not been performed up to date. The need
to mimick the oxide with a-SiO2 has been demonstrated
by [14].

2.2 Method

For this purpose, simulations were done employing den-
sity functional theory (DFT) based on gradient correc-
tions for the exchange-correlation functional and the pro-
jector augmented waves method (PAW) representing ion
cores [15]. The plane wave cut-off energy was expanded
up to 400 eV. Structural optimization was controlled
through a conjugate gradient algorithm which limits the
force on each atom to be below0.3 eV/Å. Charged
supercells were calculated introducing a homogeneous
compensating background charge to ensure neutrality.
The use of a plane wave code implicitly involves peri-
odic boundary conditions and implies interactions be-
tween periodically arranged defects. To minimize this
effect, large supercells of a-SiO2 (∼ 11.79 Å) compris-
ing of 36 SiO2 units (108 atoms) were chosen. The

Brillouin zone was sampled at theΓ-point. For produc-
tion of a-SiO2 an initial random configuration respect-
ing exclusion radii between atoms was created apply-
ing an empirical potential method (BKS-potential). An
equilibration step at3000 K for 30 ps with a timestep of
1 fs was followed by a quench to0 K for 30 ps with a
timestep of1 fs. Subsequently, a structural optimization
using DFT was carried out and the resulting silica net-
work was classified by pair-correlation functions, angle
distributions and the ring-distribution, which are in per-
fect agreement with published data [16]. Defect levels
for tunneling mechanisms (also referred to as switching
levels or transition states) are calculated as total energy
differences of supercells in their initial and final charge
state. The atomic structure is kept fixed according to the
Frank-Condon principle.

ε+/0[X+] =E0
f [X+] − E+

f [X+]

ε0/+[X0] =E0
f [X0] − E+

f [X0]

ε−/0[X−] =E−
f [X−] − E0

f [X−]

ε0/−[X0] =E−
f [X0] − E0

f [X0] (15)

The sign inEq
f corresponds to the formation energy in

the charge stateq, where[Xq] denotes the equilibrium
configuration.
After a tunneling process, a defect is not in its equilib-
rium configuration any more due to changes in the elec-
trostatics. This gives rise to structural relaxation and dif-
ferent energetics including a new transition state. In con-
sequence, different levels for tunneling into a defect and
out of a defect arise, as depicted in Fig. 10. Concerning
the bandgap alignment, we used the same procedure as
proposed in [13], but due to the amorphous nature of a-
SiO2 we found a bandgap offset of approximately2.6 eV
consistent with valence band offsets extracted from [17].

2.3 Results

TheO-vacancy can be envisioned by removing a bridg-
ing O atom from the silica network, where the adjacent
Si atoms reestablish a common bond. In the neutral
charge state, the bond length of about2.3− 3.0 Å comes
close to the typicalSi bond length in c-Si. For the pos-
itively charged variant, which is also referred to asE′

δ

centers, bothSi atoms repel each other without breaking
their bond. Therefore this variant exhibits a longer bond
length which expands to values varying from2.7 Å to
3.2 Å. Irrespective of their spread associated with vari-
ations in their configurations, these structural parame-
ters are in good agreement with their crystalline coun-
terparts published in [13, 14]. The bistable partner of
the E′

δ, the E′
γ center (see Fig. 8), is confirmed by a

long range of theoretical studies [13, 14, 17]. One part
of this configuration simply persists as a normalSi dan-
gling bond carrying only one electron. The other part
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undergoes puckering, that is, theSi atom binds to a back
O to stabilize this configuration. In the neutral charge
state, the additional electron occupies theSi dangling
bond. In the hydrogenated variant of theO-vacancy
(also termedH bridge), oneH atom is located directly
in-between bothSi atoms, moving them apart. As illus-
trated in Fig. 10, this defect shows a strong asymmetry
(d1,Si−Si = 1.5 Å andd2,Si−Si = 12.2 − 2.8 Å) with the
H being attached closer to one of theSi atoms in the neu-
tral case. For the positively chargedSi atom, this asym-
metry (dSi−H = 1.6 − 1.8 Å) nearly vanishes, which is
in agreement with investigations in c-SiO2 [13].
Interstitial atomicH was introduced by [13] to be a can-
didate for trapping in a-SiO2. In the absence of any other
type of defect, its bonding configurations are well estab-
lished and can be explained in terms of electronegativ-
ity. Due to the polarity of theSi-O bond, more charge is
distributed near theO atom. The proton is therefore at-
tracted to the nearest networkO atom with a bond length
of 1.00 Å, where the negatively chargedH is attached to
a Si network atom with a bond length of1.48 − 1.52 Å.
Both values are in good agreement with values obtained
in c-SiO2 [13,18]. In the neutral charge state, theH atom
prefers a position in the middle of a void.
Now we address the defect levels for tunneling in and
tunneling out of the defects, which are summarized in
Tab. 1 and illustrated in Fig. 10. For the positively
chargedE′

δ center, the energy level for neutralization is
located1.7 − 3.6 eV above theSi oxide valence band
maximum. When an electron is allowed to tunnel into
the trap, its energy level shifts down to the valence band
of a-SiO2. As a consequence, the electron does not find
a hole in theSi to escape the defect. Therefore, this trap
remains neutral and is annealed permanently. This re-
sult is similar to the trap level behavior observed in c-
SiO2 [13]. In some cases, the trap level for tunneling in
of an electron is found in the silicon bandgap. In conse-
quence, this defect can also act as a fixed positive charge,
if a hole is provided in the a-SiO2 valence band.
As opposed to theE′

δ center, theE′
γ center has a trap

level +/0 slightly above theSi conduction band mini-
mum. The trap level after relaxation allows hole capture
from theSi valence band. As far as the energetics of hy-
drogenatedE′

δ are concerned, the trap levels are located
near theSi band edges so that this defect strongly inter-
acts with theSi. Except for the case of charging the de-
fect negatively, theH atom exhibits trap levels far from
theSi band edges so that an exchange of electrons with
the interface will not occur in a relevant extent.

2.4 Conclusion

We presented defect levels for tunneling in and tunneling
out of a trap for several well-known defects and mim-
icked the oxide by a-SiO2. TheE′

δ center turned out to
show a different behavior depending on the exact posi-
tion of the transition energyε0/+. TheE′

γ center as well
as theH bridge is found to easily exchange electrons with
silicon. In contrast, theH atom is revealed not to interact
with the interface.

E′
δ E′

γ E′
δH H

eV eV eV eV
+/0 1.7 − 3.6 3.9 − 4.1 4.4 − 4.9 4.9 − 5.1
0/+ 0.3 − 0.5 2.1 − 2.4 1.7 − 2.3 0.3 − 0.9
0/− 4.1 − 4.3 3.2 − 4.4
−/0 1.2 − 2.6 0.9 − 1.2

Table 1: Energy trap levels (+/0, 0/+, etc.) relative to
the theoretical oxide valence band maximum of
a-SiO2. The first sign denotes the equilibrium
configuration of the defect in the corresponding
charge state. The second sign gives the charge
state of the defect for a given configuration.

DB BO

Figure 8: Atomic structure of anE′
γ center. DB: dan-

gling bond, BO: backO, red spheres:Si
atoms, white spheres:O atoms
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Figure 9: Atomic structure of a neutral hydrogenated
E′

δ center. This representation clearly
demonstrates the asymmetry of theH bridge.

Sia-SiO2
Ec

Ev

Ec

Ev

+/0 +/0+/0

+/0
0/+0/+

0/+0/+

0/− 0/−

−/0
−/0 e−

e−

E′
δ E′

γ E′
δH H

Figure 10: Band scheme including the calculated trap
levels. The filled circles denote occupied
defect levels, whereas open circles are un-
occupied defect levels.
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3 Three-Dimensional On-Chip
Inductance and Resistance
Extraction

An efficient three-dimensional finite element frequency
domain method to extract the inductance and resistance
of small structures like on-chip interconnects or on-chip
inductors is presented. Skin effect and proximity effect
are taken into account. The parameters are obtained from
the field energy calculated from the magnetic field distri-
bution in the simulation domain. The small dimensions
of the domain of interest provide the opportunity of using
the optimized model of dominant magnetic field even at
very high operating frequencies. Vector and scalar shape
functions are used for finite element equation system as-
sembling. Series of simulations for an instancing on-chip
inductor at frequencies between 1 MHz and 100 GHz are
performed to extract the parameters and to visualize the
field distributions in the simulation area.

3.1 Introduction

High frequencies in an integrated circuit (IC) affect both,
the resistance and the inductance of the on-chip inter-
connects. These often as parasitics treated parameters
cause longer signal rise, fall, and delay times and limit
the maximum allowed frequency of modern ICs. How-
ever, as the operating frequencies increase, small induc-
tors of high speed circuits can be also actively used. They
can be even constructed on the chip. Thus the inductance
of an on-chip interconnect line can be a disadvantage or
very useful depending on the application. Of course the
collateral resistance must also be considered. In each
case it is necessary to investigate the structure of interest
to obtain its inductance and resistance in order to esti-
mate the impact on the entire electric circuit [19]. In
the case of applications in radio frequency (RF) ICs such
as voltage controlled oscillators or low noise amplifiers
the inductance and the resistance of the on-chip induc-
tors must be extensively investigated for the RF circuit
design, performance optimization, and inductor quality
factor. The frequency dependent inductance and resis-
tance of wide on-chip interconnects must be captured to
obtain the impact on power supply stability and signal
delay.

Currently there are two major techniques for model-
ing of on-chip inductors — analytical compact mod-
eling and numerical field calculation based modeling.
In the case of a spiral inductor, where the models can
be restricted to specific geometry classes, closed-form
analytical models are very well suited for fast designs
typical for the very early stage of the developing pro-
cess [20, 21]. However, analytical modeling of arbitrary

shaped three-dimensional structures is very complicated,
if possible at all. Thus, analytical parameter extraction
methods have only limited applicability. For final analy-
sis prior to fabrication and for irregular inductor geome-
tries numerical simulation methods normally based on
solving the Maxwell equations provide the most accu-
rate characterization. Moreover, the investigated inter-
connect structure can often be embedded in a small sim-
ulation region for which the optimized model of the dom-
inant magnetic field (DMF) can be used even at very high
frequencies. The distributed vector and scalar fields must
be extracted in structures which may consist of differ-
ent inhomogeneous complex shaped three-dimensional
regions, like splittings, widenings, and vertical connec-
tions. As a consequence, the vector and scalar finite ele-
ment method (FEM) [22] in the frequency domain on un-
structured tetrahedral grid [23,24] needs to be addressed.

In this work an optimized model for inductance and re-
sistance analysis of an on-chip inductor at different fre-
quencies is proposed. The model describes the proxim-
ity effect and the skin effect typically arising at higher
frequencies as well. The three-dimensional FEM simu-
lation softwareSAP (SmartAnalysisPrograms) [25] is
extended to implement the developed model. Simula-
tion results demonstrate the physical plausibility of the
applied model and numerical methods, as well as the ne-
cessity of three-dimensional simulations.

3.2 The Theoretical Background

If the characteristic lengths of the analyzed structures are
much smaller than the considered wave lengths and if for
conducting areasǫ/γ ≪ τ , then the displacement current
can be neglected [26].τ is the characteristic period of
the time change rate,ǫ is the characteristic permittivity,
andγ is the characteristic conductivity. In this case the
Maxwell equations can be considerably simplified and
for time independentµ the model DMF is achieved:

~∇×~E = −µ∂t
~H (16)

~∇·(µ ~H) = 0 (17)

ρ(~∇× ~H) = ~E, (18)

where~E is the electric field intensity,~H is the magnetic
field intensity,µ is the material’s permeability, andρ is
the material’s electric resistivity. The derivative with re-
spect to time is shortly notated as∂t instead of∂/∂t.

3.2.1 The Problem Description

Applying the rotor operator to (18) and substituting the
right hand side of (18) by (16) yields the following
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second-order differential equation

~∇×(ρ~∇× ~H) + µ∂t
~H = 0. (19)

For the stationary case (∂t
~H = 0) the finite element

analysis of (19) leads to an overdetermined linear equa-
tion system [27]. The matrix of this system is positive
semi-definite and its zero eigenvalues correspond to the
number of tree edges in the graph spanned by the finite
element mesh edges [28].

Since~∇×~∇ϕ = 0, (19) may be written as

~∇×[ρ~∇×( ~H+~∇ϕ)] + µ∂t
~H = 0, (20)

which leads with the aid of the substitution~H1= ~H+~∇ϕ
to

~∇×(ρ~∇× ~H1) + µ∂t( ~H1−~∇ϕ) = 0, (21)

whereϕ is an arbitrary scalar field and~∇ϕ must exist.
Equation (21) contains two unknown functions — the
vector field~H1 and the scalar fieldϕ. Thus an additional
independent criterion is needed. For numerically stable
and unique calculation of~H it is natural to impose the
divergence condition (17), which has not been used till
now

~∇·[µ( ~H1−~∇ϕ)] = 0. (22)

Thus the unknown fields~H1 andϕ are the solution of
the partial differential equation system consisting of (21)
and (22), which is a boundary value problem numerically
calculated by FEM in a simulation domainV enclosing
the investigated structures. The fields are approximated
by the following expressions:

~H1(~r, t) =

n∑

j=1

cj(t) ~Nj(~r) + ~HK(~r, t) (23)

ϕ(~r, t) =

m∑

j=n+1

cj(t) λj(~r) + ϕK(~r, t) (24)

Due to the FEM domain discretization the region of in-
terestV and its surface∂V are subdivided into smaller
mesh elements — tetrahedrons and triangles consisting
of edge connected nodes. The boundary of the simu-
lation area∂V is divided into Dirichlet boundary∂VD1

and Neumann boundary∂VN1 for ~H1 and into Dirichlet
boundary∂VD2 and Neumann boundary∂VN2 for ϕ, re-
spectively (∂V=∂VD1+∂VN1 and∂V=∂VD2+∂VN2).
The edges and the nodes in the simulation area are la-
beled with a set of integers. The non-Dirichlet edges are
indexed from1 to n and the non-Dirichlet nodes are in-
dexed fromn+1 to m (m>n). The non-Dirichlet edges
are the edges which do not belong to∂VD1, and the non-
Dirichlet nodes are the nodes which do not belong to
∂VD2, respectively. The known function~HK satisfies
the Dirichlet boundary conditions on∂VD1 and does not
have a tangential component on the non-Dirichlet edges
of the simulation area. Analogously the known function

ϕK satisfies the Dirichlet boundary condition on∂VD2

and vanishes in the remaining simulation area.~N
(e)
j is

the Whitney 1-Form vector basis function [29] in a sin-
gle mesh element and is associated with thej-th edge.
For example, in a tetrahedral element, if thej-th edge
belongs to the nodesp andq, the corresponding element
edge function is:

~N
(e)
j = ~N (e)

pq = lpq(λ
(e)
p

~∇λ(e)
q − λ(e)

q
~∇λ(e)

p ),

wherelpq is the length of the corresponding edge. The

Lagrange interpolation polynomialλ
(e)
j at vertexj in the

tetrahedral mesh element is given by:

λ
(e)
j =

1

4
− (~r − ~rB) ·

Fj~nj

3V
,

where~rB=(
∑4

i=1 ~ri)/4 is the barycenter of the tetrahe-
dral mesh element,Fj is the area of the face opposite
to thej-th node,~nj is normal to this face and points out-
ward, andV is the volume of the tetrahedron. The global
edge function~Nj consists of all element edge functions
belonging to the global edgej and does not have a tan-
gential component on the remaining edges. The global
node functionλj consists of all element node functions
belonging to the global nodej and vanishes in the re-
maining nodes. Consequently the calculated coefficients
cj represent the tangential component of the vector field
~H1 on thej-th edge or the value of the scalar fieldϕ
on thej-th node. The global node or edge functions are
“active” only in the neighbor elements of the correspond-
ing node or edge, respectively. Applying the Galerkin
method to (21) and (22)
∫

V

[~∇×(ρ~∇× ~H1) + µ∂t( ~H1−~∇ϕ)]· ~Ni dV = 0,

i = 1 . . . n (25)
∫

V

~∇·[µ( ~H1−~∇ϕ)]λi dV = 0, i = n+1 . . .m (26)

and using the first vector Green’s theorem and the first
scalar Green’s theorem the following system is obtained:
∫

V

(~∇× ~Ni)(ρ~∇× ~H1) dV +

∫

V

µ∂t
~H1· ~Ni dV −

−

∫

∂V

~n·[ ~Ni×(ρ~∇× ~H1)] dA −

∫

V

µ∂t
~∇ϕ· ~Ni dV = 0,

i = 1 . . . n (27)
∫

V

~∇λi·(µ ~H1) dV −

∫

V

~∇λi·(µ~∇ϕ) dV −

−

∫

∂V

λi~n·[µ( ~H1−~∇ϕ)] dA = 0, i = n+1 . . .m

(28)

The correct gradient-field-free magnetic field intensity
~H and the current density distribution~J are calculated
from:

~J = ~∇× ~H = ~∇× ~H1, ~H = ~H1 − ~∇ϕ (29)
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3.2.2 Boundary Conditions

The boundary term in (27) can be expressed as follows:
∫

∂V

~n·[ ~Ni×(ρ~∇× ~H1)] dA =

∫

∂V

~n·( ~Ni×~E) dA =

∫

∂V

(~n× ~Ni)· ~E dA =

∫

∂V

( ~E×~n)· ~Ni dA

(30)

with ~E=ρ ~J=ρ~∇× ~H1. ~Ni has a tangential component
only on thei-th edge. Fori=1. . .n the i-th edge is a
non-Dirichlet edge. Thus~Ni has no tangential compo-
nent on the edges of the Dirichlet boundary∂VD1 and
must be perpendicular to∂VD1 (or parallel to~n). As
clearly shown by the third member of (30) the boundary
integral in (27) has a contribution only for the Neumann
boundary∂VN1:

∫

∂VN1

( ~E×~n)· ~Ni dA. Only the supply
parts of the wire, which are used to force the electric cur-
rent, lie directly on the boundary faces of the simulation
area. The remaining parts of the wire are surrounded
by dielectric material. In this work the dielectric envi-
ronment enclosing the wire is assumed to be sufficiently
thick so that~E could be neglected on the dielectric outer
bounds of the simulation domain. On the other hand the
electric current density is forced in a direction perpen-
dicular to the conductor boundary faces. Thus~E will be
also perpendicular to these faces and the boundary term
in (27) will be zero.

The supplied total current in the inductor wire is consid-
ered by the Dirichlet condition for~H1:

I =

∮

∂A

~H1· d~r =

∮

∂A

~H · d~r ≃ Ht

p
∑

i=0

li, (31)

where∂A is an arbitrary closed loop around the conduct-
ing wire,p is the number of Dirichlet edges, which build
this loop, andli is the length of thei-th loop edge. If
the Dirichlet edges are labeled with integers fromm+1
to k (k>m), the Dirichlet boundary function~HK from
(23) is expressed as~HK=

∑k
j=m+1 cj

~Nj with cj=Ht

for j=m+1. . .k andp=k−m.
Analogously the boundary term in (28) can be expressed
as
∫

∂V

λi~n·[µ( ~H1−~∇ϕ)] dA =

∫

∂V

λi~n· ~B dA =

∫

∂VN2

λi~n· ~B dA

with ~B = µ ~H = µ( ~H1 − ~∇ϕ). ~B is assumed to be per-
pendicular to~n on the Neumann boundary∂VN2. Thus
the boundary integral in (28) vanishes.

Dirichlet boundary conditions must be given also forϕ.
The Dirichlet nodes are labeled with numbers fromk+1
to l (l>k). The functionϕK from (24) can analogously
be defined asϕK=

∑l
j=k+1 cjλj . For the calculations

it is sufficient that one node of the simulation domain
is forced as Dirichlet node. Thus, in this specific case
ϕK = ck+1λk+1. As far as only~∇ϕ is required and not
ϕ, the coefficientck+1 of this Dirichlet node can be set
to an arbitrary value.

3.2.3 Assembling the Matrix and the Right Hand
Side Vector

Under consideration of (23), (24) and the above specified
boundary conditions the weighted equation system (27)
and (28) corresponds in the frequency domain with

[
[A] [B]
[B]T [C]

]

{c} = {b} ,

Aij =

∫

V

(~∇× ~Ni)·(ρ~∇× ~Nj) dV + ω

∫

V

~Ni·(µ ~Nj) dV,

i = 1 . . . n, j = 1 . . . n

Bij = −ω

∫

V

~Ni·(µ~∇λj) dV, i = 1 . . . n, j = n+1 . . .m

Cij = ω

∫

V

~∇λi·(µ~∇λj) dV, i = n+1 . . .m, j = n+1 . . .m

bi =ω

l∑

j=k+1

cj

∫

V

~Ni·(µ~∇λj) dV−ω

k∑

j=m+1

ci

∫

V

~Ni·(µ ~Nj) dV −

−

k∑

j=m+1

cj

∫

V

(~∇× ~Ni)·(ρ~∇× ~Nj) dV, i = 1 . . . n

bi =ω

k∑

j=m+1

cj

∫

V

~∇λi·(µ ~Nj) dV −ω

l∑

j=k+1

cj

∫

V

~∇λi·(µ~∇λj) dV,

i = n+1 . . .m,

where the time conventioneωt is used and suppressed.
To obtain a symmetric equation system (28) has been
multiplied by−ω, whereω is the angular frequency.

3.2.4 Inductance and Resistance Extraction

The inductance and the resistance are calculated by the
magnetic energy and by the electric power, respectively.

L =
1

I2

∫

V

µH2 dV, R =
1

I2

∫

V

(~∇× ~H1)·(ρ~∇× ~H1)dV.

(32)
I is the total current in the inductor, which defines the
Dirichlet boundary (31) for~H1 and ~H is given by (29).



3 Three-Dimensional On-Chip Inductance and Resistance Extraction 11

3.3 Domain Discretization

The domain discretization is the first step of the finite
element analysis. For this purpose the entire domain is
divided into smaller sub-domains, called elements. For
three-dimensional problems the volume elements can be
rectangular bricks or tetrahedrons, for instance. Then the
boundary surface is broken up into rectangles or trian-
gles, respectively. The rectangular elements are perfectly
suited for discretizing rectangular domains with an uni-
form density. However, the physical models can not al-
ways be limited to specific regular geometries. The mesh
density must be high enough to achieve sufficiently ac-
curate solutions. Unfortunately a high number of mesh
elements leads to many unknowns, causing high memory
demands and long simulation times. For this purpose it
is required to keep the element size as large as possible
for a desired accuracy. It is desirable to use a finer mesh
(or smaller elements) only in the regions where high field
dynamic is anticipated. In this work the regions are de-
scribed by tetrahedral or triangular elements, depending
on the discretized object — volume or boundary surface.
In addition, not only the density but also the quality of
the tetrahedral elements affects directly the FEM accu-
racy and efficiency [30].

The example inductor geometry presented in the next
section is described by the constructive solid geom-
etry (CSG) format. It is discretized with the three-
dimensional tetrahedron mesh generation software Net-
gen [31]. The CSG format is very convenient for the
description of small or medium size structures like the
spiral inductor presented in the example section. The
geometry is defined by Eulerian operations (union, inter-
section, and complement) from primitives. The primi-
tives are generic volume elements like cubes, cylinders,
spheres, or even half-spaces defined by an arbitrary point
in the boundary plane and an outward normal vector. If
CSG input is used, Netgen starts with the computation
of the corner points. Then the edges are defined and
meshed into segments. Next, the faces are generated by
an advancing front algorithm [32]. After optimization of
the surface mesh the volume inside is filled with tetra-
hedrons by a fast Delaunay algorithm [33]. Finally the
volume mesh is optimized.

3.4 Examples and Results

As example a typical on-chip spiral inductor structure
as discussed in [34] is investigated. The simulation
domain consists of a transparent insulating rectangu-
lar brick over an opaque substrate brick as shown in
Fig. 11. The aluminum inductor is placed in the insu-
lating environment about5 µm above the substrate area.
The substrate is assumed to have a constant resistiv-

Table 2: Calculated inductance and resistance.

f [GHz] L [nH ] without L [nH ] with R [Ω]

substrate substrate

0.001 2.6887 2.6881 3.127

0.01 2.6887 2.6877 3.127

0.1 2.688 2.688 3.132

1 2.6516 2.6514 3.463

10 2.5501 2.5493 5.396

100 2.5458 2.5457 13.156

ity of 10 Ω cm. The cross-section of the conductor is
20 µm× 1.2 µm. The horizontal distance between the
winding wires is10 µm. The outer dimensions of the
inductor are300 µm× 300 µm. The inductor is com-
pletely surrounded by the dielectric environment, except
of the two small delimiting faces which lie directly in the
boundary planes of the simulation domain. The conduc-
tor area, the dielectric, and the substrate area close to the
conductor are discretized much finer then the remaining
simulation domain. This is shown in Fig. 12 where a part
of the dielectric environment is removed to visualize in
detail the generated mesh inside the simulation domain.
The variation of the fields in the finer discretized areas
is expected to be much higher than in the coarser dis-
cretized domain. This special discretization reduces the
number of generated nodes and edges, and the number of
the linear equations respectively, even for big simulation
environments which have to be used to satisfy the as-
sumption of the zero Neumann boundary condition. Of
coarse such a discretization is only possible, if an un-
structured mesh is used.

The current density distribution depends heavily on the
operating frequency in the analyzed frequency domain.
It is unknown and arises from the simulation. At the be-
ginning of the simulation only the total current in the in-
ductor is known. As mentioned above it is set by the
Dirichlet boundary condition for~H1 which is given by
the tangential component of the magnetic field intensity
Ht on the element edges, surrounding one of the con-
ductor faces lying on the outer bound of the simulation
domain.

The resistance and inductance values of the structure
of interest are calculated numerically at different fre-
quencies with and without the substrate influence. The
corresponding results are presented in Table 2. While
the inductance decreases slowly with increasing operat-
ing frequency, the resistance rises dramatically, which
matches well the observed current density distribution
and the skin effect, respectively. A surface view of the
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current density distribution in the conductor is shown in
Fig. 13 and Fig. 14 for100 MHz and10 GHz, respec-
tively. At 100 MHz the skin depth is about6 µm and
nearly the whole conductor cross-section is filled up by
the current. At10 GHz the skin depth is about0.6 µm
and the current is concentrated at the vertical side walls
of the conductor. Fig. 15 shows the spatial current den-
sity distribution at1 GHz as directed cones placed in the
discretization nodes inside of the conductor area. The
cone’s size and darkness are proportional to the field
strength. Fig. 16 depicts the corresponding spatial dis-
tribution of the magnetic field inside the dielectric envi-
ronment around the inductor. Fig. 17 and Fig. 18 show
the very different current density distribution close to the
small via for100 MHz and10 GHz, respectively. Fig. 19
and Fig. 20 show the current density distribution and the
corresponding magnetic field intensity in the substrate at
1 GHz. The underlying substrate does not influence the
inductance and the resistance of the inductor, because of
the relative high substrate resistivity. The values of the
current density distribution in the substrate (Fig. 19) dif-
fer vastly to those in the inductor (Fig. 13 and Fig. 14).
As shown in Table 2 the calculated inductance taking
into account the influence of the substrate does not differ
from the inductance without substrate influence.

As the Q-factor of an inductor is inversely proportional to
its resistance, making the inductor wire thicker might de-
crease the resistance and increase the Q-factor. However,
as the examples show this is not the case for high fre-
quencies at which the skin effect is noticeable. In these
cases the current flows only in the area very close to the
vertical surface and a wider transversal conductor cross
section would not change the situation. For the visual-
ization VTK [35] is used.

3.5 Conclusion

In this work a new method for inductance and resistance
parameter extraction is proposed. It is assumed that the
operating frequencies and the characteristic lengths of
the investigated structures are suitable to use the DMF
model. This is typically the case for on-chip inductors
and interconnect loops. The rotor operator which ap-
pears in the second order partial differential equation for
the magnetic field~H allows arbitrary unknown gradient
fields~∇ϕ. The obtained partial differential equation sys-
tem is solved numerically by FEM. Instead of solving the
more complicated wave equation, considering DMF, it is
sufficient to solve the diffusion equation to investigate
the parameters and field distributions of interest, which
is of course the more efficient way.
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Figure 11: The simulation domain. Figure 12: The generated grid.

Figure 13: Surface view of the current density
[A/m2] distribution at 100 MHz.

Figure 14: Surface view of the current density
[A/m2] distribution at 10 GHz.

Figure 15: Current density distribution at 1 GHz. Figure 16: Magnetic field intensity[A/m] at 1 GHz.
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Figure 17: Current density distribution in the via at
100 MHz.

Figure 18: Current density distribution in the via at
10 GHz.

Figure 19: Current density[A/m2] distribution in the
substrate at 1 GHz.

Figure 20: Magnetic field intensity[A/m] in the
substrate at 1 GHz.
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4 A Multi-Mode Mesh Gener-
ation Approach for Scientific
Computing

With the steady evolution of software tools and program-
ming languages, several programming paradigms have
become available and new methodologies related to li-
brary centric application design have been developed. In
addition to this paradigm shift, the increase of computing
power requires an adaptation of well known techniques
for parallel computing. Various problems of different
disciplines appear, for which no efficient and definite
solutions exist. This calls for new paradigms to be es-
tablished and the development of new ways which fully
exhaust the combination of sophisticated software and
powerful hardware.

The area of spatial discretization, unstructured mesh gen-
eration, is one of these areas, which still exhibits various
issues from fields such as modular software design, high
performance, and most importantly robustness.

In this work problems for mesh generation are identified
and solutions explored, which anticipate the given chal-
lenges. This approach is combined in a software library
based on a generic scientific simulation environment and
compared to existing tools.

4.1 Introduction and Motivation

The field of scientific computing as a whole, and Tech-
nology Computer Aided Design (TCAD) in particular,
relies on either domain-specific closed applications, or
components tied very closely to specific representations
which were often built for very fixed purposes and then
wrapped into a large and monolithic toolkit. To this
date, data structures and algorithms are implemented in
a heavily application specific way, making their reuse
practically impossible.

One of the most fundamental issues in TCAD, spatial
discretization, requires certain and diverse constraints
during mesh generation. Many software tools exist
which solve very narrow sets of problems in special and
well defined settings, but unfortunately most of the so-
lutions to these problems are implemented repeatedly.
With the steady evolution of software engineering tech-
niques and methodologies, new paradigms have emerged
which offer great opportunities related to orthogonal
module design and high performance approaches. Us-
ing a generic programming approach instead of object
orientation, data structures and algorithms can be imple-
mented orthogonally, where some languages, e.g. C++,
offer additional high performance possibilities as well.

In addition to these basic software engineering issues, the
calculating power of modern computer systems, which
has been doubling every 18 months in the past, and the
emerging CPU parallelism, require different program-
ming paradigms and application design methodologies.
These changes have to be taken into account as well
as the upcoming shift to fully three-dimensional sim-
ulations [36]. This of course also implies, that three-
dimensional mesh generation is getting more and more
important in the next decade, especially in the field of
TCAD where up to now, no comprehensive mesh gen-
eration application has emerged. Mesh generation is a
quite difficult task to be implemented on computers, be-
cause a rigoros algorithmic formulation does not exist.
The emerging paradigm of computational topology will
support mesh generation in the coming years [37, 38].
Different fields of TCAD application impose a variety of
different constraints and requirements on mesh genera-
tion, e.g. topography simulation requires a good approx-
imation of surface elements, while ion implantation sim-
ulation requires high density near the surface, according
to the gradient of the ion distribution. Diffusion simula-
tions add a need for a fine mesh at interfaces in addition
to a high mesh density near the surface. The complex
field of device modeling even requires a completely dif-
ferent type of mesh, necessitating a remeshing step for
the whole input structure. In summary, it can be ob-
served that each simulation step has completely differ-
ent requirements on the underlying spatial discretization.
Therefore, meshing is still one of the major showstoppers
in the field of TCAD. In this work we present a com-
prehensive modular, library centered approach which fo-
cuses on the problems described above. Already existing
concepts and libraries in the field of scientific computing,
which have proven to be successful, are combined on a
new software basis.

4.2 Problems with Mesh Generation

Before introducing different techniques of mesh genera-
tion, common problems are sketched which impose var-
ious constraints, restrictions, and difficulties for the task
of mesh generation in general.

- Different element size:The generated mesh can con-
sist of elements of different size, meaning, that adja-
cent elements vary greatly in size, e.g. a thin layer
of oxide within a three-dimensional device, which is
more than three order of magnitudes different in size.

- Boundary requirements: Various boundary require-
ments cause problems for mesh generation, e.g. a
tetrahedra configuration known as Schönhart polyhe-
dra [39] or the inclusion of preset surface edges, which
imposes additional difficulties, if the surface requires
Delaunay conformity [40].
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- Cospherical point sets:Points are said to be cospher-
ical, if at least n + 2 point are located on the perimeter
of an n-dimensional sphere S, where S does not con-
tain any other points of the mesh. This problem only
arises, when the Delaunay criterion has to be met.

- Degenerated cells:Degenerated cells may result due
to several reasons, such as the requirement to adhere
to a given boundary or that the generated mesh has to
include a given point cloud. The problem with these
degenerated cells is that they may be unsuitable for
the subsequent simulation tasks, e.g. interpolation of
physical quantities. This problem increases further, as
degenerated cells cannot be refined without adding ad-
ditional degeneration. Therefore several classes of de-
generation are classified and various mesh adaptation
techniques are used to minimize the number of these
elements.

As already pointed out, the application design for mesh
generation not only has to deal with the given difficul-
ties based on mesh generation itself, but it also requires
various software engineering methodologies to develop
robust applications.

4.3 Meshing Methods

There are several methods for mesh generation, which
are currently in use for scientific computing, such as:

- Giftwrapping
- Incremental Delaunay Triangulation
- Advancing Front
- Advancing Front with Delaunay Triangulation

To present the advantages and disadvantages of these dif-
ferent approaches, a brief overview of each is given in the
following:

4.3.1 Giftwrapping

Starting with any element, a sphere is expanded around
the element until the next point is found, where the ex-
tension of the sphere is controlled by a given direction
vector. Figure 21 illustrates the idea behind the giftwrap-
ping algorithm, which is suitable for use in multiple di-
mensions. Only convex hulls can be created using the
giftwrapping algorithm and cospherical point sets im-
pose additional difficulties.

4.3.2 Incremental Delaunay Triangulation

Many triangulations exist for a set of points in a plane.
A triangulation which meets the so called circumcircle

Figure 21: Giftwrapping example

or Delaunay property is called a Delaunay triangulation.
This property states that the circumcircles of the trian-
gles may contain no points beside the points forming the
triangles (see Figure 22).

One of the main advantages of the Delaunay triangula-
tion in two dimensions is the minimization of the max-
imum angles and the maximization of the minimum an-
gles. In three dimensions this advantages cannot be eas-
ily accomplished due to non-unique flip constraints [41].

Figure 22: Delaunay property

An additional difficulty for this method is the incorpora-
tion of boundaries due to the fact that incremental De-
launay triangulation uses the convex hull of the input
point set only. Given boundary representations have to
be marked and reconstructed after the meshing process
has completed.

Figure 22 shows two examples of a simple mesh. The left
part violates the Delaunay criterion, because the cirum-
circles include the points of both triangles. The right
part is a correct Delaunay triangulation, because the cir-
cumcircles of both triangles contain only their respective
three points.

4.3.3 Advancing Front

The advancing front algorithm starts with a set of bound-
ary elements of a given dimension, e.g. edges. These
edges form the initial front which is advanced into the
simulation domain. An edge of this set is chosen to form
a new triangle, either with an existing point or a newly
created point. The current edge is then removed from the
front and the two new edges are, depending on their vis-
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ibility, added to the front. This process terminates when
no edges remain within the front.

Figure 23 shows a simple advancing front triangulation.
The figure sketches the advancing front mesh genera-
tion concept in two dimensions. The dotted line repre-
sents the current front. New triangles are inserted, by
joining the two ends of a front edge to either a newly
created point or an existing point, one at a time [42].

Figure 23: Advancing Front [42]

In contrast to the Delaunay triangulation, the advancing
front method, easily incorporates the boundary. It starts
from the given boundary representation and advances the
front into the simulation domain. A major drawback of
this method is that the quality of the generated elements
heavily depends on the quality of the boundary elements.
For different implementations of this type of mesh gen-
eration technique, the robustness issues are severe. The
advantages of this method are the good control mecha-
nism for the element sizes, the quality of the generated
elements, and the not required Delaunay property which
can optionally be incorporated easily. Parallelization can
be quite challenging for surface creation, because new
surface elements depend on the previously generated sur-
face element. If the surface is partitioned, volume mesh
generation, on the other hand, can be parallelized in or-
der to distribute the generation process on several com-
puters. Using the advancing front algorithm, it is no
problem to divide the simulation domain into smaller
domains and treat each domain on its own. However,
boundary information, e.g. different materials, has to be
available, otherwise the problem is similar as with sur-

face mesh generation. A method of incorporating the De-
launay property into the advancing front method has al-
ready been proposed [42], which adds new points ahead
of the front and triangulates them according to the De-
launay criterion. This algorithm works like the conven-
tional advancing front algorithm, only point insertion is
extended to satisfy the Delaunay criterion.

Figure 24 shows the idea behind the algorithm. When
inserting a new point, there are two possibilities:

- either the point is not inside any existing triangle cir-
cumcircle,

- or there exists at least one triangle, whose circumcircle
contains this new point.

Figure 24: Advancing Front Delaunay Triangulation
[42]

A different implementation is available using an abstract
rule set [43], which describes different methods of con-
trolling the advancing front. Basically, a rule describes
where points are to be generated. The rule also manages
changes in the advancing front. Some boundary elements
have to be added while others have to be deleted. If no
matching rule is found, the quality class is decreased.
This allows the application of a rule of a lower quality
level, which may also delete the current element.

4.4 Software Design

The meshing methods, described in the previous section,
have been included as modules in the Generic Scientific
Simulation Environment (GSSE [44]). The software de-
sign of our meshing library can be seen in Figure 25. The
following presents our solution of the previously men-
tioned meshing problems.

- Different element size
To cope with the problem of different element sizes we
use the concept of a local feature size (lfs) [45]. The
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Figure 25: Design of GSSE

lfs of a pointp is defined as the radius of the smallest
disk centered atp, which intersects two non-incident
vertices or segments of the planar straight line graph.
The lfs guarantees that there are no abrupt changes in
the size of the elements, which is especially important
with the advancing front algorithm.

- Boundary requirements
The application of the advancing front algorithm
based on the introduced abstract rule mechanism eas-
ily incorporates the given boundary elements. Addi-
tionally, the Delaunay criterion can be used to create
conforming boundary representations.

- Cospherical point sets
This problem arises, when a mesh is used for, e.g.
the finite volume method. The Voronoi graph [41] is
therefore used to model flux conservation. Due to the
fact that a Voronoi graph is the dual graph of a Delau-
nay graph, the input mesh has to exhibit the Delaunay
property. Our approach optionally guarantees Delau-
nay conformity for both the surface and the volume.

- Degenerated simplices
The use of the advancing front algorithm in combina-
tion with the already introduced quality rules and the
corresponding point placement strategies reduces the
degeneration of elements. The existing rules were ex-
tended to meet the Delaunay criterion.

Related to software engineering issues, the proposed so-
lution uses a library centric application design paradigm
[44] based on a multi-paradigm approach.

To incorporate various input formats and to solve the
problems with different data models, the proposed ap-
proach uses a fiber bundle data model. Fiber bundles
were first introduced by Butler and Pendley [46] and af-
terwards enhanced [47] to include cell complex proper-
ties. The basic approach of this data model is the sep-
aration of cells into a base space and the connectivity
information storage within a fiber space. All current data
models can be mapped to the fiber bundle data model.
This gives the advantage to read and write various file
formats. Due to the modular design it is also possible to

quickly write new input or output modules to accommo-
date an even wider range of file formats.

An advantage of our approach is, that the developed
modules can be combined in various ways, depending
on the requirements of the subsequent simulation. For
example a mesh, initially generated using the advanc-
ing front algorithm, can be refined afterwards at cer-
tain points, which are interesting for the simulation, or
the mesh can be modified to meet the Delaunay crite-
rion. The module design can also be seen in Figure 25.
Another advantage of the modularized development ap-
proach is the possibility to interface different mesh en-
gines and thereby fully utilize the orthogonal application
approach. Our library also contains a resampling step
which consists of several substeps [43]. First the points
are extracted from the input model. This extraction only
applies to the ‘points of intersection’, which are the
points where at least three surfaces intersect. To solve
this problem, a bisection algorithm based on geometric
tests is used. Afterwards, using this minimal mesh, a
new surface is generated, with an advancing front algo-
rithm [43].

4.5 Meshing Libraries

As it is our goal to focus on library centric design, var-
ious meshing libraries are incorporated and therefore
briefly presented here.TetGen: is developed by Hang
Si, from the Weierstrass Institute for Applied Analy-
sis and Stochastics, and generates a Delaunay triangu-
lation. Additionally, it supports the creation of Voronoi
diagrams and convex hulls for three-dimensional point
sets [48–50].Netgen: uses the described abstract rules
for advancing front mesh generation and offers a Delau-
nay point cloud generation module [43]. This module
lacks the modeling of a guaranteed Delaunay volume
mesh as well as the conforming Delaunay property for
surfaces. deLink: was developed for TCAD applica-
tions based on an advancing front method combined with
a Delaunay method which does not create new points au-
tomatically [51]. Therefore, additional point clouds cre-
ated separately have to be used to refine structures. The
created meshes satisfy the Delaunay criterion for sur-
faces and volumes.

4.6 Our Approach

It is important to highlight that TetGen and Netgen can-
not deal with corrupted input representations, e.g. holes.
deLink and GSSE use various methods to correct the in-
put representations, where our approach can also use a
separate surface remeshing step. GSSE also incorporates
constructive solid modeling [44]. Table 3 presents an
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overview of the features of each mesh generation mod-
ule.

Features TetGen Netgen deLink GSSE
Delaunay + x + +
Advancing Front - + - +
Remesh Steps - + - +
Automatic Points - + - +
CSG Input - + - +
Polygon Input - - + +
Repair Surface - - + +
Multi Material - - + +

Table 3: Results of the comparison

4.7 Examples

This section presents some examples of meshes, created
by the four previously outlined tools. The examples are
analyzed and the quality distribution is presented. To
compare the meshing tools, we categorize the elements
of the mesh using two main parts [52]. First four classes
of quality types, defined by the number of small dihedral
angles, as shown in Figure 26 are set up. Then, the tetra-

Figure 26: Four different classes of degenerated tetrahe-
dra (wedge, spade, cap, sliver), sorted by the
number of acute dihedral angles.

hedra are classified by the number of degenerated trian-
gles, like daggers and blades. The dagger has one short
edge and at least one small angle, where the blade has no
short edge and therefore one large and two small angles.
Figure 27 shows the needle (or spire) with three daggers
(the short edges are marked in the figure), the slat (or
splinter) with two opposite short edges and, therefore,
four daggers. Finally, the spindle does not have short
edges and has therefore four blades as triangles.

Figure 27: Three different types of degenerated tetrahe-
dra (needle, slat, spindle).

The Figures 28 and 30 show the basic functionality and

the boundary representation of the different meshing ker-
nels. The Figures 29 and 31 summarize the respecitve
statistics. The pictures in Figure 32 and 33 present ex-
amples from TCAD / topography simulation.

4.8 Conclusion

We have identified several problems of mesh generation
and presented our solution to these problems. A mesh-
ing library based on GSSE has been developed to collect
these solutions. Finally, a comparison between GSSE
and established meshing kernels was performed show-
ing, that GSSE has more mesh generation possibilities
than the other investigated tools. The analysis of the ex-
amples also shows that GSSE produces an output of at
least the same performance and even better quality than
the other tools.
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Figure 28: A simple sphere, but yet a complex task for a mesh generator, is used to highlight the different ap-
proaches related to the investigated types of meshing algorithms, from left to right: TetGen, Netgen,
deLink, GSSE.

Figure 29: Statistics for the meshing example in Figure 28, from left toright: TetGen, Netgen, deLink, GSSE.

Figure 30: An example from topography simulation is used as example to illustrate the different types of meshing
results, from left to right: TetGen, Netgen, deLink, GSSE.

Figure 31: Statistics for the meshing example in Figure 30, from left toright: TetGen, Netgen, deLink, GSSE.
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Figure 32: The complete example from topography simulation with the additional constraint of including a given
point cloud as can be seen in the bottom part of the structure.The middle part is made transparent to
expose the surface mesh. The top part is not required for subsequent simulation and is therefore meshed
without quality constraints.

Figure 33: A three-dimensional device structure for a MOSFET with an additional externally supplied point cloud.
The important part is the regularity of the elements in the channel region. The different aspect ratios,
e.g. the thin red oxide part and the large blue silicon part, are also an additional complication for the
mesh generation algorithm.
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5 Effects of Shear Strain on the
Conduction Band in Silicon: An
Efficient Two-Band k·p Theory

We present an efficient two-bandk·p theory which ac-
curately describes the six lowest conduction band val-
leys in silicon. By comparing the model with full band
pseudo-potential calculations we demonstrate that the
model captures both the nonparabolicty effects and the
stress-induced band structure modification for general
stress conditions. It reproduces the stress dependence
of the effective masses and the nonparabolicity param-
eter. Analytical expressions for the valley shifts and the
transversal and longitudinal effective mass modifications
induced by uniaxial[110] stress are obtained and ana-
lyzed. The low-field mobility enhancement in the direc-
tion of tensile[110] stress in{001} SOI FETs with arbi-
trary small body thickness is due to a modification of the
conductivity mass and is shown to be partly hampered by
an increase in nonparabolicity at high stress value.

5.1 Introduction

Thek·p theory is a well established tool to describe the
band structure analytically. After the pioneering work
by Luttinger and Kohn [53] the six-bandk·p method has
become a standard approach to model the valence band
in Si. However, the conduction band in Si is usually ap-
proximated by three pairs of equivalent minima located
close to theX-points of the Brillouin zone. It is com-
monly assumed that close to the minima the electron dis-
persion is well described by the effective mass approxi-
mation. The nonparabolicity parameterα = 0.5 eV−1 is
introduced to describe deviations in the density of states
from the purely parabolic expression, which become
pronounced at higher electron energies. In ultra-thin
body (UTB) FETs, however, the band nonparabolicity
affects the subband quantization energies substantially,
and it was recently indicated that anisotropic, direction-
dependent nonparabolicity can explain the mobility be-
havior at high carrier concentrations in a FET with(110)
UTB orientation [54]. Therefore, a more refined descrip-
tion of the conduction band minima beyond the usual
nonparabolic approximation is needed. Another reason
to challenge the standard description of the conduction
band based on a single-band nonparabolic approxima-
tion is its inability to properly address the band structure
modification under stress.

Stress-induced mobility enhancement in Si has become a
key technique to increase performance of modern CMOS
devices. In biaxially stressed devices the electron mo-
bility can be nearly doubled. The reason for the mobil-
ity enhancement lies in the stress-induced band structure

modification: the degeneracy between the six equivalent
valleys is lifted due to stress-induced valley shifts. This
reduces inter-valley scattering. In case of tensile biax-
ial stress applied in the{100} plane the four in-plane
valleys move up in energy and become de-populated.
The two populated out-of-plane valleys have favorable
conductivity masses, which together with reduced inter-
valley scattering results in the observed mobility en-
hancement [55].

Biaxial stress is naturally introduced by growing Si epi-
taxially on SiGe. This method, however, requires a sub-
stantial modification of the CMOS fabrication process
and is not used in mass production. Instead, semicon-
ductor industry is exploiting techniques compatible with
existing CMOS process technologies when stress in the
channel is created by local stressors and/or additional
cap layers. Although already successfully used in mass
production, the technologically relevant case of stress
along [110] has received little attention within the re-
search community. Only recently a systematic experi-
mental study of the mobility modification due to[110]
stress was performed [56]. It was shown that, contrary
to [100] uniaxial stress, the electron mobility data for
[110] stress suggest that the conductivity mass depends
on stress. This conclusion was also supported by re-
cent results of pseudo-potential band structure calcula-
tions [56, 57]. Shear strain modifies substantially both
the longitudinal [58, 59] and transversal [56, 58–60] ef-
fective masses. Any dependence of the effective masses
on stress is absent within the standard parabolic effective
mass description of the conduction band and can only be
introduced phenomenologically. In order to describe the
dependence of the effective mass on stress a single-band
description is not sufficient, and coupling to other bands
has to be taken into account.

Recently, a 30 bandsk·p theory was introduced [61]. Al-
though universal, it cannot provide an explicit analyti-
cal solution for the energy dispersion. In this work we
present an efficient two-bandk·p theory. By comparing
our results with predictions of the pseudo-potential band
structure calculations we demonstrate that the theory ac-
curately describes both the nonparabolicty effects and
the stress induced band structure modification for gen-
eral stress conditions. It accurately reproduces the stress
dependence of the effective mass and of the nonparabol-
icity parameter. The analytical two-bandk·p model al-
lows one to study the influence of the conduction band
structure on transport properties of stressed FETs for
general UTB orientations.
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Figure 34: [001] valley band structure obtained from
EPM calculations (lines) and the analytical
expression (35) (dotted lines) atkz = −k0.
The distance between contour lines is 50
meV. Nonparabolicity is strongly direction
dependent.

5.2 Theory

We consider the pair of equivalent conduction band val-
leys along the[001] direction. Other valleys can be ana-
lyzed analogously.

5.2.1 Two-Band k·p Theory

The closest band to the first conduction band∆1 (i = 1),
which we take into account, is the second conduction
band∆2′ (i = 2). These two bands become degener-
ate exactly at theX point. Since the minimum of the
conduction band is onlyk0 = 0.15 2π

a away from theX
point, the dispersion around the minimum can be well
described by degenerate perturbation theory, which only
includes the two bands degenerate at theX point. Di-
agonal elements of the HamiltonianHii, i = 1, 2 can be
easily obtained using the standardk·p theory:

H0
ii(k) = (−1)i−1 ~

m0
kzp +

~
2k2

z

2ml
+

~
2k2

x

2mt
+

~
2k2

y

2mt
,

(33)
wherem0 is the free electron mass,mt is the transver-
sal, andml is the longitudinal effective mass. Here we
took into account that the matrix elements(pz)ii are dif-
ferent only in sign, which is positive for the lower band:
p = (pz)11 = −(pz)22. The values ofkz are negative
since they are counted from theX point. In contrast to
the 30 bandsk·p theory, which is developed around theΓ
point far away from the conduction band minimum [61],
our perturbation analysis at theX point allows to get ex-
cellent results with only two bands. Taking into account
the diagonal elements (33), we recover the commonly
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Figure 35: [001] valley band structure obtained from
EPM calculations (lines) and the analytical
expression (38) (dotted lines) atkz = kmin,
for tensile [110] uniaxial stress of 3 GPa.
The distance between the contour lines is 50
meV. Strong stress-induced anisotropy in the
transversal mass is observed.

used dispersion for the conduction band (the linear term
vanishes at the minimumkz = −k0). The coupling be-
tween the bands is described by the off-diagonal terms
which up to the second order are:

H0
12(k) =

~
2kxky

M
. (34)

The parameterM is obtained fromk·p perturbation
theory [60]:

1

M
=

2

m2
0

∣
∣
∣
∣
∣
∣

∑

l 6=1,2

(py)1l(pz)l2

Ek(X) − E∆1
(X)

∣
∣
∣
∣
∣
∣

.

Using degenerate perturbation theory, we find the fol-
lowing dispersion relation close to the minimum atkz =
−k0:

E0(k) = ~
2(δkz)2

2ml
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~
2(k2

x+k2

y)
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2

([
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(
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]1/2

− 1

)

,

(35)

whereδkz = kz + k0, ∆ = 2~k0p/m0 is the gap be-
tween the∆1 and the∆2′ conduction bands atkz =
−k0. In Figure 34 this analytical expression (dotted con-
tour lines) is compared to the numerical band structure
obtained from the empirical pseudo-potential method
(EPM) for kz = −k0. Excellent agreement is found up
to an energy of 0.5 eV. Figure 34 demonstrates strong
anisotropy in the nonparabolicity parameter, as antici-
pated in [54].
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5.2.2 Stress

In order to account for stress in our model we consider
again the valley along the[001] direction. For general
stress conditions the following shift in energy is added to
the diagonal matrix elements (33) [62]:

Hii = H0
ii + δEC , (36)

whereδEC = Ξd (εxx + εyy + εzz) + Ξu εzz, with Ξd

denoting the dilation andΞu the uniaxial deformation
potentials for the conduction band. Theεll, l = x, y, z
are the diagonal components of the strain tensor ex-
pressed in the principal coordinate system. The off-
diagonal elements of the Hamiltonian are also modified
by strain [60]:

Hij(k) = H0
ij − Dεxy, (37)

whereD ≥ 0 denotes the deformation potential for the
off-diagonal strain component. When the off-diagonal
components in the Hamiltonian are ignored, the influ-
ence of the shear stress component is completely lost.
The off-diagonal elements of the strain tensor are, how-
ever, generated by[110] uniaxial stress. Since this is
exactly the stress direction used to enhance the perfor-
mance of modern MOSFETs, shear strain must be taken
into consideration. The dispersion relation of the[001]
valleys including the shear strain component for the con-
duction band now reads as:

E(k) =
~
2k2

z

2ml
+

~
2(k2

x+k2

y)

2mt
+ δEC

−

[(
~

m0

kzp
)2

+
(

Dεxy −
~
2kxky

M

)2
]1/2

,

(38)

where the value ofεxy is positive for tensile stress in
[110] direction. In Figure 35 the analytical band struc-

0 0.2 0.4 0.6 0.8 1
η

0

0.05

0.1

0.15

E
ne

rg
y 

sh
ift

 [e
V

]

Analytical

EPM

-2 -1 0 1 2
(k-2π/a

0
) / k

0

-0.2

0

0.2

0.4

E
ne

rg
y 

[e
V

]

η = 0

η = 0.5

η = 1.0

X - point

Figure 36: [001] valley energy shift as function of
the dimensionless off-diagonal component
of the strain tensor, as predicted by (40) and
by EPM calculations. Inset: conduction band
profile along the[001] direction for different
stress values.
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Figure 38: Stress dependence of longitudinal effective
mass in the[001] valleys due to[110] stress.
Effective mass diverges atη = 1 suggesting
that full-band theory must be used for such
stress values.

ture (38) is compared with the results of the EPM calcu-
lations for uniaxial[110] tensile stress of 3 GPa. Even for
such large stress values the agreement between the ana-
lytical model and the numerical EPM results is excellent
up to 200 meV. The band structure shown in Figure 35
suggests a strong effective mass modification, which is
analyzed in more details in the next section.

5.3 Conduction Band Modification Due to
Shear Strain

The usually ignored off-diagonal strain component lifts
the degeneracy between the two lowest conduction bands
at the X points along the[001] axis in the Brillouin
zone [60]. This lifting of degeneracy has a strong ef-
fect on the band structure. We investigate the shifts of
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the valley minima, changes in the effective masses and
in the nonparabolicity parameter.

5.3.1 Valley Shifts

Since the conduction band minimum along the[001] axis
is located near theX point, the gap opening at theX
point affects the position of the minimum. First, the
conduction band minimumkmin moves closer to theX
point. From (38) we obtain

kmin = −k0

√

1 − η2. (39)

Here, the dimensionless off-diagonal strainη =
2Dεxy/∆ is introduced. Forη ≥ 1 the conduction band
minimum is located exactly at theX point.

The minima of the two[001] valleys move down in en-
ergy with respect to the remaining four fold degenerate
valleys. Forη ≤ 1 the strain dependence is quadratic,
while it is linear forη ≥ 1:

∆Eshear =

{
−∆

4 η2 , |η| < 1

−(2|η| − 1)∆/4 , |η| > 1
(40)

In Figure 36 the shifts predicted by (40) are compared
with results from EPM calculations. Excellent agree-
ment is found.

5.3.2 Stress Dependent Effective Masses

Shear strain modifies the effective masses in the[001]
valleys. Evaluating the corresponding second derivatives
of (38) at the band minimum (39), we obtain two dif-
ferent branches for the effective mass across (mt1) and
along (mt2) the stress direction:

mt1(η)/mt =

{
(1 − η mt

M )−1 , |η| < 1

(1 − sgn(η)mt

M )−1 , |η| > 1

(41)

mt2(η)/mt =

{
(1 + η mt

M )−1 , |η| < 1

(1 + sgn(η)mt

M )−1 , |η| > 1

(42)

Here,sgn denotes the sign function. The analytical ex-
pressions for the transversal masses (41) and (42) are
compared with the masses obtained from EPM calcula-
tions in Figure 37. Strong anisotropy in the transversal
masses generated by shear strain is predicted by the ana-
lytical model.
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Figure 39: Nonparabolicity parameter in the[001] val-
leys increases as function of[110] tensile
stress. Inset: Relation between dimension-
less strainη and stress in GPa.

For the longitudinal effective mass one obtains the fol-
lowing expression from (38):

ml(η)/ml =

{
(1 − η2)−1 , |η| < 1

(1 − 1/|η|)−1 , |η| > 1
(43)

Eq.(43) is compared with EPM results in Figure 38. The
longitudinal mass diverges atη = 1 suggesting that a
full-band description is necessary for such high stress
values [58].

5.3.3 Stress and Nonparabolicity

Shear strain affects the value of the nonparabolicity pa-
rameterα. Proceeding as in [63], we arrive at an expres-
sion for the strain dependence ofα:

α(η) = α0
1 + 2(ηmt/M)2

1 − (ηmt/M)2
(44)

Expression (44) is plotted in Figure 39. The relative in-
crease ofα(η) is important at large stress values. Results
of the mobility simulations in a strained ultra-thin body
FET along the[110] stress direction, with and without
stress dependence of the the nonparabiolicity parameter
taken into account, are shown in Figure 40. The stress
dependence of the nonparabolicity parameter results in
an almost 25% decrease to the mobility enhancement in
a 3 nm thick SOI FET at a stress level of 3 GPa (Fig-
ure 40). For stress values larger than 3 GPa the energy
difference from the minimum to the value at theX point
becomes smaller thankBT , and a full-band description
is required [58].

5.4 Conclusion

An efficient two-bandk·p model is presented, which
accurately describes the conduction band minima in
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Figure 40: [110] channel mobility in a 3 nm thick UTB
FET at 3 GPa tensile stress along the chan-
nel. Mobility is computed withα = α0 and
α = α(η).

strained silicon. The model accurately describes stress
dependences of the effective mass and of the nonparabol-
icity parameter. Analytical dependences of the valley
shifts, transversal and longitudinal effective masses, and
the nonparabolicity parameter on shear strain are ob-
tained and analyzed. It is demonstrated that the enhance-
ment of low-field mobility in uniaxially stressed UTB
FETs is partly hampered by an increase in nonparabolic-
ity at higher stress.
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