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1 VMAKE 2.0 – Project Orientation and Parallel Compilation

1.1 New Features

The new version of the Vienna Make utility (VMake) is characterized by a redesign of several core rou-

tines and essential data structures, which resulted in much higher performance and flexibility. The latter

enabled the incorporation of new valuable features, most notably the project orientation and the support

for parallel compilation and linking on a workstation cluster [1].

The project orientation allows the managment of many separate software projects, accounting for the inter-

project dependences. This applies also to installed projects, i.e., when a newer version of a library (i.e., the

library project) is installed VMake will re-link all dependent programs of a project in work. Thus, global

version consistency is maintained across all projects under VMake control. On the other hand, one has to

locally check out and compile only the project which is to be worked on. The inter-project dependence of

each project is specified in a local vmake.prj file (see Fig. 1). This makes it possible to split up a large

project (like VISTA) into smaller, easier-to-handle ones and, at the same time, facilitates the integration

of new software.

The parallel compilation feature allows one to utilize a whole cluster of workstations to build whole

software projects in a fraction of the usual time. Determination and representation of the dependence

information have been so designed that inherent parallelisms can be detected and used to speed up the

build process considerably.

1.2 Algorithm

make and imake–based approaches usually must perform multiple passes over a project source tree to

reach a certain build goal, during which many possibly non–needed files are rebuilt. VMake exploits the

fine–grained global dependency information (over directory and project boundaries) to rebuild an utmost

concise superset of the really required files. Internally VMake identifies each file by a unique LISP

object which stores all available information about that file. The main agent checks the dependencies

between objects (and possibly rebuilds the dependencies from modified source files) in a “depth first”

algorithm and sends a rebuild request to the checked objects if required. If execution of a goal is required,

the appropriate command is inserted into the sub–agent of VMake for later execution which occurs in

parallel on a defined workstation cluster. This speeds up the build process significantly (by a factor of

four, using seven DEC Alpha workstations compared to local execution). In contrast to make VMake

needs no recursive evocation and solves the goal evaluation in one pass since all information is available

in the main agent. Due to this strategy, VMake is significantly more efficient than make whenever the

source code involved is spread around several different directories and/or projects. This helps to save

resources which is important for restrictive operating system configurations.

Dependencies are stored in VMake for directly included source files only (in contrast to make where

all include files over all levels are needed as dependencies). This speeds up the dependency generation

process since no files are multiply scanned during dependency generation and so allows dependency gen-

eration on the fly on every run of VMake. The automatically extracted global information about projects

is saved by VMake for every configuration in a special place to be reloaded on the next invocation.
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1.3 The Queuing Agent

This sub–agent of VMake is activated by objects if they need to be rebuilt. In this case the queuing agent

checks if all required inputs of a goal are already available and then queues it for building, otherwise it

delays this job until all required objects are built. Objects ready for building are produced in parallel on

the defined hosts and/or batch queues for the actual configuration. The main agent can request information

about the current status of the queuing agent.

1.4 Project Installation and Version Managment

In contrast standard tools like make usually copy all files every time and do not create an information file.

One additional feature is that only modified files, especially include files, are installed if an older release

already exists. So only changed sources get new time stamps and again only a minimal set of files has

to be rebuilt in the working project. Files that are no longer required in an installation are automatically

removed from the global directory. To allow easy update from the repository VMake is able to update on

project basis from the repository. The developer is informed of updated files and a warning is issued for

every conflict between local modifications and the repository state.

;;- project definition file for the Sketch tool

(Project-Definition SketchTool

:fname "sketch"

:major 0

:minor 0

:patchlevel 0

:depend ViennaBaseSystem

Geometry2DSupport

AttributeSupport

PifApplicationInterface

PifToolBox

Materials

Layout

:manual "Sketch"

)

Figure 1: VMake project file: The :depend key lists all other projects on which this project depends.
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2 Layout Data in VISTA

To close the gap between ECAD and TCAD it is required that VISTA can access lateral layout infor-

mation. For this purpose converters from the most representative layout data formats to PIF were made

available. Both the Caltech Interchange Format (CIF) and Calma’s GDSII layout data formats are cur-

rently supported.

2.1 Integration within VISTA and User Interface

As the PIF Editor is used to specify device geometries it seemed logical that the converters were inte-

grated in this tool. Layout data can be imported, modified if necessary, and be prepared for subsequent

simulations. For that purpose a new menu item labeled Layout (see Figure 2) has been added to PED.

layFig1.eps

85 × 76 mm

Figure 2: The Layout menu.

Besides the conversion to PIF, some basic layout handling features are also provided (see Figure 3). In

an extension to the default geometric functions (i.e., drawing points, lines, faces, segments, and assigning

materials, etc.) that already existed in PED, some new features for layout handling were added:

• Selection of areas of interest.

• Boolean operations with masks.

• Mask-name specified hide/show capabilities (filters).

• Cut-line specification.
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layFig9.eps
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Figure 3: Layout data in Vista - Block diagram.

2.2 The specification of cut-lines

Since most process and device simulators integrated in VISTA are two-dimensional, there is the necessity

to be able to specify cross-sections in terms of cut-lines in the circuit layout. These are the locations where

a cut perpendicular to the layout plane will be performed. For three-dimensional simulations the area of

interest takes the role of the cut-line to specify the simulation domain. This task is done in a user-friendly

way and warnings about possible misuses, like the specification of a cut-line in a layout with large changes

in the direction orthogonal to the cut-line, are automatically detected an reported. To better understand the

concept, a simple example is presented in Figure 4. A more complex example is shown in Figure 5.

2.3 Interface with the SFC

The result of the cut-line tool is stored in a LISP like syntax format (see Figure 6) that is understood by the

VISTA’s Simulation Flow Control module (SFC), so the process simulations can be carried without the

user explicitly defining the absolute edge coordinates. This allows to keep process and layout information

separate in order not to clutter a process file with device specifics.

2.4 Examples

An example of how accurate interconnect wire capacitances can be extracted with VISTA using the Smart

Capacitance Analysis Program (SCAP) is presented in Figure 7. Here the geometry to simulate is obtained

by specifying a cut-line in a piece of layout imported from an ECAD framework.
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layFig2.eps

145 × 98 mm

Figure 4: The cut-line concept.
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Figure 5: A cut-line example: a) Layout with cut-line b) The mask openings at cut-line
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layFig4.eps

121 × 87 mm(UNITS <unit>)
(SCALE <num> )
(CUTLINE <coord-pairs> )

(MASK <mask_name>
(DIMENSION <1D | 2D> )
(TRANSMITANCE )<value>
(PHASE <value> )
COORDS( <list_of_coords>)

(

)

(MASK POLY1
   (DIMENSION 1D)
   (TRANSMITANCE 0)
   (PHASE 0)
   (COORDS  9.60000   14.40000
                +26.03330)
)
(MASK ACTIVE-AREA
   (DIMENSION 1D)
   (TRANSMITANCE 0)
   (PHASE 0)
   (COORDS 1.85000   22.20000
                +26.03330)
)

LAYOUT "layout_file")

   FILE
MASK

STRUCTURE:
;The MASK-FILE structure

(MASK_SET <name>

)

)

EXAMPLE:

;The PMOS transistor MASK-FILE
(MASK_SET Low_power
   (LAYOUT PMOS.cif)
   (UNITS um)
   (SCALE 1)
   (CUTLINE   -12.00000    +23.50000
                +14.03330    +23.50000)

Figure 6: The mask-file syntax.
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Figure 7: Interconnect capacitance extraction.
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3 A New Diffusion Simulator PROMIS-NT

3.1 Introduction

The two-dimensional process simulator PROMIS-NT has been successfully implemented in the VISTA

framework. It is possible with PROMIS-NT to solve now diffusion problems on arbitrary simulation

domains. Therefore, PROMIS-NT fulfills the following needs:

• arbitrary, nonplanar and multilayered simulation structure

• flexible model initialization on different materials

• flexible modeling interface for the development of new models

• modeling environment for material interfaces

• numerical stability

An efficient grid generation module ensures the approximation of nonplanar geometries by using trian-

gular grids. For multilayer simulations it is necessary to split up the overall grid into several material

segment related grids.

It is possible to initialize different diffusion models for each material segment by using the segment grids.

The basic idea is to decide whether to use a simple or an advanced diffusion model for the different

materials. It makes no sense to use, e.g., point defect diffusion models on the whole simulation domain,

hence each material should get its appropriate diffusion model. Additionally, a modeling interface for the

implementation of new models must be provided for advanced users. A library of pre-defined models and

temperature modes have to be provided for those users who are not interested in model development and

only want to use the simulator’s tuned built-in models.

Interface models can be chosen for the different adjacent material segments. Thereby a relation for the

dopant concentrations on either side of the material interface is specified.

From the numerical point of view, several operations like adaptive gridding, equation solutions, time

stepping, are done automatically by PROMIS-NT. This is a prerequisite for the usage of the simulator

within a process flow.

3.2 Assembling the Diffusion Models

A flexible procedural modeling interface allows the specification of nearly any diffusion problem. Gen-

erally, different diffusion models can be specified on a given material segment. The user can specify the

appropriate segment model from a library of pre-defined models. These pre-defined models contain no

hard-coded modeling parameters, e.g. diffusion coefficient, solid solubility, the parameters are given via

the procedural interface as input parameters.

Any specified model needs certain input data for being successfully evaluated. For example, if a point de-

fect model should be applied to a silicon material segment, there must be silicon interstitials and vacancies

available for the model setup. We have implemented an initialization function where the given input can

be corrected, if necessary.
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The structure of the implemented general diffusion equation which can be treated by PROMIS-NT is given

by (1), where α and γ are prefactors determining the coupling between the quantities Ck.

αk ·
∂Ck

∂t
= − div ~Jk +

Nmax
∑

m=1

γkm k = 1 · · ·NQ (1)

~Jk = −Dk · gradCk (2)

~Jk = −Dk · gradCk − Z · C · µ · gradψ (3)

~Jk = f(Dk, Ck, gradCk, Cnet, T, t) (4)

It is possible to define Nmax generation/recombination terms γkm for each equation. The diffusion flux
~Jk can be specified from predefined models (2) - (3). By using a field enhancement model (3) only the

diffusion coefficient Dk needs to be specified, the electrostatic potential ψ as well as the additional drift

flux are calculated automatically. Furthermore, there can be any diffusion current model designed which

depends on the parameters shown by (4).

If no special boundary conditions are specified for the diffusion equation, homogeneous Neumann bound-

ary conditions (5) are assumed for all dopants at the outer geometry boundaries. Between the material

interfaces one of the pre-defined interface models be chosen.

~J · ~n = 0 (5)

With a flexible modeling interface it is possible to specify the parts of the generic diffusion equation (1)

which should be used on a given material segment. The structures of the diffusion equations including all

modeling functions are entered in modeling tables, which are taken by the Universal Function Generator

(UNFUG) [2] to be considered during the source code generation of the core initialization routines.

After defining the models for each solution variable, including the interface models and the boundary

conditions, the internal representation of the physical models are built up. Thereby the model information

from all equations is combined to one single-linked list of simulation models. Figure 8 outlines the

structure of this model list. Each entry holds the whole information about the involved quantities, the

physical parameters and the grid information in its own data structure.

Once the model list is defined, it is kept constant during the whole simulation. The model queue is

evaluated during the assembly of the linear system. Thereby the information in the model entries are used

to apply the discretization scheme to the different parts of the diffusion equation.

3.3 Diffusion Model Library

As all of the following diffusion current models are using diffusivities, we first summarize available dif-

fusion coefficients models. The diffusion coefficient D can modeled as follows:

D = Deq = D0 · exp

(

−
E0

kT

)

(6)

D = Deq · [1− exp (t/τ0)] (7)

D =
r

∑

i=−r

Di · exp

(

−
Ei

kT

)

·

(

n

ni

)i

(8)

D = Deq · (fI ·
CI

Ceq
I

+ fV ·
CV

Ceq
V

) (9)
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GRM
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CURR..diffusion flux model

GRM....generation/recombination model
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TDM....time derivative model
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pre-factor: -1

coupling: full

auxiliary: net-doping

grid: grid_3

Figure 8: Internal model list representation for the diffusion equations of arsenic specified on two different

material segments.

(6) gives the diffusivity Deq at intrinsic doping conditions, where (7) is appropriate to model the diffusion

in silicon dioxide, based on a temperature dependent diffusivity. Equation (8) refers to the extrinsic dopant

diffusion, where different charge states of dopants are encountered. The same diffusion coefficient is also

taken for multiply charged dopant/defect pairs. If the dopant diffusion is driven by excess point defect

concentrations, the diffusion coefficient is extended as depicted by (9), where fI and fV are weighting

factors representing the interstitial and vacancy diffusion mechanism, respectively.

Currently, the following diffusion models are implemented into PROMIS-NT and can be specified on the

material segments:

- Coupled and uncoupled diffusion model

- Static and dynamic clustering model

- Transient enhanced diffusion model

- Transient activation model

- Polysilicon diffusion model

Details on the structure of the available diffusion models as well as model parameters and their validity

for the above models can be found in [3].

For the material interfaces between different material segments the following interface models are avail-

able:



3 A NEW DIFFUSION SIMULATOR PROMIS-NT 10

- Conduction model

- Segregation model

- Polysilicon/Silicon interface model

3.4 User Interface

Two possibilities are offered within the VISTA framework to run PROMIS-NT. First, as single step tool

using a user interface panel (see. Fig 9) to start the simulator. Thereby, the input PIF file and the input

simulation grid can be specified. If the input simulation grid is not valid (e.g. an ortho-product grid

specified on a nonplanar structure) an own simulation grid is generated and the available quantities are

interpolated to this new grid. Additionally, this grid is adapted according the input quantities to resolve

them adequately.

Figure 9: User interface panel for PROMIS-NT

Furthermore, the physical diffusion parameters like temperature and annealing time can be specified. For

the specification of the diffusion model on a given material segment the model definition panel (see Fig 10)

is used. It is even possible to disable the diffusion equations on material segments which are less critical.

In this case the initial concentrations are written unchanged to the output file.

Secondly, PROMIS-NT operates in the library of process simulation tools of VISTA’s Simulation Flow

Control (SFC). Thereby, the models and the physical parameters can be specified by the user. Input data

are automatically given by the previous simulation step and output date are delivered to the next simulation

tool.

3.5 Example – BiCMOS Process Simulation

As an example, a complete 0.8µm BiCMOS process [4] was simulated with VISTA’s Simulation Flow

Controller (SFC) [5], using PROMIS-NT as diffusion simulator.
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Figure 10: User interface panel for the specification of the segment models

A tabularized process flow including all process parameters is given in Table 1. Each step of the flow

represents a process simulation tool which reads the last result from the previous one and performs the

simulation according to the specifications. After the tool has finished, the actual wafer state is evaluated.

This includes merging of the geometry and the doping information.

The following process simulation tools are available in the SFC:

SKETCH: Simulation module for resist spin-on, exposure, and stripping.

PROMIS: Process simulation modules for several steps:

- ETCH: Etching tool for isotropic, anisotropic and plasma etching [6].

- DEPO: Deposition tool for isotropic, anisotropic and hemispherical deposition of material

layers. Additionally, EPI-layer deposition and in-situ doping techniques are performed.

- ANALYTICAL IMPLANT: Ion implantation module based on analytic distribution function.

- DIFFUSION: Diffusion in silicon (obsolescent).

- MONTE CARLO IMPLANT: Ion implantation module based on Monte Carlo technique. Avail-

able for amorphous as well as crystalline targets.

PROMIS-NT: Simulation module for diffusion processes.

SAMPLE: Etching and deposition module incorporated by a wrapper approach [7].

TSUPREM-4: Process simulator for diffusion, oxidation, implantation [8].

A schematic cross-section of the BiCMOS structure is shown in Figure 11. The final BiCMOS structure

is given in Figure 12. Figure 13 shows the actual dopant concentrations after the channel-stop implant

(step 31) prior to the field oxide isolation, where the n-wells and the p-well doping concentrations are also

given. The active region of the NPN device including extrinsic base, intrinsic base and emitter doping is

shown in Figure 14. Details of the corresponding simulation grid are depicted in Figure 15.
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# Simulator SFC operation Specification & Parameters

1 SKETCH create-subdomain create wafer: Si, p-type 10Ωcm 22.0 × 5.0µm

2 SKETCH spin-on pad oxide: SiO2, 0.025µm

3 SKETCH spin-on nitride buffer: Si3N4, 0.3µm

4 SKETCH mask pattern buried layers: exposed, mask: 7.0, 13.5;

14.5, 22.0;

5 PROMIS etch open nitride

6 SKETCH strip-material mask

7 PROMIS analytic-implant N-buried layer: Sb, 200keV , 11015cm−2

8 TSUPREM-4 oxidation oxidation: SiO2, 0.5µm, 1200C 100min dry O2,

1100C 35min wet O2

9 SKETCH strip-material strip mask: resist

10 PROMIS analytic-implant P-buried layer: B, 75keV , 11015cm−2

11 SKETCH strip-material strip oxide: SiO2

12 PROMIS iso-depo epi layer: Si 1.6µm, in-situ P 11015cm−2

13 PROMIS iso-depo pad oxide: SiO2 500Å

14 PROMIS iso-depo nitride buffer: Si3N4 0.3µm

15 SKETCH mask pattern N-well: exposed, mask: 7.0, 13.5; 14.5,

22.0;

16 PROMIS etch open nitride

17 SKETCH strip-material mask

18 PROMIS analytic-implant N-well: P , 150keV , 21012cm−2

19 TSUPREM-4 oxidation oxidation: SiO2, 0.3µm, 1200C 10min dry O2 ,

1100C 25min wet O2

20 SKETCH strip-material strip resist

21 PROMIS analytic-implant P-well: B, 55keV , 81012cm−2

22 PROMIS-NT diffusion well drive-in: 1000C 150min

23 PROMIS iso-etch planarize

24 SKETCH spin-on pad oxide: SiO2, 300Å

25 SKETCH spin-on poly buffer: poly 500Å

26 SKETCH spin-on nitride buffer: Si3N4, 1.0µm

27 SKETCH mask pattern field oxide: exposed, mask: 0.0 ,0.5; 6.5,

7.5; 13.5, 14.5; 19.5, 20.2; 21.8, 22.0;

28 PROMIS etch open nitride

29 SKETCH strip-material mask

30 PROMIS plasma-etch open channel stop

31 PROMIS analytic-implant channel stop: B, 30keV , 21013cm−2

32 TSUPREM-4 oxidation field oxide: 975C, 150min

33 SKETCH strip-material strip nitride
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# Simulator SFC operation Specification & Parameters

34 SKETCH mask pattern subcollector: exposed, mask: 20.5,21.5;

35 PROMIS analytic-implant N+ subcollector: P , 180keV , 21015cm−2

36 SKETCH strip-material strip resist

37 SKETCH mask pattern base: exposed, mask: 14.8,19.2

38 PROMIS analytic-implant intrinsic base: B, 25keV , 21013cm−2

39 PROMIS iso-depo deposit: SiO2, 0.16µm

40 SKETCH strip-material strip resist

41 PROMIS iso-etch pregate oxide

42 PROMIS iso-depo gate oxide: SiO2, 0.02µm

43 SKETCH mask pattern open emitter: mask: 17.6,18.4;

44 PROMIS plasma-etch open emitter

45 SKETCH strip-material strip resist

46 PROMIS iso-depo poly deposit: poly 0.25µm

47 PROMIS analytic-implant N+ gate/emitter implant: As, 60keV ,

21016cm−2

48 SKETCH mask pattern emitter/gate: mask: 0.0, 3.1; 3.9, 10.1;

10.9, 17.1; 18.9, 22.0;

49 PROMIS etch form gates and emitter

50 SKETCH mask pattern S/D + deep collector: mask: 0.0,5.5; 7.5,

8.5;20.5,21.5;

51 PROMIS analytic-implant NMOS LDD S/D implant: P , 40keV ,

31013cm−2

52 SKETCH strip-material strip resist

53 PROMIS iso-depo deposit sidewall spacer oxide 0.27µm

54 PROMIS iso-etch sidewall etch 0.3µm

55 SKETCH mask pattern S/D + deep collector: mask: 0.0,5.5; 7.5,

8.5;20.5,21.5;

56 PROMIS analytic-implant NMOS S/D implant: P , 60keV , 41015cm−2

57 SKETCH strip-material strip resist

58 SKETCH mask pattern PMOS S/D + extr. base: mask: 5.5, 7.0;

8.5, 17.0

59 PROMIS analytic-implant PMOS S/D + extr. base: B, 25keV , 31015cm−2

60 SKETCH strip-material strip resist

61 PROMIS-NT diffusion S/D - emitter: 1050C, 15s

Table 1: Process simulation flow for the 0.8µm BiCMOS process.
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Figure 11: Device cross-section of BiCMOS process after fabrication of the active areas. The source–

drain anneal is optimized to emitter outdiffusion conditions. Afterwards the structure is scheduled for a

double-level interconnect process.
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Figure 12: Simulation results for the final BiCMOS device including NMOS, PMOS and NPN dopings.
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Figure 13: Simulation results for the P-buried layer, the P-punchthrough and the N-buried layers obtained

after step 31.
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Figure 14: The active area of the NPN device showing intrinsic and extrinsic base, emitter and collector.
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Figure 15: Details on the simulation grid of the active area for the NPN device.
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4 Simulation of Submicron Double-Heterojunction High Electron

Mobility Transistors with MINIMOS-NT

4.1 Introduction

In recent years, high electron mobility transistors (HEMTs) have become a widely used supplement to

the spectrum of industrial semiconductor devices. Especially pseudomorphic submicron HEMTs have

conquered a broad field of application because of their high-frequency performance. The DC character-

istics of a pseudomorphic double-heterojunction AlGaAs/InGaAs HEMT with a gate length of 240 nm
are investigated by two-dimensional device simulation with MINIMOS-NT using the capabilities of the

VISTA framework. The simulation results are compared with measured data and three distinct operation

regimes of the transfer characteristics can be diagnosed, each owing to a major physical effect. Identifying

the essential physical mechanisms which are responsible for particular effects of the HEMT’s electrical

behavior by means of simulation allows to push ahead the further development of HEMTs. The capability

of simulation includes device scaling as well as the potential of band gap engineering. Both improvements

can be realized by process technology due to advances in epitaxial growth producing epilayers of almost

arbitrary material composition.

The simulation of HEMTs is mainly facing two problems. Of concern are short channel effects caused by

reducing the gate length well below a quarter micron. Secondly, the device characteristics strongly depend

on the properties of abrupt heterojunction interfaces.

To account for short channel effects several attempts have been made to make the hydrodynamic (HD)

model suitable for device simulation [9]-[12]. However, the convergence of the HD model is weak and the

computational effort is high, since the set of unknowns is augmented by the carrier energies. Both effects

can be mitigated when the HD model is only used for regions of the device where non-local behavior is

dominating, hence by mixing drift-diffusion (DD) and hydrodynamic model (mixed model simulation).

For HEMTs the critical region is the channel layer. To apply the HD model only for the channel layer, this

region must be cut out and then linked with the remaining regions by specific interface models. Thus, the

device region is split into a set of subdomains by a process referred to as segment split method (SSM) [13].

Moreover, the SSM offers an elegant way to handle abrupt heterojunctions using specific interface models

mentioned above. Previously published simulators are only capable of dealing with continuous material

properties [14][15] and therefore ignoring thermionic-field emission, or they are designed for only one

dimension in space [16][17]. Using SSM it is possible to combine models for abrupt heterojunctions and

two-dimensional device simulation. Accordingly, for the simulation of HEMTs the short channel effects

can be considered as well as the influence of the thermionic-field emission on the confinement of the

electrons inside the channel layer.

In Section 4.2 the equations for the drift-diffusion and hydrodynamic models, the interface model for

thermionic-field emission, and the physical models are presented along with some notes on numerics. The

measured DC characteristics are compared with simulation results in Section 4.7 as well as a discussion

of several physical effects which influence the transfer characteristics. Finally, some conclusions are

presented in Section 4.8.

4.2 Segment Split Method and Mixed Drift-Diffusion Hydrodynamic Simulation

The electrical behavior of the HEMT is mainly determined by the epitaxial grown structure of the de-

vice. Several distinct layers of different semiconductor alloys are combined to obtain a channel with high
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Figure 16: Schematic cross section of a delta-doped pseudomorphic double-heterojunction HEMT. The

current is conducted inside the narrow band-gap In0.2Ga0.8As channel layer, 12 nm thick, which is sand-

wiched between the wide band-gap Al0.2Ga0.8As upper and lower barrier layer. The device structure is

built with the SFC tool of the VISTA framework.

electron mobility and high electron concentration. The properties of the channel are expected to govern

the electron transport (see Fig. 16). The material and electrical properties change almost abruptly at the

heterojunction interfaces, i.e., at interfaces between different layers. Inside a layer the material properties

and the electrical quantities are continuous, and the partial differential equations (PDE) describing the

electrical behavior can be solved numerically. The discontinuous behavior on interfaces between layers

has to be treated by specific interface models to link the layers together. For the simulation the device

domain is split into several subdomains, referred to as segments. Each segment corresponds to a distinct

layer of the device. This process is termed segment split method (SSM).

Abrupt heterojunction interfaces can be properly handled with interface models. Especially, the effects of

tunneling through energy barriers at heterojunction interfaces can be considered analytically for arbitrary

device geometries. Tunneling is important to describe the electron transport from the drain-sided end of

the channel into the barrier layer above. Furthermore, by linking segments with different properties by

appropriate interface models, the models for the segments can also be different. Thus, for the channel

segment a five equation hydrodynamic (HD) model can be used to account for short channel effects and

a plain three equation drift-diffusion (DD) model for the other segments. Compared to simulations using

the HD model for the entire device, mixed DD/HD model simulations are more effective with respect to

computation time and the convergence of the iteration scheme.
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4.3 Basic Equations

In the following the basic equations used for the simulation of the HEMT are given. For plain drift-

diffusion modeling the well known Poisson equation and continuity equations are used. Additionally, to

account for short channel effects, a hydrodynamic model describing the energy transport is implemented

and the continuity equations are extended for non-constant carrier temperatures.

The Poisson and continuity equations read

∇(ε · ∇ψ)− q · (n− p+N−
A −N+

D −N+
DD) = 0 (10)

∇ ~Jn − q ·
∂n

∂t
− q ·R = 0 (11)

∇ ~Jp + q ·
∂p

∂t
+ q ·R = 0 (12)

where ~Jn and ~Jp are the electron and hole current densities, respectively, R is the net recombination rate,

ε is the permittivity, n and p the electron and hole concentrations, q is the absolute electron charge, N−
A

and N+
D are the densities of ionized acceptors and donors, and N+

DD is the density of ionized deep traps,

respectively.

The current densities are defined as

~Jn = q · µn · n ·

[

∇

(

EC

q
− ψ

)

+
k

q
·
NC

n
· ∇

n · Tn
NC

]

(13)

~Jp = q · µp · p ·

[

∇

(

EV

q
− ψ

)

−
k

q
·
NV

p
· ∇

p · Tp
NV

]

, (14)

where the non-constant carrier temperatures and effective-density-of-states are considered by the terms

∇n·Tn

NC
and ∇p·Tp

NV
, respectively. The terms ∇

(

EC

q
− ψ

)

and ∇
(

EV

q
− ψ

)

account for the non-constant

band edge energies. The definition of the carrier mobilities µn and µp depends on the applied model and

considers a field dependence for the DD model and a carrier temperature dependence for the HD model.

For the HD model the equations governing the energy transport are

∇~Sn+
∂(n · wn)

∂t
−∇

(

EC

q
− ψ

)

· ~Jn+

+n ·
wn − w0

τwn
+ w ·R = 0

(15)

∇~Sp+
∂(p · wp)

∂t
−∇

(

EV

q
− ψ

)

· ~Jp+

+p ·
wp − w0

τwp
+ w · R = 0

(16)

where

~Sn = −κn · ∇Tn −
1

q
· (wn + k · Tn) · ~Jn (17)

~Sp = −κp · ∇Tp +
1

q
· (wp + k · Tp) · ~Jp (18)

are the electron and hole energy fluxes, respectively, τwn and τwp are the energy relaxation times, and

wn and wp are the electron and hole energies, respectively. Since the simulations are performed for room
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temperature T = 300 K the drift kinetic energy part is small compared to the random kinetic energy of

the carriers and can be neglected

wn,p ≈
3

2
· k · Tn,p. (19)

For the thermal conductivities the Wiedemann-Frantz-Law is used

κn,p =
5

2
·
k2

q
· Tn,p · µn,p · (n, p). (20)

Furthermore, for the discretization of the continuity and energy balance equations we implemented the

scheme proposed in [11] to improve the weak convergence behavior of the HD model.

4.4 Interface Models

Considering the interface between segment 1 and segment 2 the thermionic-field emission model de-

termines the electron current density Jn1 leaving segment 1, the electron current density Jn2 entering

segment 2, the electron energy flux density Sn1 leaving segment 1, and the electron energy flux density

Sn2 entering segment 2:

Jn2 = Jn1, (21)

Sn2 = Sn1 +
1

q
· (∆EC − δEC) · Jn2 (22)

Jn2 = q · vn2(Tn2) · n2−

−q ·
mn2

mn1
· vn1(Tn1) · n1 · exp

(

−
∆EC − δEC

k · Tn1

)

,
(23)

Sn2 = −2 · k · Tn2 · vn2(Tn2) · n2+

+2 ·
mn2

mn1

· k · Tn1 · vn1(Tn1) · n1 · exp

(

−
∆EC − δEC

k · Tn1

)

,
(24)

where

vn1,2(Tn1,2) =

√

2 · k · Tn1,2
π ·m∗

n1,2

(25)

denotes the “emission velocity”, and m∗
n1,2 are the electron effective masses for segments 1 and 2, respec-

tively. The barrier height is defined as

∆EC = EC2 − EC1. (26)

For the electrostatic potential the interface condition reads

ψ1 = ψ2. (27)

Tunneling of electrons through the energy barrier is taken into account by barrier height lowering, which

is modeled as

δEC =

{

q · E⊥ · xeff , E⊥ > 0
0, E⊥ ≤ 0

(28)

where E⊥ is the electric field perpendicular to the interface in segment 2 and xeff is the effective tunnel

length which is assumed with 7 nm.

The exponential term in eq. (23) containing the barrier height determines the current flow across the

interface. The effectiveness of this energy barrier is reduced either by barrier height lowering due to
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tunneling or by increasing electron temperature Tn1. Thus, the carrier temperature influences the current

flux across the interface – the higher the electron temperature the more electrons are able to surmount the

energy barrier. This effect is referred to as real-space transfer (RST, [18]).

The mixed DD/HD model simulation requires a suitable value for the electron temperature Tn2 inside

the wide band-gap semiconductor segment where the carrier temperature is not calculated explicitly. One

possibility is to assume the carrier temperature identical to the lattice temperature. However, full HD

simulations show that the carrier temperature does not change very much in the vicinity of the interface.

Thus, for mixed model simulation the carrier temperatures on both sides of the interface are supposed to

be equal (Tn1 = Tn2).

4.5 Numerical Methods

The discretized non-linear equation system is solved by a Newton-Raphson scheme. Additionally, to

improve the well known weak convergence of the energy transport equations a block iterative scheme is

implemented. First, the set of Poisson equation and continuity equations is solved alternately with the

set of continuity equations and energy transport equations. Each set is solved iteratively by the Newton-

Raphson method until the norm of the updates remains under a certain value. At last, for the full equation

set the Newton-Raphson method [19][20] is invoked to obtain the desired final accuracy. The linear system

is solved either by a Gauß-solver or by a state-of-the-art BiCGStab algorithm [21]. When the BiCGStab

algorithm is employed, at first the matrix is scaled with an iterative algorithm [22] and preconditioned

[23].

4.6 Physical models

In the sequel the models for the band edge energies [24], the electron and hole effective masses [24], and

the mobilities for AlxGa1−xAs and InyGa1−yAs are given.

Usually, the band gap energies are used for simulation. However, the correct treatment of the abrupt

heterojunctions requires the energy barrier height on the interfaces, i.e., the values for the conduction

band edge energy and the valence band edge energy as well.

The band gap energy for AlxGa1−xAs reads

Eg(x, T ) = Eg(x, 0) −
α(x) · T 2

β(x) + T
, (29)

Eg(x, 0) = EGaAs
g · (1− x) + EAlAs

g · x, (30)

α(x) = αGaAs · (1− x) + αAlAs · x, (31)

β(x) = βGaAs · (1− x) + βAlAs · x, (32)

where Eg(x, T ) is given in eV and T is the lattice temperature in K.

The band gap energy for InAs reads

EInAs
g (T ) = EInAs

g −
αInAs · T 2

βInAs + T
, (33)

with the appropriate parameters EInAs
g , αInAs, and βInAs (see Tab. 2).
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The band gap energy for InyGa1−yAs is given by

Eg(y, T ) = EGaAs
g (T ) · (1− y) + EInAs

g (T ) · y − C · y2, (34)

where EGaAs
g (T ) and EInAs

g (T ) are the band gap energies for Gallium-Arsenide and Indium-Arsenide,

respectively, and C is the “bowing” parameter [24]. For the values of the parameters see Table 2.

Table 2: Parameter values for modeling the band gap energies.

αGaAs [10−4eV/K] αAlAs [10−4eV/K] αInAs [10−4eV/K]

5.58 8.78 2.76

βGaAs [K] βAlAs [K] βInAs [K]

220 322 83

EGaAs
g [eV] EAlAs

g [eV] EInAs
g [eV]

1.521 2.891 0.42

C [eV] 0.475

The band gap energy is related to the band edge energies by

EC(x, T ) = Eg(0, T ) + 0.6 · [Eg(x, T )−Eg(0, T )] (35)

EV (x, T ) = EC(x, T )− Eg(x, T ), (36)

thus, 60% of the change of the band gap energy are attributed to the conduction band edge energy and

40% to the valence band edge energy.

The carrier effective masses for AlxGa1−xAs read

m∗
n,p = m0n,p +m1n,p · x+m2n,p · x

2, (37)

where for x = 0 the effective masses for GaAs are obtained. Table 3 shows the values used for these

parameters.

Table 3: Parameter values for modeling the carrier effective masses.

Parameter AlGaAs InGaAs

m0n +0.067 +0.079
m1n +0.083 −0.038
m2n – –

m0p +0.080 +0.120
m1p +0.080 −0.099
m2p – +0.030

The carrier effective masses for InyGa1−yAs are governed by

m∗
n,p = m0n,p +m1n,p · y +m2n,p · y

2, (38)

where the effective masses for InAs are obtained with y = 1.0 (see also Tab. 3).

The DD mobility is modeled by

µn,p(|~Fn,p|) =
µ0n,p

√

1 +

(

µ0
n,p·|~Fn,p|

vsatn,p

)2
, (39)
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Table 4: Parameter values for the mobility models.

Parameter AlGaAs InGaAs

µ0n [cm
2/Vs] 3000 6000

vsatn [cm/s] 1.2 · 106 11.0 · 106

αn [K
−1] 0.0431 0.0064

µ0p [cm
2/Vs] 120 120

vsatp [cm/s] 5.0 · 106 5.0 · 106

αp [K
−1] 0.62 · 10−3 0.62 · 10−3

where µ0n,p are the zero-field mobilities, vsatn,p are the saturation velocities, and |~Fn,p| are the magnitudes of

the driving force for electrons and holes, respectively. The driving forces are governed by the equations

~Jn = q · n · µn · ~Fn, ~Jp = q · p · µp · ~Fp. (40)

The HD mobility is modeled carrier temperature dependent

µn,p(Tn,p) =
µ0n,p

1 + αn,p(Tn,p − TL)
, (41)

where Tn,p are the carrier temperatures and TL is the lattice temperature. The corresponding values for

the parameters can be found in Table 4.

4.7 Results

The device simulated in this study was fabricated using a structure grown by molecular beam epitaxy.

From top to bottom the layer sequence consists of a highly doped GaAs cap layer, a 30 nm undoped

Al0.2Ga0.8As barrier layer, a 12nm In0.2Ga0.8As channel layer, and a 400nmAl0.2Ga0.8As lower barrier

layer on a semi-insulating GaAs-substrate. Within the upper barrier layer, a delta doping with an active

Insulator

12 nm

240 nm

Channel

Source

Cap

Gate

Drain

Cap
Upper Barrier

Lower Barrier

Figure 17: Representative scanning electron microscopy cross section of the HEMT.

doping concentration of about ND = 2.7 · 1012 cm−2 is grown. The Al0.2Ga0.8As barrier below the
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channel contains a 7 nm thick doping layer with an active doping concentration of about ND = 8.5 ·
1011 cm−2.

The gate length of the HEMT is 240nm. In the vicinity of the gate, the cap layer is etched to form a recess

of about 540nm length. The gate is placed symmetrically within the recess. Thus, ungated channel regions

extend for about 150 nm at both sides of the gate. Fig. 17 shows a representative SEM-profile (Scanning
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Figure 18: I-V curves for VDS = 2 V.

Electron Microscopy) of the structure. As can be seen, the alloying process of the ohmic contacts does

not lead to complete penetration of the cap. Thus, we assume that the underlying heterostructures are not

destroyed by the contacts. Therefore, the schematic structure shown in Fig. 16 where the ohmic metal

is placed on top of the cap layer is used for simulation. For the two-dimensional simulations a contact

resistance of 0.1Ωmm is assumed. The width of the device is 180µm which results in a contact resistance

of 0.6 Ω for the complete extrinsic device.

The mixed model simulation is performed with a hydrodynamic model within the channel region and

a drift-diffusion model within the other layers. The hydrodynamic model is only applied to electrons.

The hole concentration does not influence the device characteristics and the carrier temperature is taken

into account implicitly by the dependence of the hole mobility on the driving force, i.e., the plain DD

model is used for holes. A rectangular grid with 2726 points is used for discretization. The channel

layer is discretized with 315 points. Thus, the mixed DD/HD model simulation needs about 1.2 times

the computation time of a plain DD simulation and at least 0.7 times the computation time of a full HD

simulation.

The simulation of one bias point requires an average of 500 iteration steps, 30 MB main memory, and

needs 200 sec. CPU-time on an HP 9000/735 with 100 MHz clock frequency.

The measured transfer characteristic for a drain-source voltage of 2 V is shown in Fig. 18 along with two

simulated I-V curves, one with plain DD model simulation the other with mixed model simulation. The

measurement was performed on wafer on a 4× 45 µm device. As depicted in this figure the mixed model

simulation and the measured data agree very well.
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Figure 19: Transconductance for VDS = 2 V.
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Figure 20: Electron temperature inside the channel layer (VDS = 2 V, VGS = +0.5 V).
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Figure 21: Electron concentration (VDS = 2 V, VGS = −0.5 V).

The transfer characteristics can be divided up into 3 operation regimes, each regime owing to a major

physical effect. Firstly, the pinch off regime, i.e., negative gate voltages where the electron concentration

in the channel is low but is starting to rise with the gate voltage increasing. Most of the current flowing is

conducted in the lower barrier layer.

The deviation of the DD simulation and the measurement can be attributed to an overestimation of the

electron confinement in the channel, i.e., the electrons are not swapped out into the lower barrier where

their mobility is rather low. This is simulated much more realistically by the mixed model simulation as

shown in Fig. 21.

The second regime is the one of most interest for device applications. The drain current is controlled

mostly linear by the gate voltage and exhibits the maximum in gm, as shown in Fig. 19.

For gate voltages higher than 0.3 V, marking the third regime, the I-V curve in Fig. 18 drops off since

the electrons heat up and start to surmount the energy barrier between channel and the barrier layer above

known as real-space transfer of the electrons. Hence, an increasing fraction of the electron transport

takes place within the upper barrier layer where the electron mobility is much lower than within the

channel. Fig. 20 shows the electron temperature inside the channel of the transistor and Fig. 22 the

electron concentration of the entire device. As clearly can be seen in Fig. 20 the temperature is about

3000K on the drain-sided end of the channel which allows the electrons easily to cross the heterojunction

between channel and upper barrier layer.

Tunneling of electrons through the heterojunctions is important for the connection of the drain-sided end

of the channel to the drain contact. When tunneling is not taken into account only few electrons are able

to leave the channel and to reach the drain contact. Thus, the current is too low (see Fig. 18).



SIMULATION OF SUBMICRON DOUBLE-HETEROJUNCTION HIGH ELECTRON MOBILITY... 27

Electron Concentration [cm^-3] (Vgs=0.5V)

-0.9 -0.6 -0.3 0.0 0.3 0.6 0.9 1.2
x / um

-0
.1

0
-0

.0
8

-0
.0

6
-0

.0
4

-0
.0

2
0.

00
0.

02
y 

/ 
um

<1e+13

 1e+13

 1e+14

 1e+15

 1e+16

 1e+17

 1e+18

 1e+19

 1e+20

 1e+21

>1e+21

Figure 22: Electron concentration (VDS = 2 V, VGS = +0.5 V).

0.0 1.0 2.0 3.0 4.0 5.0
VDS (V)

0.0

100.0

200.0

300.0

400.0

500.0

I D
S
 (

m
A

)

Measured Data
Simulation Results

VGS=-0.4V

VGS=-0.2V

VGS=0.0V

VGS=0.2V

VGS=0.4V

Figure 23: Output characteristics of the HEMT. The simulation results are in good agreement with the

measured data.



SIMULATION OF SUBMICRON DOUBLE-HETEROJUNCTION HIGH ELECTRON MOBILITY... 28

In Fig. 23 the output characteristics of the HEMT are depicted. The simulation results are in good agree-

ment with the measured data. The correspondence of the output conductance shows, that, as stated above,

the current flow inside the channel and the neighboring segments is well characterized by the mixed model

simulations.

4.8 Conclusion

A quarter micron delta-doped pseudomorphic double-heterojunction high electron mobility transistor is

simulated with the generic two-dimensional device simulator MINIMOS-NT. A new method is used which

divides the device region into several subdomains, referred to as segments, each segment with its specific

physical models. This offers the opportunity to combine segments where a hydrodynamic model is used

with segments where the plain drift-diffusion model is employed. Thus, for the channel of the transistor,

where short channel effects are expected, the energy balance equations are used to account for non-local

effects such as velocity overshoot. Furthermore, solving the hydrodynamic model in only a part of the

device is more efficient than a full hydrodynamic solution.

Moreover, the distinct segments are linked together with specific interface models. These interface models

allow to deal with abrupt heterojunctions and to include the effects of thermionic-field emission which

determine the current confinement within the channel layer and properly describe how the carriers swap

out into the neighboring segments. Hence, the reduction of the transconductance by real-space transfer

can be observed by the simulations.

The combination of abrupt heterojunctions and a two-dimensional mixed hydrodynamic drift-diffusion

model simulation leads to reasonable results which are in good agreement with the measured data. Fur-

thermore, the influence of several physical effects, such as real-space transfer and carrier heating, on the

device characteristics can be identified.
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