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Abstract

The bias temperature instability (BTI) is one of the most

important and controversial reliability issues in modern

semiconductor devices. Recent modeling activities ascribe

the phenomenon to the collective action of a large number

of defects with widely distributed time constants. Using

an analytic distribution of these time constants, highly-

accurate closed-form expressions for BTI have been de-

rived and recently extended to the high-frequency AC

stress case. We review these latest efforts and demonstrate

the validity of the model for a number of different tech-

nologies.

1. Introduction

Since devices in a circuit are not subjected to DC stress

but to a time-dependent variation of the bias conditions,

this fact has to be carefully considered in any model-

ing attempt. Compared to a conventional DC stress, AC

stress patterns can significantly reduce the accumulated

degradation [1–4]. While all studies report a duty-factor

dependence following the ubiquitous step-shaped curve

[1, 2, 5–8], the frequency dependence of BTI appears to

be controversial: particularly older studies using slow

measurements report frequency independent behavior [1,

9, 10], while more recent studies have revealed a fre-

quency dependent contribution [3, 11–20]. We study the

duty-factor and frequency dependence in the light of

the recently proposed capture/emission time (CET) map

model [7, 21–23] and demonstrate that the recoverable

component of BTI can only to the first-order be captured

by a two-state defect model. By using a three-state defect

model, consistent with detailed studies on the microscopic

defect properties [24, 25], the experimentally observed

frequency dependence can be reproduced for a wide range

of technologies.

2. Capture/Emission Time Map Model for BTI

It has recently been shown that both static as well as low-

frequency dynamic BTI can be described by an ensemble

of first-order defect reactions with a wide distribution of

capture and emission times [21]. This model has been

validated for various combinations of stress and recovery

times for NBTI on SiON/pMOSFETs [7] and PBTI on

high-k nMOSFETs [7, 22] both under static and dynamic
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Fig. 1. Recovery after DC and AC stress for a nitrided HfSiON device
at 125◦C. As already demonstrated in [7, 22] for PBTI, recovery after
AC stress of duration 2× ts merges with the DC recovery after stress of
duration ts at tr = ts. The analytic model (solid lines for DC and dashed
lines for AC) reproduces the data very well.

conditions. The wide distribution of time constants is

visualized in the CET map, g(τc,τe), as a function of the

effective capture and emission times τc and τe. In a way,

the CET map g(τc,τe) contains the spectral information

of the ∆Vth(ts, tr) curves, very much like in the Fourier

transform theory [7].

Note, however, that the effective time constants in the

CET map do not directly correspond to physical defect

parameters like thermodynamic energy-levels or relaxation

energies but are functions of them [25]. In this sense

we wish to highlight that the CET map model is not a

new model meant to replace our previous modeling efforts

such as [24, 26]. Rather, the CET map model provides a

convenient transformation of the experimental data to help

understand the wide distribution of time constants [27].

We have recently suggested an analytic model for the CET

map [23] using a recoverable (R) and a permanent (P)

component, both of which are represented by bivariate

normal distributions for the effective activation energies

of the correlated capture and emission times. Given recent

experimental evidence [21, 24, 28–31], all time constants

are assumed to be thermally activated, τ = τ0 exp(βEA),
with β = 1/kBTL, TL the lattice temperature, and kB the

Boltzmann constant. Based on the analytic CET map, the

overall degradation can be analytically calculated. Com-

pact expressions for digital switching between two discrete

gate bias levels have been given for any combination of
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Fig. 2. While at 50mHz the model (lines) agrees well with the data
(syms), the model overestimates the degradation at higher frequencies,
particularly in the non-nitrided sample shown above.

stress time/recovery time/duty factor, with excellent agree-

ment to measurement data in the very wide window of

stress and relaxation times from 1µs to 100ks [23]. While

the accuracy of the model for DC and low-frequency

AC stress is remarkable, see numerous comparisons in

[23] and Fig. 1, discrepancies can be observed at higher

frequencies.

3. Frequency dependence

Our discussion is based on the following simple prediction

of the first-order model for an AC stress with duty-factor

α and thus on/off ratio γ = α/(1−α): Given that the

duration of the AC stress equals ts/α , with the cumulative

stress time ts, the build-up of slowly recoverable traps with

τe > ts/γ is the same under both conditions [7], indepen-

dent of frequency. This is a simple consequence of the first-

order reaction and completely independent of the actual

distribution of the capture and emission times. Indeed, the

merging of AC and DC recovery at the predicted recovery

time has been experimentally confirmed for low-frequency

AC PBTI on high-k [6, 7, 22] and low-frequency AC NBTI

on SiO2, SiON, HfSiO and HfSiON samples [23].

One possible explanation for the controversial reports on

the frequency dependence is that during AC stress the

degradation oscillates between the cumulative stress and

recovery levels. Any fast measurement result will therefore

critically depend on the measurement delay which, ideally,

should be synchronized with the on/off stress condition.

However, according to the first-order model [7, 22], any

remnants of this frequency-dependent component will

have recovered after tr = tM. As such, in order to remove

this uncertainty, we propose to check for a frequency

dependent contribution to BTI with a deliberately large

delay at the merging point tM. This would also be favorable

from the perspective of reaction-diffusion-based theories

which claim that the frequency-dependent hole-trapping

component vanishes after a few seconds, leaving behind

the frequency-independent RD contribution [8, 32].
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Fig. 3. The experimental recovery curves merge much later than
predicted by the first-order model. By using frequency-dependent three-
state defects for R, the experimental behavior can be well reproduced.

We have experimentally tested the validity of the above

first-order model prediction on a number of technologies

(SiO2, SiON, HfSiO, and HfSiON) and consistently found

that the predicted merging only occurs at low fre-

quencies (< 1Hz− 100Hz) [33]. In Fig. 2 it is demon-

strated how the degradation level decreases with increasing

frequency. The discrepancy is about 10% for the SiON

device but can reach levels of 30% in the HfSiO device

measured. This effect cannot be reproduced by the first-

order model no matter what parameters are used, since it is

a direct consequence of the underlying first-order reaction.

We conclude that either R or P (or both) cannot be

described by a first-order reaction. Given the known

strong bias sensitivity of R [24, 34–36], we have recently

concluded that P can be described by a first-order model

while R requires a more detailed model [33].

4. Advanced CET Map Model

The CET map model is based on the assumption that

the multi-state defect behavior observed previously [24]

can be represented by an effective first-order (two-state)

model. In particular, it was observed that the bias depen-

dence of the effective capture time constant could be best

explained by treating the change in the charge-state and the

subsequent structural relaxation as a two-step process via

an intermediate state 2′. The initial precursor state is given

by 1 and the positive state is given by 2. Such a three-

state model has also been used to explain the frequency

dependence of PBTI in high-k pMOSFETs [16] under the

assumption that the defects are negative-U centers.

Under DC conditions, the three-state defect can be approx-

imated by a first-order (two-state) model using effective

capture and emission time constants [25]. The approxima-

tion of a three-state defect by an effective two-state defect

is valid provided the frequency does not become too large.

For higher frequencies, the metastable state 2′ acts like a
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Fig. 4. Duty-factor dependent NBTI degradation (syms) as a function
of increasing stress times measured with a delay of 1ms. A frequency
of 100kHz was used. By using three-state defects for R, the duty-factor
dependence can be accurately reproduced (lines). Note that the two-state
model is not able to capture the strong impact of the AC stress [33].

low-pass filter while the transition from state 2′ to 2 shows

a frequency-dependent effective capture time.

As for low enough frequencies the three-state model

simplifies to the two-state model, this implies that the

predictions of the DC and low-frequency behavior are

not affected by this extension of the model. As with the

two-state model [7, 30], the response of the three-state

defect to an AC signal can be evaluated in closed form,

without the tedious requirement to resolve millions of

cycles. While the derivation of the expressions is rather

cumbersome compared to the elegant and simple solution

of the two-state defect, they lead to a very simple results.

In particular, the analytical formulas given previously [23]

remain valid with suitable extensions, allowing for a very

efficient analytic calculation of the AC degradation as a

function of arbitrary stress and recovery times.

First, the model is evaluated on experimental data designed

to reveal the merging point tM using 3 different duty-

factors, see Fig. 3. It has been observed previously [7]

that the prediction of the two-state model is about 25%

higher than the experimental data. In contrast, the three-

state model can capture this effect correctly.

Second, although the two-state model can explain the

qualitative features of the duty-factor dependence, compar-

ison to experimental data remains unsatisfactory [7, 33]. In

particular, it is impossible to introduce a large difference

between α = 100% (DC) and α = 50% (AC) without sig-

nificantly impacting the model accuracy for DC stress. As

such, the simulated step is never as pronounced as that ob-

served experimentally. Much better agreement is obtained

with the three-state model as shown in Fig. 4. Remarkably,

the ubiquitous shape of the curve is preserved even after

a recovery time of 1ks, including the peak at α = 100%.

This is in stark contrast to RD theory papers [32], which

claim that this peak is an artifact due to hole trapping

and that the ‘real’ duty-factor dependence is given by RD

theory. Quite to the contrary, given the preserved peak, we
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Fig. 5. Simulated (lines) vs. experimental (symbols) recovery after
DC and AC stress for the HfSiO device at two temperatures. The
merging point predicted by the simple first-order model is experimentally
only observed at low frequencies. The discrepancy can be removed by
assuming a three-state R component (lines).

conclude again that hole trapping essentially determines

NBTI even for longer stress and recovery times [8].

Third, the model is evaluated against the data recorded on

the HfSiO device, which shows the strongest frequency

dependence of 30% at 10kHz. Again, while the two-state

model shows no frequency dependence after a sufficiently

long recovery period, the three-state model is consistent

with the experimental data as shown in Fig. 5. In particular,

even after a long recovery period, AC and DC data do not

merge.

Finally, recent experimental evidence [37] demonstrates

the very same frequency-dependence using individual

traps in an extended time-dependent defect spectroscopy

study [38], thereby confirming the fundamental assump-

tion employed in this model.

5. Conclusions

We have studied the frequency dependence of BTI by

using our previously developed capture/emission time map

model, which is based on first-order reactions. While

previous studies on the frequency dependence published in

literature probably suffered from various issues – such as

unspecified delay and a mixture of AC and recovery effects

in the measured degradation level – our study deliberately

uses long recovery times equal to the theoretical first-order

AC/DC merging point. The observed deviation from the

first-order model means that defect charging follows first-

order kinetics only in the low-frequency limit. Consistent

with the previously described switching traps, introduction

of a third defect state provides a good description of

the experimentally observed frequency dependence for a

number of different technologies.
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