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Abstract—An algorithm is developed, which advects a material interface analytically, according to purely geometric considerations. This algorithm is implemented in ViennaLS, a sparse level set library and its applicability to common microelectronic fabrication processes is demonstrated. A pinch-off plasma CVD process is emulated using the presented algorithm. This algorithm is compared to common advection algorithms, showing a significant improvement in accuracy, with a performance penalty of a factor of about 2 when compared to simple advection schemes and a performance benefit of a factor of 6 when compared to more sophisticated schemes.

I. INTRODUCTION

In topography simulations, implicit surface representations such as the level set (LS), offer significant advantages over explicit representations. These include robust merger and separation of surfaces, and simple extraction of geometrical properties like surface normals and curvature [1], which is especially important for the simulation of processes such as air-void creation with chemical vapour deposition (CVD). The complex merger of surfaces at the pinch-off point required for the accurate simulation of this process is critical. It is therefore important for the movement of surfaces to be as robust as possible, without losing information about the precise location of the surface. Implicit surface representations offer intuitive handling of such complex deformations and no additional correction steps are required, while they are essential when advecting explicit surfaces. An algorithm providing these important features was developed and implemented in ViennaLS [2], an open-source, high performance sparse level set library tailored towards the simulation of semiconductor fabrication processes.

II. LEVEL SET ADVECTON

Advancing the surface described by a LS is deemed advection and is achieved by solving the equation [3]

\[ \frac{\partial \phi(z)}{\partial t} + V(z) |\nabla \phi(z)| = 0, \]

where \( \phi(z) \) is the signed distance function represented by the LS, and \( V(z) \) is a scalar velocity field describing the movement of the surface. Since this is a Hamilton-Jacobi equation, several numerical schemes are available for its solution. However, they all have some restrictions on how much the values of \( \phi(z) \) are permitted to change in one advection step in order to achieve a desired accuracy. The largest step which is permitted, regardless of the numerical scheme applied to solve Eq. [4], is given by the Courant-Friedrichs-Lewy (CFL) condition [4]. Therefore, advection must be repeated several times in order to advance the surface corresponding to a single fabrication step. This leads to the propagation of numerical errors introduced during the first advection step, resulting in problems such as flattened corner geometries during deposition [5]. Therefore, in recent years, the concept of process emulation has grown in interest, where the surface is effectively re-drawn to its new state in a single geometric step, corresponding to a complete processing step. We present a novel geometric advection algorithm and its implementation in ViennaLS, allowing for fast and accurate surface advancement.

III. GEOMETRIC ADVECCTION ALGORITHM

If the exact geometry of an advected surface after a fabrication step is known in advance, there is no need to directly solve Eq. (1) repeatedly while adhering to the CFL condition. The geometric relationship between the initial surface and the known final surface can simply be applied in a single step. For example, for a highly conformal deposition process, we know from the outset, that the surface will be advanced outwards isotropically by a distance calculated by multiplying the deposition rate by the process time. Therefore, the new surface can simply be deduced from the initial surface and our knowledge of the applied process. Here, we propose a geometric advection algorithm which is able to advance the surface in a single step, given that the geometric properties of the fabrication process are known.

A. Geometric Distributions

The proposed algorithm is applicable, if the geometric properties of a process can be described by a distribution. This distribution defines how each point on the surface influences the final geometry. Conceptually, the final geometry is created by performing a union between the initial surface and the geometric distribution centred at each point on the surface. Creating these unions explicitly is not necessary, since the new level set values can be calculated directly. Referring to Fig. 1, first, the distance vector \( \vec{v} \) between a point on the initial surface \( \vec{P}_{\text{contribute}} \) and a point close to the new surface \( \vec{P}_{\text{candidate}} \) is computed. \( \vec{v} \) is then used as the position vector of the geometric distribution to calculate the new LS value at \( \vec{P}_{\text{candidate}} \). As can be seen in Fig. 1 for a spherical distribution with radius \( r \), which corresponds to a perfectly conformal deposition/etching process, the signed distance \( d_s \) for a candidate point is computed using

\[ d_s = |\vec{P}_{\text{candidate}} - \vec{P}_{\text{contribute}}| - r. \]

The signed distance value \( d_s \) can directly be applied to construct the LS describing the surface after the processing step.

Fig. 1: Signed distance calculation for candidate point \( \vec{P}_{\text{candidate}} \) (green) from an explicit point \( \vec{P}_{\text{contribute}} \) (red) on the initial surface. The spherical distribution is depicted by the dashed red circle. \( d_s \) is then used as the new LS value for the grid point \( \vec{P}_{\text{candidate}} \). The LS grid spacing is shown as \( \Delta x \).
B. The Algorithm

The advection algorithm consists of the following steps, as shown in Fig. 2 where point colours refer to those given in Fig. 1.

1. Extract the explicit point cloud of the initial surface by shifting grid points by their LS value in the direction of the surface normal at that grid point [6] (blue points).
2. Identify candidate grid points which may be close to the new surface (orange points). In the simplest case, the bounding box of the initial surface is extended by the size of the geometric distribution in each dimension and all points in this new bounding box are checked. This simple approach was used in the presented implementation.
3. Iterate over candidate grid points while applying the following procedure:
   a) Identify initial surface points which are close enough to the current candidate point (green) to contribute to the signed distance calculation (contribute points).
      i) Iterate over contribute points: Find the signed distance using Eq. (2). If \(d_s\) is negative (inside the surface) and its absolute value is larger than \(\Delta x\), discard the candidate point because it is too far away to improve the description of the surface.
      ii) Apply the \(d_s\) with the lowest value found in i) as the final signed distance value for this candidate point.
4. Construct the new LS from the final values of each candidate point which was not discarded.

After the algorithm has completed, all sparse LS points will be set with the correct signed distance, thus resulting in a valid sparse field LS. This algorithm combines the advantages of the explicit representation of the initial surface and the implicit representation of the new surface. The explicit initial surface can be accessed and reordered quickly, while the new surface, described by a sparse field LS, automatically discards self-intersecting or overlapping points.

D. Performance and Parallelisation

Perfectly isotropic deposition or etching results in a very simple signed distance calculation, as shown in Eq. (2). Since signed distance calculations are conducted for all combinations of candidate and contribute points, great care should be taken to make sure that the calculation is executed as efficiently as possible. However, since this is more or less given by the chosen geometric distribution, the possibility for runtime reduction is limited.

A far bigger performance benefit can be achieved by identifying candidate grid points efficiently, as many signed distances must be calculated for every candidate point. For the ideal performance case, no candidate points would be discarded in Item 3.(a)i, as only candidate points which are part of the final level set will have been examined. The simplest approach is setting a bounding box for the anticipated result of the advection and using all grid points in this bounding box as candidate points. This is performed in the current implementation, as it already provides reasonable performance and is the simplest solution.

The efficient identification of contribute points presents a very similar problem to picking candidate points. Since contribute points are represented explicitly, standard meshing algorithms could be applied to sort them quickly based on their proximity to the current candidate point. In the current implementation, a linear search is used to identify contribute points, which does impact performance negatively for large structures.

Since the calculation of the signed distance for each candidate point is completely independent, parallelisation is straightforward. However, the choice of suitable candidate points is important for proper load balancing, if course-grained parallelisation is used, i.e. the domain is split into a subdomain for each used thread. A more general and robust method is distributing single candidate points to threads as they become available, thus resulting in fine-grained parallelisation and efficient load
balancing. However, this would require more instances of random access into the initial level set structure, which is comparably slow in the used data structure.

E. Future Improvements

Currently, the identification of candidate points follows a simple bounding box approach, as described in Section [III-D]. However, a more complex approach which involves reordering the points based on proximity to the old surface could provide significant performance improvements and should be the topic of future work. This way, the new level set values would only be calculated for points a certain distance away from the initial surface, which is likely to contain the final surface.

Contribute points are identified by a simple linear search. Sorting them by proximity to the current candidate point would allow for the quick discarding of all remaining contribute points as soon as the first is identified to not contribute to the level set value. Using a more complex sorting procedure would therefore likely lead to considerable performance benefits and is intended to be studied in future work.

Calculation of signed distances for candidate points could be parallelised by distributing single signed distance calculations to threads as they become available. This would result in optimal load balancing and would greatly improve the performance of the parallelised algorithm.

IV. PINCH OFF PLASMA CVD PROCESS

In order to demonstrate the capabilities of the geometric advection algorithm, a chemical deposition process was emulated using ViennaLS. A pinch-off plasma CVD process [8] was chosen, because its geometric properties can be deduced from scanning transmission electron microscope (STEM) measurements to generate a predictive process emulation model solely reliant on geometric considerations. The simplest approximation for this anisotropic deposition process is based on the view factors of the points in the trench to the opening plane. This approach has already been used to describe deposition processes in trenches and vias [9]. For an infinite trench, an ideal solution exists and is given by [10]

\[ F(d) = \frac{1}{2} + \frac{\cos(\theta) - \frac{d}{D}}{2\sqrt{1 - \frac{d^2}{D^2} \cos(\theta) + \left(\frac{d}{D}\right)^2}} , \]  

(3)

where \( F(z) \) is the view factor of a point a distance \( d \) down the sidewall, which is tapered by the angle \( \theta \). This is the view factor with respect to an opening plane of width \( D \). Since the deposition at each point is isotropic a spherical advection kernel was chosen to represent the process. However, since the deposition rate changes with depth down the trench, the radius of the different advection distributions differs, as shown in Fig. 3. Since \( F(d) \) only depends on the downward distance along the trench sidewall \( d \), the radius of the spherical advection kernel \( R(d) \) also only depends on \( d \) with

\[ R(d) = R_0 F(d) , \]  

(4)

where \( R_0 \) is the deposition distance at the opening of the trench. For the modelled process \( R_0 \) was chosen as one half of the opening width of the trench \( D \), meaning that the timing of the trench pinch-off will be exact during the process. The distance down the slanted sidewall \( d \) is not directly available in the simulator, but can be found from the vertical coordinate \( z \) of a point on the sidewall:

\[ d = \frac{z}{\cos(\theta - \pi/2)} \]  

(5)

The angle of the sidewall slant of the copper lines in the chosen process is \( \theta = 95^\circ \) and the pitch of the copper lines is 48nm. The copper line width decreases linearly from a width of 25nm at the top to 18nm at the bottom. The height of copper lines is 54nm [8]. \( R_0 \) was chosen to be 12nm, slightly more than half the opening width of 23nm, to ensure a proper closing of the trench.

Fig. 3: Schematic showing how the described model creates the resulting geometry (green) using spherical geometric distributions (black circles). The outline of the circles thus creates the final geometry, based on the view factor calculated using Eq. (3).

V. RESULTS

The presented pinch-off plasma CVD process was emulated with high resolution using several advection schemes. The presented algorithm was the only one that could produce the expected results, matching experimental data. The result of a three-dimensional simulation with periodic boundary conditions is shown in Fig. 4.

Fig. 4: Result of three-dimensional emulation of the pinch-off plasma CVD model. As expected, the resulting surface is pinched off exactly since the advection is purely geometric.

A comparison of the geometric advection and a sophisticated iterative scheme, the Stencil-Local Lax-Friedrichs (SLLF) scheme [11], is shown in Fig. 5. The exact timing of the closing of the trench is important, as the geometry inside the trench is fixed thereafter. Since the new surface can be calculated directly, the pinch-off follows the predicted time
exactly, because it is produced analytically. As evidenced in Fig. 5, the SLLF scheme is unable to reproduce the pinch-off time, meaning that the air void will not have the desired shape at the end of the simulation. In addition to SLLF, the presented emulation algorithm was compared to several other iterative schemes, as summarized in Table I. As is evident from these results, iterative schemes are unable to predict this pinch-off correctly, as they include numerical errors (i.e., corner flattening discussed earlier), even though exactly the same model is applied. In this case, more complex schemes produce even larger errors, as they include damping terms, slowing the advection.

A runtime comparison with conventional advection schemes is also given in Table I. As can be seen, the geometric advection algorithm provides high accuracy with reasonable performance. Simple advection schemes, such as the Engquist-Osher and Lax-Friedrichs schemes provide smaller runtimes, but suffer from the introduction of numerical errors originating from the numerical derivatives. Furthermore, like all iterative schemes, they are susceptible to the propagation of errors, as discussed previously. More complex schemes, such as the Local-Local-Lax-Friedrichs and the Local-Lax-Friedrichs scheme, produce even larger errors, due to the larger damping terms they include, which makes them more stable in complex geometries, but leads to slower overall front propagation, ergo a larger pinch-off error. Even the complex SLLF scheme, which includes numerous corrections [11], cannot emulate the deposition process correctly. This comparative study further suggests that simply using a higher-order and higher-complexity scheme does not necessarily provide more accurate results. One must always be aware of the geometry which is being simulated and an advection scheme should be chosen accordingly. Here, we note that, for trench CVD and pinch-off, the Lax-Friedrichs scheme is most appropriate for pinch-off simulations; nevertheless, it cannot match the accuracy of the proposed geometric advection scheme.

Another problem of iterative schemes is that they may be accurate for certain applications and geometries, but not all. Therefore, the accuracy they provide is not easily predictable. The great advantage of the proposed geometric advection algorithm is that it always provides algebraic accuracy. This is possible, because it does not rely on the derivatives generated in the level set, which always include some numerical errors. Thus, the proposed advection algorithm is suitable for fast, accurate and predictive high-performance process emulation with predictable accuracy and performance.

<table>
<thead>
<tr>
<th>Advection scheme</th>
<th>Runtime (s)</th>
<th>Pinch-off error (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engquist-Osher (1st)</td>
<td>8.5</td>
<td>3.7</td>
</tr>
<tr>
<td>Engquist-Osher (2nd)</td>
<td>18.3</td>
<td>2.8</td>
</tr>
<tr>
<td>Lax-Friedrichs (1st)</td>
<td>8.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Lax-Friedrichs (2nd)</td>
<td>19.0</td>
<td>2.1</td>
</tr>
<tr>
<td>Local-Local-Lax-Friedrichs (1st)</td>
<td>8.2</td>
<td>4.0</td>
</tr>
<tr>
<td>Local-Local-Lax-Friedrichs (2nd)</td>
<td>18.4</td>
<td>3.0</td>
</tr>
<tr>
<td>Local Lax-Friedrichs (1st)</td>
<td>143.3</td>
<td>6.5</td>
</tr>
<tr>
<td>Local Lax-Friedrichs (2nd)</td>
<td>171.0</td>
<td>4.1</td>
</tr>
<tr>
<td>SLLF (1st) [11]</td>
<td>181.3</td>
<td>3.6</td>
</tr>
<tr>
<td><strong>Geometric Advection</strong></td>
<td><strong>30.6</strong></td>
<td><strong>0.0</strong></td>
</tr>
</tbody>
</table>

TABLE I: Runtimes of different advection schemes for the three-dimensional pinch-off plasma CVD process with 62,662 LS points on the initial surface compared to the presented geometric advection (Fig. 4). The pinch-off error describes, how wide the opening of the trench is at the expected pinch-off time. The approximation order for derivatives is listed in the parenthesis. All simulations are performed on an AMD Ryzen 3950X CPU using 32 threads.

Fig. 5: Slice of a three-dimensional emulation of the pinch-off plasma CVD process inside tapered trenches (black surface). The green surface is the result of the geometric advection, while even the most robust iterative scheme (SLLF [11], red surface) is unable to predict the closing of the trench.

VI. CONCLUSION

A purely geometric advection scheme was developed and implemented in the level set framework, ViennaLS, allowing for the emulation of an entire deposition process in a single step with higher accuracy than conventional advection schemes. This is due to numerical errors introduced when calculating derivatives in the level set stemming from its limited resolution. Furthermore, conventional schemes must be applied iteratively as there is a limit on how much the values of the level set are permitted to change in a single advection step before the numerical scheme becomes unstable. This leads to the propagation – and possibly the amplification – of errors, such as the flattening of corner geometries.

In order to test the applicability of the proposed algorithm, a pinch-off CVD process was emulated and compared to conventional advection schemes. The proposed advection algorithm was shown to outperform even sophisticated advection schemes in both runtime and accuracy. Compared to the sophisticated SLLF schemes, up to 6 times faster runtimes have been achieved. Although the proposed algorithm was shown to be slower than simple iterative advection schemes, the provided accuracy still warrants the performance penalty of a factor of 2. It could therefore be shown, that the proposed geometric advection algorithm is suitable for efficient and highly accurate emulation of complex semiconductor fabrication processes.
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