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1 Introduction

A variety of electrical measurement techniques for investigating the functionality
and performance of single semiconductor transistors has evolved over the recent
decades. Among these, the simplest method is to measure an Ip-Vg characteristic
of a pristine or stressed device from which important measures for the device
quality like (1) the sub-threshold slope, (2) the leakage current, and (3) the on-state
resistance can be extracted, as shown in Fig. 1. The change of parameters may not
seem particularly critical for a single transistor, but it is of fundamental importance
in the context of complex integrated circuits as any transistor operating outside of
specification might lead to failure of the circuit.

Although the manufacturing processes for semiconductor structures used in
modern circuits are continuously being optimized, their electrical properties still
remain determined by a large number of electrically active defects. Such defects can
either be located in the insulator, at the insulator—-semiconductor interface, or in the
semiconductor bulk material. In order to characterize the prevalent defect densities
and their trap levels, measurement techniques such as capacitance voltage (CV)
measurements [1], charge pumping (CP) [2, 3], deep level transient spectroscopy
(DLTS) [4], direct-current current voltage (DCIV) measurements [5, 6], extended
stress and recovery measurements (eMSM) [7], and noise measurements [8] are
widely used. While most of these measurements require switching or sweeping
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Fig. 1 Schematic of an Ip-Vg characteristics for a fresh (blue) and a stressed (red) device. Shown
are the sub-threshold slope, the off-state leakage current, the on-state resistance, and threshold
voltage shift

between different bias levels, noise measurements are considered an equilibrium
measurement technique as the device current is recorded at constant biases.

To analyze the measurement data gathered from noise, either the time- or
frequency-domain can be used. In the most general sense, the noise spectra of
conventional MOS transistors typically follow a 1/f behavior, which is often referred
to as flicker or pink noise. It was first proposed by McWorther that the nowadays
well-known 1/f noise characteristics arise from defects in the transistors which
dynamically change their charge state during operation [8]. However, at that time
the feature size of transistors was too large to observe single charge transition events
in the device current. With the continued decrease of the gate area of MOS devices
it was observed that the 1/f noise power is roughly inversely proportional to the
gate area [9]. Ralls et al. later showed that the origin for 1/f noise can be linked
to individual defects modulating the resistance of the inversion channel depending
on their charge state [10]. They observed that the changes in the charge state can
be so large that they can be measured as discrete steps in the device current. This
outstanding feature opens the avenue for device reliability characterization at the
single defect level and can be directly observed on all small enough devices where
only a few tens of single defects are active.

By examining the experimental data of the noise measurements on small MOS
structures, one can observe many remarkable features of single defects which are
not measurable on large MOS structures. The diversity of the behavior of the
single defects poses a particular challenge for the development of physical models
for device simulators. However, exact physical models can only be ensured if the
various characteristics of individual processes can be exactly reproduced.
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1.1 Random Telegraph Noise

For the most common case, an RTN signal may look as depicted in Fig.2a. At
a constant gate- and drain-source bias, the amplitude of the current through the
conducting channel exhibits a step-like decrease as soon as the active defect captures
a charge, and increases by the same amount as soon as the same defect emits its
charge. The time period from the last discrete current decrease to the next increase
is termed charge capture time, and the reverse is called the charge emission time.
It has to be noted that both, the charge capture and the charge emission processes,
are stochastic events. The time periods between the charge capture and successive
charge emissions events follow an exponential distribution.

p(1) = exp (=1/7), ey

with the average emission time t., usually referred to simply as emission time.
Likewise, the average time between charge emission events and successive charge
capture events is called the capture time (z.), and follows an exponential distribution
too. An interesting feature of the charge transition times is that the values of .
and 7. depend on the applied gate bias, as shown in Fig.2a. The average step
height—which is the third parameter which can be extracted from an RTN signal—
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Fig. 3 TCAD simulation showing the current percolation path in a MOS transistor for two defect
configurations (a,b). In a small-area device, a single defect changing its charge state may heavily
influence the percolation path (orange) and thus the conductivity of the device. Cyan balls: source
and drain donor ions, red dots: charged defects. From [12]
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Fig. 4 Band diagram illustrating the energetical window of defects producing RTN signals at a
given gate bias. Defects located far above or far below the Fermi level remain neutral or charged
during the entire measurement, while defects located closer to the Fermi level have an occupancy
approaching 0.5 (at ET = EF), and thus produce RTN

is determined by the position of the single defect with respect to the percolation
path of the inversion channel (see Fig.3). On average, the step height is observed
to increase for devices with a smaller active channel area [13]. To model the defect
behavior shown in Fig. 2a, a simple two-state Markov process can be used, as shown
in the inset of Fig. 2a. The transition rates (k¢ ) between the two states are directly
related to the average charge capture and emission time by kce = 1/7¢.c.

Defects that can be explained by two-state Markov processes are among the
simplest cases. In addition, detailed RTN analysis has shown that the temporal
behavior of individual defects can be very complex, as shown in Fig.2b. Such
intricate characteristics can be attributed to defects which can exist in more than
one atomistic configuration at a given charge state [14]. A signal as given in Fig. 2b
is typically referred to as anomalous RTN (aRTN). To model this behavior, an
extension of the two-state Markov process to a three- or even four-state Markov
chain as shown in the inset of Fig.2b is necessary and will be discussed in more
detail in Sect. 4.
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The effect of RTN for a given defect is most pronounced if the defect captures
and emits its charge at a similar rate (i.e., . & 7¢), which is the case if the energetic
trap level of the defect is close to the Fermi level of the channel or the gate at the
given gate bias, as indicated by the shaded area in Fig. 4.

In the case of ET ~ EF, the probability of the defect being charged (referred to
as occupancy) becomes ~0.5 and thus, its average capture time equals its average
emission time, which at the same time maximizes the noise power of the signal
for the given defect. Changing the gate bias from this point shifts the relative
position of the defect with respect to the Fermi level, which in turn impacts the
defect’s capture and emission rates and thus its occupancy. By varying the gate
bias, the bias dependence of the charge transition times, i.e., 7c(Vg) and t.(Vg),
can be determined. This voltage dependence provides important information on the
location and the atomistic nature of single defects.

1.2 Link Between RTN and 1/f Noise

In Fig. 5, typical noise measurements recorded from a large-area and a small-area
device are compared. As stated earlier, RTN can be seen as the manifestation of
1/f noise in small devices—or likewise—1/f noise as the sum of many single RTN
signals. To show this relation, the power spectral density (PSD) of a two-state RTN
signal is calculated from its auto-correlation function using the Wiener—Khintchine
theorem, which yields [15, 16]:
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Fig. 5 Exemplary noise measurements shown for a large-area (top) and a small-area (bottom)
device at static operating conditions. Illustrations of the frequency behavior are given to show the
link between small and large area transistors. In large devices, many Lorentzian power spectral
densities (PSDs) produced by individual defects add up to 1/f noise
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with the step height d and the mean frequency
/1o =1/7c + 1/7. 3)

The resulting Lorentzian PSD is depicted for three defects in the bottom right plot
in Fig.5. Assuming the defects as causing only a small perturbation to device
electrostatics, the noise spectral density for a number of defects is given by the
superposition

(2d;70,i)*
S lz (Te,i + Te,i) (1 + QR f10,1)%) @
For a large number of defects with a uniform distribution of log(t), as is apparently
often the case for large-area transistors, the distribution S(f) converges to a 1/f
shape, as indicated in Fig.5. This can be shown by simplifying Equation 4 by
replacing all defects within ranges of Alog(tg) by equivalent defects with 7, =
7o = T and the summed step heights of d = d.. This simplification leads to:

s~Ey 1 5)
2 - 1+ (rf7:)?
Now, at any given frequency f, the PSD of one defect will be dominating the sum.
Thus, we can simplify the equation further by considering only these dominant
defects. Maximizing the inner function with 7; as the parameter gives t,, = 1/(f),
i.e., the dominant defect is the defect with its corner frequency at s f. This
approximation then reveals the overall 1/f frequency dependence:

2 2
ditm _ d;

SH» 4  dnf’

(6)

From this, one can see that RTN may be characterized both in time- and
frequency-domain. In the following sections, the RTN and single defect analysis is
performed using the time-domain data. Advantages of this approach include that the
charge capture and emission times can be extracted separately and individually, and
multi-state defects can be extracted with relative ease. Analysis using frequency-
domain data is discussed in Chapter 4 of this book [17].

2 Measurements

To characterize RTN, either general purpose instruments or specialized measure-
ment configurations as shown in Fig. 6 are commonly used. In the first configuration
depicted in Fig. 6a, the biases applied at the gate and drain terminals of the transistor
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Fig. 6 Simplified measurement configurations used for RTN (and TDDS) measurements: (a)
constant gate voltage or (b) constant source current. Practical designs will typically exhibit several
feedback resistors in parallel to switch between drain current ranges, include additional passive
components to adjust the bandwidth of the op-amp stage to achieve a maximum signal-to-noise
ratio (SNR), and may further include secondary stage amplifiers. Notice that in the case of the
constant current configuration (b) both the DUT and the operational amplifier feed back into each
other, forming a closed loop. This may lead to instabilities if the circuit is not carefully designed

are held at a constant voltage during the experiment. If one considers an ideal
operational amplifier (op-amp), with zero input currents on the positive and negative
terminals (/1 = I_ = 0 A), infinite amplification, and zero offset voltage between
the terminals (V. _ = 0V), the current through the feedback loop equals the drain-
source current, and the output voltage can be calculated as Voo = Vp 4+ RmIp.
Given a measurement circuit where these conditions can be matched closely, this
voltage can be recorded and the drain current can be calculated. As the degradation
of the device is typically considered in terms of an equivalent shift of the threshold
voltage, the recorded drain current is subsequently mapped to a AVy, using a pre-
recorded Ip-Vg characteristic [18, 19].

The second widely used configuration is shown in Fig.6b, where the MOS
transistor is operated at a constant source current. This can be achieved by placing
the DUT in the feedback loop of the operational amplifier (op-amp) with the
gate voltage being directly controlled by the op-amp [20]. The constant current
configuration has the big advantage that the threshold voltage shift can be measured
directly, which may lead to slightly different values for AV, as compared to those
measured using the first configuration [21]. A serious disadvantage of the constant
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current configuration is that the transistor being part of the feedback loop can lead to
oscillations. Thus, more attention has to be put on part selection and design before
the scheme can be used.

One major advantage of RTN characterization is that the recording can be started
at any time and does not have to occur highly synchronized with any bias switches.
The sampling rate can be adjusted to the expected charge capture and emission
times which allows to optimize the system for maximum signal-to-noise ratio (SNR)
and highest step resolution. To maximize the usable bias range, the sampling unit
recording the trace should be able to sample relatively fast, as well as to record
a large number of points, which is necessary to monitor defects with significantly
different charge transition times, i.e., 7. < T or vice versa. A large data buffer
of the sampling stage allows to measure at gate voltages farther from Et = EFf,
where higher ratios of t./t. are observed. An example of a suitable sampling unit
are high speed oscilloscopes which are often used in combination with custom-
designed circuits [22, 23].

To estimate the capture and emission time of a defect, at least a handful of charge
capture and emission events have to be visible in each measurement trace, while
the sampling time (7s) should be around two orders of magnitude [24] below the
lowest time constant for reliable results. This requirement effectively reduces the
measurement range by about three decades in time. To give an example, consider a
measurement system with a sampling buffer size (n) of one million samples and a
defect with a charge capture and emission time at the intersection point (t, = t¢) of
around a second. In order to obtain a large characterization range (in bias), one could
choose a sampling time of around fs = 1 ms, leading to a total measurement time
of nTs = 1ks. This effectively allows to characterize RTN signals with transition
times in the range of ~100 ms to ~100s.

2.1 Number of Observations

The error made by observing a limited number of events can be predicted using a
chi-square distribution, which gives the one-sigma confidence limit for the estimated
time constant [25]. For 4, 10, and 100 observations (/V), the measured time constant
will lie approximately within a 50, 30, and 10% error margin, respectively, 68% of
the time. Alternatively, one may use the width of the Gaussian distribution to obtain
the relative error as 1/ /N, which gives values close to the errors calculated using
a chi-square distribution for all but very small numbers of N. To reflect this in the
design of experiment, a minimum cumulative measurement time of f,, = N (¢ + Te)
should be used.
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3 Defect Parameter Extraction

A number of methods have been developed to extract the properties of RTN signals
[26, 27]. The method of choice depends on (1) the parameters which should be
extracted, for instance, step height and/or (ratio of) transition times, (2) the number
of defects visible in the measurements, and (3) their signal-to-noise ratio. In the
following, the classical methods such as the histogram and time lag plot methods
are discussed briefly, before more advanced methods based on edge detection and
hidden Markov models (HMMs) are presented.

3.1 Histogram and Time Lag Plots

The most straightforward method for RTN parameter extraction is the histogram
method [28]. For this, a histogram of the samples recorded from the drain current,
or equivalent the AV, values, is drawn in a first step, as shown in Fig. 7a. Given
a large enough SNR, Gaussian peaks, which correspond to the individual charge
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Fig. 7 Histogram (b) and time lag plot (d) of a measured RTN signal (a) (blue figures). The
histogram exhibits two defects, one with a smaller and one with a larger step height. A clearer
separation between the distinct levels can be observed for the time lag plot. Additionally, the time
lag plot shows the transitions in the off-diagonals. To show the influence of drift on these methods,
a linear drift of 150 uV was added to the signal (orange plots). It can be seen that both the histogram
(c) and time lag plot (e) can only distinguish the larger defect with the drift present. Note that the
smaller of the defects shows abnormal RTN behavior, which these methods do not reflect
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states of the single defects, should become visible in the histogram. The step height
of the defect can then be extracted directly from the distance between two peaks.
To determine the charge transition times, threshold values can be defined to assign
regions of drain current to the charge states of the defect(s). The charge transition
times can then be extracted by counting and averaging the time spent in each charge
state. The ratio of the charge transition times can be obtained directly from the areas
of the peaks in the histogram.

An improvement of the histogram method is the time lag plot method [26], where
instead of a simple histogram, a scatterplot is created from the samples, with the x-
and y-values of the points defined by each two consecutive drain current steps (see
Fig. 7b). This leads to a better separation of the (now two-dimensional) peaks, and
thus enables a more reliable extraction of the defect parameters, especially in the
case of multiple defects. In the time lag plot representation, transitions between the
states show as off-diagonal clusters.

The largest drawback of the histogram and time lag plot methods is that a
relatively large SNR is required for reliable assignment of drain current values to
defect states, as few erroneous assignments may lead to large errors of the extracted
charge transition times. This can be mitigated to some extent by the removal of
outliers or circumvented by just obtaining the ratio of the transition times which
will be much less affected by a small number of wrong assignments. Another
disadvantage of these methods is their reliance on the absolute drain current values
for any combination of charge states. Any measurement drift, low frequency noise,
or slow defects which are not subject of the analysis will widen the extracted step
height distributions and make the extraction unreliable. This is a serious challenge
especially when long-term RTN measurements in the kilo second range or even
larger have to be analyzed. A recent improvement called the weighted time lag
method has been proposed by Martin-Martinez et al., it allows the extraction of RTN
at higher noise levels [29]. The weighted time lag method is presented in Chapter
14 of this book [30].

3.2 Edge Detection

Especially when analyzing measurement data which is superimposed by a slow drift,
it is favorable to consider the first derivative of the dataset. The most straightforward
approach seems to be to directly calculate the first derivative; however, this direct
approach is disadvantageous for two reasons. First, a step occurring during a
sampling period might be distributed over two samples, causing a lower derivative,
and second any measurement noise will fully contribute to the result. A more
reliable approach is to utilize an edge detection filter such as the Canny filter, which
is widely used in digital image processing [31]. This filter allows to find the positions
of the discrete switching events in the trace even for signals with low SNR. Once
the positions of the discrete steps are identified, the step heights can be obtained
by subtracting the Ip values before and after the steps from the original data, or
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Fig. 8 Working principle of the Canny edge detection algorithm used for RTN parameter
extraction, shown on an exemplary measurement trace. The original signal f(¢) is convoluted
with the first derivative of a Gaussian to obtain the filtered signal /(¢). The positions of the local
extrema in 4 (t) above a certain threshold give the positions of the steps. This method is insensitive
to most drifts in the measurement trace

alternatively by integrating the derivatives. Afterwards, steps with similar heights
can be considered for further evaluation, and the time intervals between the step-up
and step-down transitions can be analyzed. An illustration showing a trace analyzed
with the Canny edge detection algorithm can be seen in Fig. 8.

To calculate the positions of the edges in the signal f(r) = AVy(r), we
first calculate the derivative d AV, (¢)/9t and convolute it with a Gaussian kernel
g(t, o), or equivalently, convolute the original signal with the derivate of the
Gaussian kernel

ag(t, o)

ot ™

h(t) = f(1) *

The positions of the relative maxima in the signal above a noise threshold m then
give the positions of the steps:

T = argrelmax(|i(t)| > m) ®)
With (argrelmax(x,y)) defined as a function yielding the x positions of the local
maxima in y (c.f. findpeaks in matlab). The step heights can be obtained by taking

the difference of the measurement values before and after the step:

A= f(T+8) — f(T—35) 9)
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or alternatively by integrating over the segment in /(#). Improved variants of the
algorithm exist, i.e., methods which use multiple values of o [32] or estimation of
the threshold value using Otsu’s method [33].

After detection, the steps can be binned by step height and finally the time
differences between positive and negative steps can be measured. If only a single
two-state defect is responsible for the steps in a bin, the mean values of the time
differences between the charge transition events directly give the charge capture
and charge emission time. If a defect with more than two states is observed, a
histogram of the differences between the charge transition events may be used to fit
the transition times. Similarly, if two defects fall within a single bin, a state machine
might be used to assign individual steps to the defects given additional information,
as shown in Fig. 9 for correlated defects. At this point, however, it might already
be favorable to use the method based on hidden Markov models which is discussed
next.

Fig. 9 Two defects with
similar step heights, or the 185
charge transition times of a

single defect with more than E 180
two states, may be —
distinguished by fitting the ;—‘ 175
exponential distributions to <

170

the differences in step-up and
step-down times. The 0 1 2 t(s) 3 4 5
example shows steps obtained
from a measurement trace
with two correlated defects
where defect B was only
active when defect A
captured charge. This feature
allowed to clearly separate
the extracted steps for each
defect. For regular defects
with similar step height,
extraction using HMMs
might be necessary to obtain
their parameters. (Picture
taken from [34])

1073 1072 At(s) 1077 10°
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3.3 Hidden Markov Models

The last and most sophisticated method which is presented here is based on
maximum likelihood estimation using hidden Markov models (HMMs). A Markov
model as described in Sect. 4 is constructed from the suspected defects visible in the
measured data and its parameters are typically trained to the measured data using
the Baum—Welch algorithm [35].

Given the observed data O(t) = Ip(t) (or AV (¢)) and the structure of the
Markov chain, we want to find the parameters of the model 8, whereby 6 consists
of:

* the transition matrix K = {k;;} with the transition rates between all defect states
iand j,

¢ the observed mean drain current M = {u;} for each state i, and

¢ the standard deviation ¢ of the drain current noise.

The Baum—Welch algorithm is a variant of an expectation—maximization algo-
rithm and each iteration consists of two steps:

* In the expectation step, the probabilities of being in each state for each point
in time, as well as the average number of transitions between the states are
calculated given the observations and the model parameters from the previous
iteration.

* In the maximization step, new model parameters are calculated from these
statistics and the observations to maximize the likelihood of the expectations.

Once the algorithm has converged, the parameters and observations may also be
used to calculate a most likely sequence of states using the Viterbi algorithm [36].
The main advantage of the HMM method is that it is suitable for signals
exhibiting a lower SNR than required for the previously presented methods. Thus,
this method can be used to extract parameters from defects which are barely visible
in the measurement [37]. Another advantage of this method is that it is possible to
distinguish defects with similar step heights and extract defects with more than two
states. The method, however, is negatively affected by any slow drift present in the
measurement data, just like the histogram and time lag plot method. To mitigate this,
a method for baseline correction can be implemented within the iterative Baum—
Welch solver. Suitable solutions comprise spline smoothing, local regression [38],
and asymmetric least squares [39]. For a large set of measurement data, this method
is less suitable than, for example, the Canny edge detection method as the defects
have to be defined prior to extraction, requiring manual interaction. Furthermore,
the method has to be used carefully, as it regularly converges to wrong results with
good scores (likelihood). For instance, overfitting may occur if too large a number of
defects is chosen, often with better likelihood than a regular fit. It can also happen
that a single real defect is fitted using multiple defects, or measurement noise is
fitted with defects. The method is also computationally expensive as the computing
time increases exponentially with the number of states in the Markov model. Thus,
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an efficient implementation is required if traces with multiple defects should be
analyzed. The basic algorithm can be found in [40], and various implementations are
available, e.g., for python [41, 42]. To train a HMM to multiple defects, additional
pre- and post-processing is necessary to assemble and disassemble the individual
Markov chains before and after each iteration as described by Frank et al. in [43].
A refined approach to fitting multiple defects was proposed by Puglisi et al. in [44]
where they used a factorial hidden Markov model (FHMM) [45] to fit the individual
defects which decreases the computational complexity. This approach, instead of
compiling a single Markov chain representing all defects, uses separate Markov
chains for each defect and optimizes their state variables in a self-consistent manner.

4 Oxide Defect Modeling

Before discussing the identification of physical defect properties from the obtained
signal parameters, we should take a closer look at the defects themselves. The
main culprit giving rise to RTN (and BTI/TDDS) is thought to be defects located
within the oxide of the devices. Each defect can capture or emit a charge from the
channel or the gate carrier reservoirs. Such a charge transition event changes the
Coulomb potential in the vicinity of the defect, and as a consequence affects the
surface potential along the semiconductor/insulator interface, and further perturbs
the current flux through the transistor [46]. Due to the amorphous nature of the oxide
material, a number of atomistic arrangements serving as possible defect candidates
exist [47]. The most likely defect candidates for SiO, are the hydrogen bridge
and the hydroxyl E’ center, which both exhibit a number of different, but stable,
atomistic configurations, as shown in Fig. 10. The neutral, puckered, and charged
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Fig. 10 The hydrogen bridge (a) and the hydroxyl E’ center (b), two possible defect candidates
in SiOy. Consistent with experimental data, these defects are able to change their atomistic
configuration while maintaining the same net charge, leading to multiple states. In this figure,
the yellow balls represent silicon atoms, red balls oxygen, gray balls hydrogen, and the blue
bubbles represent a negative charge distribution. The numbers 1 and 2 describe the neutral and
charged configurations, respectively, and a prime (') denotes a metastable state. It can be seen
that the transition between the stable and metastable states commonly involves the silicon atom
transitioning through the plane spanned by three of its oxygen neighbors to enter a so-called
puckered configuration [48, 49]. Adapted from [50]
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configurations can be determined using computational expensive density functional
theory (DFT) calculations. Recent calculations suggest that such defects might be
(in)activated by the interaction with the various hydrogenous species always present
in any device [50, 51].

The transition between the different states of the defects can be considered
memoryless, meaning that the probability of the defect changing state depends only
on the current defect state and potential distribution, and not on the previous state
of the defect or the device. This is crucial for modeling as so the defects can be
modeled as Markov chains where each Markov state represents one of the possible
atomistic configurations. In this context, the simplest model for an oxide defect or
interface state is given by a two-state Markov chain, representing the defect in its
charged and neutral state. To some extent, the two-state description is sufficient
to describe the charge trapping behavior observed in many RTN measurements.
However, these measurements also reveal defects hibernating in one of the two
charge states between phases of RTN, a behavior which is termed anomalous RTN
as shown in Fig. 2b. To describe this trapping feature, a Markov chain with at least
three states is required. An additional remarkable observation is that defects show
a kind of volatility in TDDS measurements, meaning that they can disappear for
a number of measurements, and later reappear [52]. This means that the defect
becomes stuck in a more stable atomic configuration for a certain amount of time.
Furthermore, defects were found to either show strongly bias dependent charge
capture and emission times, the so-called switching traps, or bias dependent charge
capture times and bias independent emission times, the so-called fixed traps. To
explain all these effects, two additional states have been introduced in the model,
which leads to the so-called four-state model as shown in Fig. 11 [14, 53].

The probability P; () of the defect being in any state i can be described by the
master equation, a set of first-order differential equations

IP;
3_tl = > (Pjkji — Pikij) (10)
J#

@ charged

‘ neutral

Fig. 11 Markov chain representing an oxide defect modeled using the 4-state model. States 1 and
1’ represent the defect in a neutral state, states 2 and 2’ in a charged state. States marked with
'(prime) represent metastable states



244 B. Stampfer et al.

with the sum of all probabilities being 1 (3_; ; = 1) and k = 1/t denoting the
transition rates.

In the four-state model, each of the two charge states is represented by both
a “stable” and a “metastable” state. This allows for two types of transitions or
reactions to occur: those without carrier exchange, and those with. Transitions
without charge transfer can be modeled as thermally activated reactions, where
overcoming a thermal barrier allows the defect to switch its configuration. The
transition rates are typically modeled in the form of Arrhenius equations:

k = ke P€ (11)

with 8 = (kp T)_l, a pre-factor ko and an energetic barrier between the states &.

To describe transitions between different charge states (charge transfer reactions),
the tunneling probability for the carrier involved, as well as the availability of
carriers or target states for capture and emission, respectively, has to be considered.
This process can be described using non-radiative multi-phonon (NMP) theory [54—
56] and yields equations in the form of [57-59]:

ke.12/ :kOpo(E)fp(E)k(d, E)e PérEr.E)gp (12)
ket = ko / Dy(E) fa(E)A(d, E)e PE1ETE) g, (13)

e.g., for the exchange rates of holes between a defect and the valence band for the
1 <> 2’ transition. Using the assumption that most of the exchange happens close to
the band edge, the equations can be simplified to:

kC’12/ = kOp}»eiBEIZ’(ETxEv) (14)

ket = koNyre P21 (ET-Ev), (15)

Here, ko denotes a pre-factor, A a tunneling coefficient (commonly calculated using
the WKB approximation), D the density of states, f the Fermi factor, p the density
of holes, Ny the effective density of states in the valence band, E; and Ey the defect
and valence band energy level, respectively, and &;; the energy barrier heights of
the reaction. The barrier heights depend on the effective defect energy and the band
energy of the exchange point, which strongly determines the bias dependence of the
rates. In the simplest and most common approximation, the potential energy surfaces
of the individual states are approximated by parabolic functions along the reaction
coordinates, and the energy barriers are given by the intersection point between
them. A more elaborate choice of the potential for the investigated defect might
improve the physical accuracy and one example for such a potential is the Morse
potential [60].

From the experimental data, we can only distinguish between charged or
discharged states, resulting in effective capture and emission times being measured,
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as shown in Fig. 12. Depending on the gate voltage, usually one of the two possible
transitions with charge transfer will be dominant. The capture and emission times
obtained from the experiments will then be either the inverse rates between a
stable state of one charge and metastable states of the other charge, or the first
passage times between the two stable states, depending on the defect and bias. The
expectation value of the first passage time from, e.g., state 2 to state 1 over state 2’
can be calculated as:

Ty + Ty + 12
Te22 >l = ———————— (16)
22/ T
The atomistic aspects of oxide defects can be studied with DFT calculations. A
more detailed discussion of this aspect of reliability engineering can be found in
Chapter 19 of this book [61].

5 Defect Characterization

With the step height and the charge transition times at a number of bias points,
conclusions about a defect parameters such as its position and energy can be drawn
using either first-order calculations or TCAD simulations.

5.1 TCAD Simulation

To perform TCAD simulations, an abstracted version of the DUT reflecting the
essential geometry and doping details of the real device is designed in the simulation
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software, and in a first step calibrated using Ip-Vg and/or C-V measurement data.
In a second step, a defect as described in Sect. 4 is placed in the oxide. Its charge
transition times can then be simulated at the bias points of the measurement and in
that way the model parameters calibrated to reproduce the experimental data.

5.2 First-Order Calculations

Due to the fact that RTN measurements give both charge capture and emission times
of the defect close to the intersection point, RTN data allows us to draw conclusions
from simple calculations, as we will show below. This proves useful if, for example,
large sets of defects have to be analyzed, if TCAD simulation is not yet available for
the technology, or as a starting point for TCAD calibration. Starting from the rate
equations for charge capture and emission

&
ke.e = koc.c €Xp (— kBT) : (17)

the change in defect energy with gate voltage can be obtained from: [27]

dlnke dlnke 1 8 —&) 1 9Er

= _— = (18)
Vg EA%e] kgT BA%e] kgT 0Vg

assuming a constant carrier density in the channel. Further assuming a homogeneous
electric field in the oxide gives a link to the position of the defect

d
dET = ——0dVg. (19)
Tox
The vertical position of the defect can then be estimated as

dET dlnt./7e
d=—toyx—— = —toxkgT | ——— ). 20
oxaVG oxXB < VG ( )

Integrating Equation 19 gives the energetic position of the defect with a still
unknown integration constant C

dlnte/T
Etr(Vg) = kgT lnre/te Ve + C. (1)
Vg
At Vg = Vg, the defect’s capture and emission time are equal, which puts its

energy at the Fermi level, i.e.:

Er(Vg,i) = EF (22)
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From this, the integration constant can be obtained to yield:

dlnt./te

Er(Vg) = kgT
(Vo) B(E)VG

) (VG — Vg,i) + EF (23)

The equations can be easily adapted for gate stacks consisting of more than one
material as shown in [34].

6 TDDS

In the previous sections, we discussed RTN, which can be observed if a small-
area device is operated in equilibrium. Another way of obtaining the capture and
emission times of a defect is to measure not at static bias conditions as discussed
above but to record the response of the device to transient bias conditions. For this,
the gate bias is switched from one value to another, usually chosen in a manner to
push the defect far above or far below the Fermi level. This forces defects in the
device to charge or discharge starting with the bias change, with a defect capturing
or emitting on average after t. or 7. at the new voltage. The affected region in the
oxide is called active energy region, as illustrated in Fig. 13.

This type of measurement is the basis for both the TDDS characterization method
in small devices and stress-recovery measurements in large devices. An illustration
is given in Fig. 14, where an overview of traces recorded at transient and static bias
conditions on large and small devices is shown. The link between the static behavior
of small-area and large-area devices was already discussed in the introduction. For
the transient case, the link between the responses of large- and small-area devices
can easily be seen as the result of a superposition of numerous charge transition
events of single defects, thereby smoothing the drain currents.

................ O
% O
. 5
T Si02 »‘g-,g_o o° Si
__________ O o e
VG,r . _.i%_i-o—__ _______
° @
............ -
Vas . .

Fig. 13 Band diagram illustrating the scanning window of TDDS—the active energy region—for
a specific set of stress and recovery biases. Defects located, e.g., below the Fermi level during stress
conditions and located above the Fermi level during recovery conditions change their occupation
after switching the bias, enabling their characterization
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Fig. 14 Exemplary transient measurements recorded after the devices have been stressed (left)
and noise measurements (static, right) shown for large-area (top) and small-area (bottom) devices.
It can be consistently observed that for large-area devices continuous trends are observed, while
a discrete behavior is obtained for the small-area counterparts. Both techniques can be used to
characterize individual defects in small-area devices. For the static measurements, illustrations of
the frequency behavior are given to show the link between small- and large-area devices. In large-
area devices, many Lorentzian power spectral densities (PSDs) produced by individual defects add
up to 1/f noise

6.1 Measurement

For TDDS measurements, the same setup as shown in Fig. 6 for RTN measurements
can be used, but now the measurement sequence consists of two separate phases.
The first phase is the stress or charging phase where the device is usually operated
in strong inversion for a defined stress (or charging) time. In this phase, no sampling
is typically done, as no drain current is available due to Vp s+ = 0 V. After the stress
phase, the gate bias is switched to a voltage in the sub-threshold regime, and a small
drain bias of typically Vp e = 50mV is applied and the data sampling started.
The emission time is then considered the time interval between the bias switch and
the occurrence of the charge transition event. In contrast, the capture time cannot
be measured directly but is deducted indirectly by doing measurements at the same
bias conditions but with varying stress times [14]. Compared to RTN measurements
where linear sampling is required, the application of a logarithmic sampling scheme
with, for instance, 200 points per decade is preferred for TDDS. This lowers
the requirement on the sampling buffer size but now an exact timing of the bias
switches and the subsequent start of sampling is inevitable to achieve accurate
charge emission times. As previously mentioned, the change in the occupancy of
a defect between stress and relaxation conditions determines the probability of an
emission event to occur during the measurement sequence. This entails that the
stress time should be chosen such that the occupancy of the defect is as close as
possible to unity after stress. This can also be achieved by the modification of the
stress bias; however, the bias is limited by the oxide breakdown voltage. Regarding
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the error due to a limited number (N) of observations, the same considerations as
for RTN discussed in Sect.2 apply. To achieve a given amount of observations, a
total number of measurements Ny, = %, with the occupancy after stress, og, have
to be recorded.

6.2 Measurement Limitations

RTN and TDDS measurements differ in the gate voltage range where defects can
be characterized. An overview of the limits for both RTN and TDDS measurements
shown for an exemplary defect and device is given in Fig. 15. In the figure, it can be
seen that TDDS allows to measure the charge capture time (red area) in a voltage
range limited by the breakdown voltage for high fields and limited by low defect
occupancy for low fields. The minimum and maximum time constants which can
be measured depend on the minimum time a stress bias can be applied and the
maximum time one is willing to spend. The range where the charge emission time
(blue area) may be measured is limited by the defect occupancy and measurement
resolution of larger drain currents, i.e., the defect visibility in the current data for
high fields, and measurement sensitivity and noise in the depletion region. The time
constants which can be measured depend on the minimum sampling time and the
time required for the bias switch, and again the maximum measurement time one is
willing to use determines the upper limit.

RTN (orange area) is limited to the voltage range where both capture and
emission times are in the range between the sampling time and the total recording
time of the measurement traces. Note that by modifying the device temperature,
the defect’s charge transition times move to shorter or longer times. Thus, the
temperature can be used to cleverly adjust the measurement window.

Fig. 15 Limits for RTN and Recovery Stress
TDDS measurements shown 105
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6.3 Defect Parameter Extraction

For TDDS measurements, the recovery traces are analyzed using a step-detection
algorithm such as the Canny algorithm discussed in Sect. 3. The extracted charge
emission times and step heights are then plotted in the charge emission time versus
step height plane, which is called spectral map, as shown in Fig. 16. As can be
seen, the single charge emission events tend to form a cluster in the spectral map
for each identified defect. The emission time and step height of a defect can then
be calculated by taking the average values of the points belonging to one cluster.
The capture events can usually not be observed directly as there is no current
during stress. To indirectly obtain the capture time, the measurement has to be
repeated at varying stress times. One then plots the probability of a charge emission
event to occur (i.e., the number of points in each cluster divided by the number of
measurements) over the stress times, which can be described by an exponential CDF
which then finally gives the charge capture time.

This technique can also be used for “mixed” measurement traces recorded at a
recovery bias where the defects also produce RTN. In this case, only the first charge
emission event obtained for each defect should be used for the construction of the
spectral map. The remaining points may then be used for RTN extraction. Compar-
ing parameter extraction from RTN and TDDS data, TDDS has the advantage that
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Fig. 16 Working principle of TDDS. Steps in A Vy, (top) are marked in a scatterplot showing step
height over emission time (bottom). Multiple measurements produce clusters in the scatterplot with
exponentially distributed emission times and step heights normally distributed around a mean,
which itself is exponentially distributed. Each cluster corresponds to an individual defect. The
emission time of the defect (at VG rec) can be obtained directly from the measurement. To obtain the
capture time (at Vg g) multiple such measurements at varying stress times have to be conducted.
From [14]
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due to the bias switch, which enforces the occupational change of the defects, both
step height and emission time can be directly obtained from the measurement. This
allows to easily distinguish between defects even with similar step height as they
will form separate clusters, provided their emission times are sufficiently different.

7 Link Between RTN and TDDS

While we presented both RTN and TDDS as methods to characterize oxide defects,
the question whether both methods characterize the same sets of (oxide) defects
has been left open. Grasser et al. reported in [16] a number of defects initially
identified using TDDS measurements, all of which could also be observed using
RTN measurements (see Fig. 17). Based on observations on around a hundred nano-
scale devices, they concluded that both RTN and the recoverable component of BTI
are due to the same defects.

Considering this from a theoretical perspective, oxide defects may be separated in
three groups. The first group comprises defects whose charge capture time decreases
relative to the charge emission time towards stress conditions. Their equilibrium
occupancy is higher at stress bias than at recovery bias. This is the kind of defect
which is most commonly found, and due to its decrease in occupancy readily emits
during the recovery phase in TDDS measurements. The second group consists of
defects whose charge capture times increase relative to their charge emission times
towards stress bias. This can be defects close to the gate, positioned below the
Fermi level during stress and above during recovery (for NBTI, and vice versa
for PBTI). After switching to recovery conditions, they capture a charge instead
of emitting it and are thus visible as inverse steps in TDDS measurements. Both
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Fig. 17 Spectral map from TDDS measurements (a) showing a number of defects in a device and
RTN traces (b) recorded on the same device, showing some of the same defects. All defects found
in (a) could also be measured using RTN measurements and vice versa, indicating that RTN and
TDDS identify the same type of defects. From [16]
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groups of defects can also be found in RTN measurements, if the experiments are
performed at suitable conditions in between stress and recovery conditions, as their
thermodynamic trap level has to cross the Fermi level between stress and recovery
conditions. The last group of defects are the ones whose charge capture to charge
emission time ratio does not change significantly with gate bias. Their occupancies
thus stay relatively constant, usually close to zero or close to one both during
stress and recovery. This might be defects located energetically outside the TDDS
measurement range or very close to the interface. They do not show up in TDDS
measurements but are still able to sporadically emit or capture a charge for a short
period of time. While these defects still produce RTN, most will not be visible in
regular RTN measurements due to the large factor between their charge transition
times and the limited time span of the RTN measurement window. Simulated band
diagrams illustrating the suspected defect bands in SiO; together with measurement
windows for TDDS and RTN are given in Fig. 18 for P- and NMOS devices (or
NBTI- and PBTI-like measurements). Note that while parts of the defect bands
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Fig. 18 Band diagrams with the effective scanning ranges for RTN and TDDS characterization
for positive and negative bias conditions with exemplary defect distributions plotted close to
the channel interface. TDDS measurements are sensitive over a trapezoidal area spanned by the
interface Fermi levels at Vi g and Vi rec called the active energy region, while RTN measurements
are sensitive to defects with an effective energy close to the channel and gate Fermi levels (marked
as red bars), with the width depending on the limitations of the measurement setup. For both
methods, modification of the applied bias changes the scanned area, and thus allows to pinpoint
the located defects. As TDDS measurements are usually performed at bias conditions far beyond
operating specifications, defects located outside the scanning ranges are unlikely to affect device
performance at operating conditions. Values for the locations of the defect bands are taken from
[62]



Advanced Electrical Characterization of Single Oxide Defects Utilizing Noise Signals 253

are inaccessible to the electrical measurements presented here, those are also very
unlikely to affect device performance during operating conditions.

8 Summary

Non-ideal device behavior during operation is mainly determined by defects located
in the oxide or at the oxide/semiconductor interface. In order to identify these
defects, RTN or TDDS measurements can be performed. From these measurements,
the charge transition times, i.e., charge capture time and charge emission time, and
the contribution of the defect to the overall AVy, i.e., the defect’s step height,
can be extracted. Afterwards the charge transition times can be analyzed using
advanced computer simulations and a possible link to defect candidates using DFT
simulations can be established.

For highest accuracy of the extracted data, elaborate experiments have to be
conducted. This can be achieved by either using general purpose instruments or by
using custom-design hardware based on the circuits shown initially. The advantage
of custom solutions is that they can be optimized for highest SNR and performance.
For the case of custom solutions data acquisition is typically performed using high
speed digital storage oscilloscopes. To maximize the measurement ranges of RTN
and TDDS measurements, the sampling tool should on the one hand be able to
allow for fast and precise sampling and on the other hand be able to record a large
number of samples for a long time period. To keep the number of samples in a
feasible range, logarithmic time intervals for data sampling are typically used for
TDDS. The next step is to analyze the measurement data. For this, several methods
like the histogram and time lag plot methods, parameter extraction using the Canny
edge detection algorithm, and maximum likelihood estimation using hidden Markov
models have been presented. The method of choice depends among others on the
amount of measurement sets, the signal-to-noise ratio, and the complexity of the
recorded data. Finally, the extracted charge transition time characteristics can be
used to calibrate physics-based models like the four-state NMP model, which is
implemented in modern microelectronic device simulators.

In summary, in this chapter we have briefly discussed the characterization as
well as the evaluation of the measurement data and the modeling of individual
defects. The main focus is put on defect characterization by means of noise
measurements, i.e., RTN measurements, and TDDS measurements. The careful
execution of the experiments, whether with custom-build circuit or general purpose
instruments, allows a deep insight into the physical mechanisms of charge trapping
in MOS transistors, which is responsible for device altering even in extremely scaled
technologies.
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