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A common approach when simulating semiconductor fabrication processes is to rely on an implicit surface
representation: Multiple level set functions are used to model topographical changes during individual
process steps [1]. To perform high resolution simulations with feasible run times, one approach is to use
adaptive resolutions to capture local features, such as sharp edges. A precise and fast feature detection
method, guiding the adaption mechanism, is desirable to optimize the overall computational efficiency.

We implemented and compared three shared-memory parallelized methods to detect features of a level set
function: (1) Normal flagging which compares the angle of each normal vector to the normal vectors in
a local neighborhood. In contrast, the other two methods are based on calculating the mean curvature
of the surface, i.e., using the (2) general formula for mean curvature of a level set function and the (3)
shape operator. However, the latter requires the level set function to be a signed-distance function [2].
All three methods flag the same regions. However, they differ in the extent of the required neighborhood
information (stencil) and how many floating-point operations (FLOPs) are performed per grid point. The
shared-memory parallelization is accomplished by domain segmentation based on the underlying hierarchical
run-length encoded data structure of the level set representation [1].

Fig. 1 shows the performance results
for all three feature detection meth-
ods benchmarked on a single node
of VSC-4 and based on a representa-
tive Trench geometry stemming from
an exemplary semiconductor fabrica-
tion process. The speedup for meth-
ods 1 and 2 is comparable for up to
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48 threads, whereas method 3 shows
inferior speedup. However, the abso-
lute run time of method 3 is 3 times

Fig. 1: Run time and speedup of a Trench geometry with 10% grid points.

smaller than method 1 and about 1.5 times smaller than method 2. The low multi-core scalability is
expected due to the fact that all methods require a relatively low amount of FLOPs and are thus inherently
memory-bound. That being said, method 3 has the shortest serial run time as it requires the smallest
stencil. However, its speedup is thus also limited as data traffic dominates due to an even smaller number
of required FLOPs compared to the other methods.
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