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The drastic reduction of nano-interconnects’ linewidth toward 10 nm and below has a tremendous impact on the interconnect reliability.\textsuperscript{1,2} This development has brought to the fore the crucial question, how far one can go with Cu as an interconnect metal, until one reaches a point where the reduction in electromigration (EM) reliability becomes unacceptable. Interconnect reliability is affected by degradation processes driven by EM, mechanical stresses, and thermal effects, which are inextricably interwoven on a physical fundamental level. The complexity of the reliability problem is further increased by the effect of the metallic microstructure.\textsuperscript{3} Each degradation process includes the dynamics of native crystal point defects and extended defects, like grain boundaries (GBs) and dislocations, and their interaction with metal interfaces to surrounding layers. These interfaces are becoming more and more important as the technology moves toward interconnect linewidths of 10 nm and below due to the fact that a higher ratio of point defect migration is conducted along them.\textsuperscript{4,5} Subsequently, interconnect reliability becomes more sensitive to the physical parameters defining point defect migration along the interfaces.\textsuperscript{6-8}

Improvement of the reliability for future Cu based interconnects can be obtained by the introduction of technology modifications. A significant improvement was achieved by introduction of Co WP capping layers which efficiently suppressed EM along interfaces.\textsuperscript{9} Another possibility to influence EM behavior is to change the barrier layer which covers the bottom and side walls of the copper interconnect from a typically Ti or Ta based material to Ru, Co, or its alloys, etc.\textsuperscript{10} Low-k materials have been introduced to ensure high performance of ICs, but, unfortunately, they have brought additional thermal and mechanical problems. Low mechanical strength of low-k materials does not offer as much restraint for the degradation driving forces as the silica-based interlevel dielectric. Another problem with low-k dielectrics is their poor thermal conductivity, which adds to the already severe thermal problems of ICs.\textsuperscript{11} A significant portion of atomic migration takes place along GBs and, consequently, the geometrical distribution of GBs has an impact on the interconnect failure development. In order to suppress EM along GBs dilute Cu alloys have been successfully applied. A significant reduction of material transport along the GBs has been achieved by alloying Cu with Al\textsuperscript{12} and Mn\textsuperscript{9} in order to predict interconnect failure behavior it is important to capture both the GB distribution and the physics of a single GB in a satisfactory manner.

Modeling the vacancy flux and mechanical stress in each single grain\textsuperscript{13} and at the GBs is possible but it is a time-consuming venture, particularly if, for the sake of accuracy, one needs to include large portions of the interconnect layout in the simulation.

To reconcile these demands, we developed the effective domain method, which allows for a computationally optimal description of the impact of the GB network and interfaces on the interconnect reliability and also predicts how this impact changes with decreasing interconnect linewidth. The level of modeling is chosen according to the predominant microstructural features of the studied interconnect line. For the regions of the interconnect line with a dense network of GBs, the averaged EM model parameters are used, while for the domains filled with a single grain or a number of larger grains detailed modeling is applied. The effective domain method is used in combination with state-of-the-art EM models\textsuperscript{14} adequate to determine the site and the time of nucleation of intrinsic void in arbitrarily three-dimensional interconnect geometries. In addition to the effective domain method, we developed a simple but computationally efficient method for estimation of the void growth time up to the complete failure of the interconnect line. Choosing a simple three-dimensional geometry for reproducing the void shape we derive an analytical expression for the maximum void surface velocity. Both methods are used as practical tools to investigate how different reliability impact factors, like linewidth, microstructure, cap layer material, etc. influence nano-interconnect reliability and help finding an optimal way to improve it. In the next section, after providing a general modeling framework based on earlier publications, a novel effective domain method is introduced and discussed. Several nano-interconnect reliability study cases, utilizing the effective domain method, are presented.

**Theoretical Background**

The proposed model uses the framework,\textsuperscript{13} which represents a further development from the original work of Sarychev, Zithnikov et al.\textsuperscript{15} According to this modeling approach, the lifetime of an interconnect structure, \( t_f \), consists of a void nucleation time, \( t_{NV} \), and a void evolution time, \( t_{VE} \), corresponding to two failure development phases.

\[ t_f = t_{NV} + t_{VE} \]  \[1\]

The modeling of the first phase demands the solution of the vacancy balance equation together with the Laplace equation, the heat-
transport equation, and the mechanical equations. The modeling of the second phase requires the solution of all equations from the first phase together with the models describing the evolving void surface.\textsuperscript{13}

In this work the detailed modeling approach, i.e., the approach involving the full set of partial differential equations numerically solved for three-dimension structures,\textsuperscript{12,13,14} is applied only for the first phase of the failure evolution. The detailed modeling of the first phase of the failure development is necessary, since it provides the framework within which a novel, effective domain method, for the description of metallic microstructure will be applied.

For the second phase we introduce and apply an approximate analytical approach. Our goal here is not to develop a new detailed physical model for void evolution, but an analytical approximation which allows for a fast estimation of the void growth time.

Vacancy dynamics and mechanical effects.—The central governing equations of EM models are the vacancy flux Eq. 2 and the vacancy balance Eq. 3.\textsuperscript{15}

\[
\dot{J}_v = D_{\text{eff}} \left( \frac{C_v^*}{kT} |Z_T| \rho \right) \nabla^2 \left( |Z_T| \rho \right) \rho \nabla p - \nabla C_v \right) \tag{2}
\]

\[
\frac{\partial C_v}{\partial t} = -\nabla \cdot \dot{J}_v + G_{\text{eff}}(C_v) \tag{3}
\]

\(D_{\text{eff}}\) is the local diffusivity, \(C_v\) is the vacancy concentration, \(p\) is the hydrostatic stress, \(\rho\) is the interconnect resistivity, \(\dot{J}_v\) is the current density, \(\Omega\) is the atomic volume, and \(f\) is the atom-vacancy relaxation factor. \(G_{\text{eff}}\) is the Rosenberg-Ohring recombination term\textsuperscript{16} and \(Z_T^*\) is the effective valence.

The bulk effective valence, \(Z_{\text{bulk}}^*\), and resistivity, \(\rho\), are related on the fundamental physical level, because both parameters characterize different aspects of electron scattering in a current carrying metal.\textsuperscript{17,18}

\[
Z_{\text{bulk}}^*(T) = Z_d + Z_w(T) = Z_d + \frac{K}{\rho(T)} \tag{4}
\]

\(Z_d\) is the direct valence, which is assumed to be equal to the bare valence of Cu. \(K\) is the proportionality factor which has been fitted for Z_{\text{bulk}} for the thick interconnect, at the room temperature. Various advanced models can be used for modeling the interconnect resistivity.\textsuperscript{19}

The values of \(D_{\text{eff}}, G_{\text{eff}},\) and \(Z_{\text{bulk}}^*\) depend on the features of a given microstructure, and they will be dealt with in the next section.

In order to reproduce realistic mechanical conditions all materials in the structure and their corresponding properties must be included in the overall modeling framework.

Both the void nucleation, as well as the void evolution model, are solved simultaneously with the equations of mechanics.\textsuperscript{13}

\[
\frac{\partial e_{ij}}{\partial t} = \frac{1}{3} \Omega((1-f) \nabla \cdot \dot{J}_v + f G_{\text{eff}}(C_v)) \epsilon_{ij} \tag{5}
\]

\[
\nabla \cdot \sigma = 0, \quad \sigma = E(e - e^v - e^th) \tag{6}
\]

\(E\) is the fourth-order elasticity tensor, \(e^v\) is the volumetric strain component which rises due to EM, and \(e^th\) represents the impact of thermal loads.

From the stress tensor, \(\sigma\), the normal stresses at all interfaces and GBs can be obtained. The void nucleation phase ends, when one of the normal stresses surmounts the local critical stress threshold \(\sigma_{\text{cen}}\), which is discussed in the next section. The time needed for critical stress threshold to be reached is the void nucleation time, \(t_{\text{v}}\).

For the determination of the critical stress threshold the approach applied in a previous publication is used,\textsuperscript{20} which is an adaptation from the earlier work by Ch. S. Hau-Riege, S. P. Hau-Riege and A. P. Marathe.\textsuperscript{21}

**Modeling of the microstructure.—**The microstructure of Cu interconnects generally depends on the technological process, the interconnect geometry, and the choice of surrounding materials. Different choices of materials for barrier and cap layers may influence properties of the microstructure.\textsuperscript{22} There are several studies dealing with the impact of Cu microstructure on the EM failure behavior.\textsuperscript{3,24} They describe how the GBs distribution and texture inside single grains influence the interconnect failure and the failure time distribution. For a complete modeling of the microstructure, besides a description of the grain crystallography, an appropriate understanding of the GB physics is a necessity. The following three aspects of GB physics must be considered:\textsuperscript{12}

(i) The GB as a fast diffusivity path.
(ii) The GB as a site of vacancy production and annihilation.
(iii) The GB as an obstacle to material transport.

There are three different methods to include the GB effect in EM models:

(i) **The effective values approach:** The effective diffusivity, effective valence, and the source function (see (3)) are calculated by means of formulas which include interconnect dimensions, average grain size, and GBs orientations.\textsuperscript{20,25}

(ii) **The distributed order parameter approach:** The diffusivity is set according to a numerically generated microstructure.\textsuperscript{26}

(iii) **The detailed GB modeling approach:** Each GB is modeled as a two-dimensional domain with a detailed model describing vacancy transport inside the GB and vacancy exchange with neighboring grains.\textsuperscript{12}

While all three approaches have their merit, for the practical realization of the effective domain method, the Method 1 and the Method 3 are the most appropriate and they will be discussed in detail.

In the case of typical microstructures for nano-interconnects, two additional aspects must be considered. First, the microstructure strongly depends on the interconnect width and second, due to the increased temperatures during operation, the microstructure may undergo transformations. Experimental SEM/FIB/EBSD\textsuperscript{27–31} studies of interconnects’ microstructure provide the grain size distribution and the crystal orientations inside grains. These studies show that the grain sizes inside Cu interconnects are distributed according to the lognormal distribution and tend to have several predominant crystal orientations.\textsuperscript{32}

The effective values approach has been used for a long time to model the cumulative effect of different atomic transport paths on the overall diffusivity. The main advantage of this approach is its simplicity, because one basically needs only the geometrical dimensions of the interconnect line and some characteristics of microstructure to calculate an effective value of diffusivity and effective valence.

Let us assume that the grain size \((l)\) distribution in a nano-interconnect obeys a lognormal distribution with a probability density function

\[
f(l) = \frac{1}{\sqrt{2\pi\sigma l}} \exp \left( -\frac{\ln^2(l/m)}{2\sigma^2} \right) \tag{7}
\]

where \(m\) is the median and \(\sigma\) standard deviation. The average grain size (expected value) is given as

\[
(l) = E[l] = \int_0^\infty l f(l) dl = e^{\frac{\sigma^2}{2}} m. \tag{8}
\]

According to Smith’s theory\textsuperscript{33}

\[
\epsilon_p = \frac{2\epsilon_0}{(l)^{\frac{1}{3}}}. \tag{9}
\]
where \( \epsilon_p \) is the GB volume fraction and \( \delta_s \) the GB width. The volume fraction dependent effective values of the Rosenberg-Ohring term, \( G_{\text{eff}} \), the effective valence, \( Z_{\text{eff}}^* \), and the effective diffusivity, \( D_{\text{eff}} \), are given by the following terms, respectively:

\[
G_{\text{eff}}(C_v) = -(C_v \text{eq} - C_v) \left( \frac{1 - \epsilon_p}{\tau_{\text{bulk}}} + \frac{\epsilon_p}{\tau_{\text{gb}}} \right) \quad [10]
\]

\[
Z_{\text{eff}}^* = Z_{\text{gb}}^*(1 - \epsilon_p) + Z_{\text{gb}}^* \epsilon_p \quad [11]
\]

\[
D_{\text{eff}} = D_{\text{bulk}} + D_{\text{lin}} \left( \frac{2}{w} + \frac{1}{h} \right) \delta_{\text{lin}} + D_{\text{cap}} \frac{\delta_{\text{cap}}}{h} + \epsilon_p D_{\text{gb}} \quad [12]
\]

\( h \) is the interconnect height and \( w \) is the interconnect width. Each of the transport paths is characterized by its diffusivity and its thickness: bulk \( (D_{\text{bulk}}, h) \), cap layer \( (D_{\text{cap}}, \delta_{\text{cap}}) \), and liner \( (D_{\text{lin}}, \delta_{\text{lin}}) \).

Equations 10, 11, and 12 can be directly used for parametrization of the vacancy dynamics model given by Eqs. 2 and 3, however, this type of “cumulative” microstructure description is inadequate to capture microstructural features important for nano-interconnect reliability.

The model which is able to capture all the relevant microstructural aspects requires a detailed description of vacancy dynamics at a single GB as introduced in Ref. 12. For the implementation in the GB plane (Fig. 1), the model is described by the Rosenberg-Ohring term.

\[
G_{\text{gb}} = -\frac{1}{\tau_{\text{gb}}} \left( C_v^{\text{eq}} - C_v^{\text{im}} \left( 1 - \frac{2\omega_R}{\omega_T(C_{v1} + C_{v2})} \right) \right) \quad [13]
\]

and a segregation condition at the GB, which regulates vacancy transport from the Grain 1 to the Grain 2.

\[
J_{12} = \omega_T(C_v^{\text{eq}} - C_v^{\text{im}})(C_{v1} - C_{v2}) \quad [14]
\]

Here, \( C_{v1} \) and \( C_{v2} \) are the vacancy concentrations in Grain 1 and Grain 2, respectively, \( \omega_T \) is the vacancy trapping rate, \( \omega_R \) is the vacancy release rate, \( C_v^{\text{im}} \) is the concentration of vacancies trapped in the GB, \( C_v^{\text{eq}} \) is the equilibrium vacancy concentration, and \( \tau_{\text{gb}} \) is the vacancy recombination rate. The model is completed by setting the diffusivity \( D_{\text{GB}} \) in the GB plane. The detailed GB model, combined with the vacancy dynamics Eqs. 2 and 3, produces pile-ups of vacancies at triple points in three-dimensional microstructure, as shown in Fig. 2. The corresponding peaks of the mechanical stress are presented in Fig. 3.

The detailed GB model can be applied at the surface of an arbitrary shape defining the GB between two adjacent grains. The only condition is an appropriate FEM discretization of this surface.

For the implementation of the effective domain method a combination of the effective values approach and the detailed GB model is utilized, as presented in the next section.

The effective domain method.—The main idea of the effective domain method is to capture the microstructural features of the metallic interconnect by an artificial, replacement microstructure which emulates the effect of the real microstructure in a satisfactorily manner, e.g. the replacement microstructure reproduces the physics of GBs and its impact on the interconnect reliability. While detailed modeling of the microstructure is possible for interconnects...
portions of moderate size, it becomes numerically demanding and cumbersome for interconnect dimensions relevant for practical engineering. Moreover, for a complete simulation approach the simultaneous consideration of the effect of the interfaces is necessary. Therefore, a new method is needed to cover the typical microstructures of the nano-interconnect.3,27

For the purpose of modeling, the interconnect metal is divided into polycrystalline and large grain domains. In the polycrystalline domains material transport is dominated by atomic migration along GBs (with the diffusivity \(D_{gb}\)). The atomic migration along interfaces, and in particular along the metallic interface to the cap layer is inhibited by the triple-point intersections of the GBs and the cap faces, and in particular along the metallic interface to the capping layer is thus the atomic transport is dominated by the atomic transport along the liner (\(D_{lin}\)) and the cap layer and thus, it can be generally neglected.8 The effective diffusivity in this case becomes

\[
D_{eff} = \epsilon_p D_{gb}.
\]

We assume that large crystal domains contain 1–3 single grains and thus the atomic transport is dominated by the atomic transport along the interfaces, defined by the diffusivity along the cap layer (\(D_{cap}\)) and the diffusivity along the liner (\(D_{lin}\)). The effective diffusivity in the case of large grain domains is

\[
D_{eff} = D_{cap} \frac{\delta_{1-cap}}{h} + D_{lin} \left( \frac{2}{w} + \frac{1}{h} \right) \delta_{1-lin} + D_{lin} \epsilon_s \langle \cos \theta \rangle,
\]

where \(\epsilon_p\) and \(\epsilon_s\) are the GB volume ratios for the polycrystalline and the large grain domains, respectively. \(\langle \cos \theta \rangle\) is the average cosine between GBs and the current flow direction. In the case of a single grain domain \(D_{gb} = 0\).

The material transport between the polycrystalline and the single grain domains is modeled by the detailed grain boundary model (see the previous section). In this approach the Rosenberg-Ohring term, \(G_{eff}\), is assumed to be active only in the polycrystalline domains.

The geometrical constellation of the polycrystalline and the large grain domains is chosen according to the prevalent microstructure of the interconnect metal. A couple of different constellations is displayed in Fig. 4. As we can see, the whole replacement microstructure of the effective domain method is defined by an array of the lengths of the polycrystalline domains (\(L_{p,1}, L_{p,2}, L_{p,3}\)) and the large grain domains (\(L_{s,1}, L_{s,2}, L_{s,3}\)). The \(L_p\) and \(L_s\) are stochastic variables which obey a lognormal distribution, because the grain size (\(l\)) distribution is also lognormal.35

Besides \(L_p\) and \(L_s\), for the configuration of the effective domain method a set of general parameters is needed, including diffusivities, interconnect dimensions, and transport path thicknesses (\(\delta_{1-cap}, \delta_{1-lin}, \delta_l\)). Furthermore, for modeling the impact of the microstructure on the diffusivities, the GB volume ratios in the large grains, \(\epsilon_p\), and polycrystalline domains, \(\epsilon_s\), must be considered. The extraction of microstructure specific parameters is discussed in the next sections.

**Extraction of microstructural parameters from experiments and microstructure simulations.**—As a part of the usual interconnect reliability analysis, a graphical two-dimensional microstructure representation as in Fig. 5 can be extracted from EBSD grain maps36 and also obtained by microstructure simulations.27 Such a representation is the basis for the extraction of \(\epsilon_p\) and \(\langle \cos \theta \rangle\), which are required for the evaluation of expression (16).

Assuming that the total length of all GBs, as determined from Fig. 5 for a segment of interconnect with length \(L\), width \(w\), and height \(h\), is equal to \(S\), \(\epsilon_p\) is estimated according to Eq. 17.

\[
\epsilon_p = \frac{\text{Total GB volume}}{S \times w \times h} = \frac{S \delta_p}{L \times w \times h}.
\]

For the estimation of \(\langle \cos \theta \rangle\), \(N\) GBs are randomly sampled from Fig. 5. For each GB from the sampled collection, indexed by \(i\) with length \(d_i\), the angle \(\theta_i\) to the current flow direction is determined.

After extracting \(N\)-tuples \((d_i, \theta_i)\) corresponding to the \(N\) sampled GBs, the average cosine \(\langle \cos \theta \rangle\) is estimated as
Microstructure behavior and interconnect width.—The effective domain method allows for an efficient modeling of the impact of the decreasing interconnect width on the interconnect microstructure. When the interconnect width reduces, the mean grain size, the mean length of polycrystalline domains $m_p$, and also the mean length of the large grain domains $m_s$ change. The deposition of an interconnect metal in trenches during the dual-damascene process and the subsequent transformation of the microstructure is a complex process involving process conditions (e.g. temperature), the geometry and the dimensions of trenches, and the surface properties of the trench bottom and of the sidewalls. Several modeling approaches have been used for the simulation of microstructures: the Monte Carlo model, the vertex or front-tracking model, the level set model, and the phase-field model. Owing to the explicit three-dimensional geometry of the trenches, three-dimensional simulation methods for analysis of realistic microstructures are necessary.

Figure 4. Effective domain method: The interconnect is divided in polycrystalline (yellow) and large grain domains (turquoise): (a) large grain domains embedded in a single polycrystalline domain, (b) alternate polycrystalline and large grain domains.

Figure 5. Sampling of $d_i$ and $\theta_i$ from the GB-network obtained from experimental imaging.

$$\langle \cos \theta \rangle = \frac{\sum_{i=1}^{N} d_i \cos \theta_i}{\sum_{i=1}^{N} d_i}.$$  \hspace{1cm} [18]

Thus, the corresponding mean values $m_p$, $m_s$ and the standard deviations $\sigma_p$, $\sigma_s$ are functions of the interconnect dimensions. Previous analytical studies have shown that two tendencies are observed for a thin metallic line. The first tendency is that both, the length of polycrystalline domains as well as the length of single crystal domains, decrease, but the ratio of polycrystalline in relation to single domains increases. The second tendency is that the mean grain size saturates for thicker interconnect lines.

Let us assume that for an interconnect with the reference linewidth $w_0$ the mean domain lengths are $m_{p0}$ and $m_{s0}$. For modeling the functional dependence of $m_p$ and $m_s$ on a linewidth $w$, and in accordance to the abovementioned tendencies, we propose the following relationships:

$$m_p(w) = m_{p0} \frac{1 - e^{-q(w/w_0)\delta^2}}{1 - e^{-q}}.$$  \hspace{1cm} [20]

$$m_s(w) = m_{s0} \frac{1 - e^{-q(w/w_0)\delta^2}}{1 - e^{-q}}.$$  \hspace{1cm} for $w \leq w_0$

For the chosen numerical values, $30 \text{ nm} \leq m_{p0}, m_{s0} \leq 35 \text{ nm}$ for $w = 50 \text{ nm}$, the saturation behavior of the mean values is demonstrated in Fig. 6. The detailed method for the parameterization of (20), e.g. the determination of $m_{p0}, m_{s0}$ and $q$ from experiments is out of the scope of this paper and is the subject of a future work. The ratio $p$,

$$p = \frac{m_p}{m_s + m_p},$$  \hspace{1cm} [21]

behaves as presented in Fig. 7. This ratio is easily extracted from experiments and exceptionally useful for extended studies of the role of fast diffusivity paths and the extraction of the corresponding activation energies.
rises due to the tangential component of the current density, the surface gradient of the chemical potential for vacancy transport in the normal direction, From (22) it can be seen that the void surface evolves due to the electromigration velocity component \( v_n \), and the divergence \( \mathbf{J} \) of the surface atomic flux, \( \mathbf{J}^s \), rises due to the tangential component of the current density, \( \mathbf{J}_t \), and the surface gradient of the chemical potential \( \mu_s \).

\[
\mathbf{J}_t = -\frac{D_J \delta_i}{kT \Omega_i} (|Z^s e| \phi_s + \nabla \mu_s) \tag{23}
\]

where \( D_J \) is the surface diffusivity and \( \delta_i \) is the thickness of the diffusion layer. The surface chemical potential, \( \mu_s \), is given as

\[
\mu_s = \Omega(W_i - \gamma_s \kappa), \tag{24}
\]

where \( \gamma_s \) is the surface energy, \( \kappa \) is the local curvature of the surface, and \( W_i = (\sigma - e)/2 \) is the local elastic strain energy density.

From (22)–(24) follows that there are four components of the surface velocity: the elastic strain energy velocity component \( v_n^e \), the electromigration velocity component \( v_n^e \), the surface free energy velocity component \( v_n^f \), and the vacancy absorption velocity component \( v_n^a \).

The total velocity, \( v_n \), is obtained as a sum of the four velocity components.

\[
v_n = v_n^e + v_n^e + v_n^f + v_n^a \tag{25}
\]

In this work we assume that the void possesses throughout its growth a half-cylinder shape and that the electromigration velocity component \( v_n^e \) dominates over the other three velocity components.

\[
v_n^e = \frac{D_i \delta_i |Z^s e| j^t}{kT} \nabla J_t \tag{26}
\]

The lower limit (the worst case) of the void evolution time, \( t_f \), is obtained by assuming that the whole void of radius \( r \) grows with the maximum velocity at its surface, \( v_n^{\text{max}}(r) \),

\[
t_f = \int_{r_0}^{r_f} \frac{dr}{v_n^{\text{max}}(r)} \tag{27}
\]

Here, the critical void radius, \( r_c \), is the solution of the equation

\[
R_{\text{failure}} = R_{\text{total}}(r_c), \tag{28}
\]

where the resistance function \( R_{\text{total}}(r) \) is derived in the next section, Eq. 34. The initial radius of a void, \( r_0 \), is estimated based on the local pressure distribution in the vicinity of the triple point where the void is assumed to emerge, as explained in Ref. 14.

Even if the overall simulation is three-dimensional, due to the assumption of a half-cylindrical void, the tangential component of the current density \( j_t(r, \theta) \) can be estimated for all void sizes and interconnect thicknesses \( h = 2w \) as

\[
j_t(r, \theta) = \frac{j_0 h}{h - r \sin \theta} q(r). \tag{29}
\]

Here \( j_0 \) is the current density far away from the void surface (in a region unperturbed by the presence of a void) and the angle \( \theta \) determines the position on the void surface. Expression (29) is derived analytically, on the basis of Fig. 8. \( q(r) \) is an additional fitting function introduced to closely match the analytical surface velocity calculations with those calculated with COMSOL Multiphysics 38

\[
q(r) = \sum_{i=0}^{n} (-1)^i \left( \frac{r}{R} \right)^{2i}. \tag{30}
\]

By substituting (29) in (26) the following expression is obtained:

\[
v_n(r, \theta) = \frac{D_i \delta_i |Z^s e| j_t(r, \theta)}{kTr} \frac{d\theta}{d\theta} \tag{31}
\]

The comparison of analytical surface normal velocity calculations (31) and COMSOL Multiphysics 38 FEM calculations for \( h = 2w = 46 \text{ nm} \) and a current density \( j = 1.0 \text{ MA cm}^{-2} \) for two different void sizes \( (r_1 = 0.6h \text{ and } r_2 = 0.8h) \) is shown in Fig. 9.

Since we are interested in the worst case scenario, i.e., void growing with the maximum surface velocity, for the estimation of the void evolution time \( t_f \) in (27) the following expression is used:

\[
v_n^{\text{max}}(r) = \frac{D_i \delta_i |Z^s e| j_t}{kTr} \max_{\theta \in [0, \pi]} v_n(r, \theta) \tag{32}
\]

Resistance calculation.— An increase of the interconnect resistance leads to interconnect failure. This resistance increase is caused by emergence, and subsequent growth, shape change, and movement of intrinsic voids. The evolving void surface can be modeled with different levels of accuracy, but more accurate modeling is more computationally demanding. For the sake of simplicity and speed of calculation, in this work we use three-dimensional void shapes with a simple geometrical basis, like a half-circle and a half-ellipse.
The resistance of an interconnect segment containing a cylindrical void with elliptical basis (2a and 2b are the minor and major axes, Fig. 10) is

\[ R_0(a, b) = \frac{a \rho}{2 b w} \left[ \pi \left( \frac{h}{s} - 1 \right) + \frac{2h}{s} \arctan \left( \frac{b}{s} \right) \right] \]  

Equation (33)

with \( s = (b^2 - a^2)^{1/2} \).

The total resistance \( R_{\text{total}}(a, b) \) for a void placed in a straight interconnect line is calculated according to the equivalent circuit presented in Fig. 11.

\[ \frac{1}{R_{\text{total}}(a, b)} = \frac{1}{R_{\text{cap}}} + \frac{1}{R_{\text{lin}}} + \frac{1}{R_{\text{metal}}(a, b)} \]  

Equation (34)

\[ R_2(b) = \frac{\rho_{\text{metal}}(l - 2b)}{2wh} \]  

Equation (35)

\[ R_{\text{metal}}(a, b) = 2R_2(b) + R_0(a, b) \]  

Equation (36)

With expressions (27) and (31), and the resistance calculations from the previous section, the dependence of the void growth time on the interconnect dimensions can be calculated. Figure 12 shows the resistance increase for an interconnect section 1 μm long and 23 nm wide for three different temperatures and a current density \( j = 1.0 \text{ MA cm}^{-2} \).

**Overall scheme.**—In order to estimate the interconnect lifetime \( t_F \), both the void nucleation \( t_N \), as well as the void evolution time \( t_E \) must be estimated as accurately as possible. The complete simulation scheme utilized in this work is presented in Fig. 13. As we can see, the overall simulation procedure is divided into two parts: estimation of \( t_N \) (void nucleation time), which is performed by application of FEM, and the estimation of \( t_E \) (void evolution time), which is carried out analytically. The equation system which is solved in the FEM part of the simulation consists of Eqs. 2, 3, 5, and 6 together with the Laplace equation for the electric field (see Fig. 13). The solution of the Laplace equation provides the distribution of the current density \( \vec{j} \) inside the metallization which is needed for solving the vacancy balance Eqs. 2 and 3. The solution of the vacancy balance equations determines the vacancy concentration, \( C_v \), throughout the metal bulk. The redistribution of vacancies, driven by the EM and the accompanying driving forces, gives rise to mechanical stress, which is obtained by simultaneously solving Eqs. 5 and 6. The vacancy balance equation and the mechanical equations are solved in a time loop, until the critical stress is reached at some triple point at the capping layer. This event also marks the end of the 3D FEM part of the simulation flow. The results from the 3D FEM solution which are carried over to further processing are: the void nucleation time \( t_N \), the current density \( j_0 \) and the radius of the initial void \( r_0 \). The current density \( j_0 \) and the void radius \( r_0 \) are needed for the calculation of the void evolution time. The critical void radius \( r_c \) is obtained by solving Eq. 28.
In this section we demonstrate the capability of the effective domain method through its application in study cases of reliability relevant for the down-scaling of modern nano-interconnects. The goal is, rather than to study some specific experimental results, to reproduce several major effects and features observed in a number of previous studies. The primarily focus is on two effects: change of the failure time distribution due to the temperature variation and due to the reduced interconnect width. A particular emphasis is put on the role of microstructure.

The layer structure of a single interconnect line used for simulations is presented in Fig. 14. As a cap layer SiCN is used while liner consists of two layers, Co and TaN.\textsuperscript{6,14}

In order to perform a detailed study in COMSOL Multiphysics\textsuperscript{38} for each simulated interconnect line an artificial microstructure is generated by means of the effective domain method. As presented in Fig. 15 an artificial microstructure consists of alternate polycrystal-line and large-crystal domains. Figure 16 shows a part of the geometry used as input for the COMSOL Multiphysics\textsuperscript{38} simulation.

A single simulation run consists of simultaneously solving (2), (3), (5), and (6) on the geometrical domain of the interconnect line and estimating the void growth time by (27). The mechanical parameters and the diffusion coefficients used are taken from the previous publication.\textsuperscript{14}

Reproducing the microstructure by the effective domain method.—Using the method presented above, for a straight interconnect defined by its widths \( w_f, w_p, \) thickness \( h, \) and its total length \( L, \) a microstructure is generated as an array of alternate polycrystal-line and single-crystal domains with lengths \( L_p \) and \( L_s, \) respectively (see Figs. 4 and 16). The values for \( L_p \) and \( L_s \) are generated according to the lognormal distribution with the mean length of polycrystalline domains \( m_p, \) the mean length of the single grain domains \( m_s, \) and the corresponding standard deviations, \( \sigma_p \) and \( \sigma_s. \)

Impact of temperature on nano-interconnect failure.—As presented above, in our concept the failure development is separated into two phases which are modeled by two distinctive approaches allowing for the estimation of the duration of each phase. The effective domain method is applied only for the first phase, which ends when a certain stress-threshold is reached at the interface between the metal and cap layer.\textsuperscript{14} The site, where the stress-threshold is reached, is chosen as the site of the void nucleation. An example of the peak stress dynamics at the capping layer interface for different microstructures is presented in Fig. 17.

For modeling of the second phase, which is the phase of the void growth, an analytical estimate for the growth time \( t_g \) is utilized. The interconnect fails, when a pre-defined increase of the interconnect resistance is reached. In this work, a resistance increase of 20\% is used\textsuperscript{39} as failure condition. The interconnect cross-section is defined by the following dimensions: \( h = 44 \text{ nm}, \ w_f = 24 \text{ nm}, \ w_p = 22 \text{ nm}, \) (see Figs. 14 and 15). The capping layer (SiCN) and liner (Co/TaN) are implemented utilizing the COMSOL-shell model\textsuperscript{38} and the whole structure is embedded in a box of low-\textit{k} (ULK 2.5) dielectric.

As described above, an increased temperature affects the failure dynamics in several different ways. The most obvious one is due to the thermo-mechanics. Since the interconnect is heated from the stress-free temperature to the testing temperature, the mismatch of the thermal expansion coefficients causes thermo-mechanical stress. Furthermore, all diffusivities are thermally activated according to the Arrhenius law, leading to a more intense atomic transport at higher temperatures. Since a varying microstructure corresponds to a varying ratio of polycrystalline and large crystal domains, each with its own characteristic diffusivity, the failure times for a higher temperature are distributed similarly to the failure times for lower temperatures. However, the mean failure time decreases as the temperature increases. As we can see in Fig. 18, the simulation results clearly confirm this behavior which is also consistent with previous studies.\textsuperscript{6,14}

Impact of nano-interconnect linewidth on failure.—The effective domain method is also applied to investigate the impact of the nano-interconnect linewidth on the failure development and the nano-interconnect lifetime. As in the previous section, the simulations are performed for a set of different microstructures, generated and implemented into three different layouts (see Fig. 16). Each layout is scaled to accommodate interconnects with the average linewidths \( w = 23 \text{ nm}, 18 \text{ nm}, \) and \( 11 \text{ nm} \) \( (w = (w_f + w_p)/2), \) respectively. The scaling behavior of the the mean length of the polycrystalline domains \( m_p \) and the mean length of the large grain domains \( m_s \) are set according to (20) with a constant standard deviation \( \sigma_p = 0.3. \)

With the chosen mean values and the standard deviation, \( L_p \) and \( L_s \) are generated according to the lognormal distribution. Subsequently, \( L_p \) and \( L_s \) are used as the lengths of the polycrystalline and large grain domains geometrically defined by the tilted cutting planes (Fig. 16). A tilt angle of 30\% for all cutting planes and for all three considered interconnect linewidths is used. The tilt angle is a configurable parameter in the simulation and it may be optionally used also as a distributed value.

The material choice for the barrier, the cap layers and the dielectric are the same as in the study of the impact of temperature variations in the previous section.

When the interconnect linewidth is reduced, there are several circumstances which results in the reduction of its lifetime. The reduced linewidth leads to increased current densities, increased fraction of atoms migrating along the cap layer, and less time needed for a void to grow to its critical size. The change of the microstructural pattern for the reduced interconnect linewidth plays here a particular role.

As described above, the ratio of large crystal domains for a thinner interconnect generally reduces and, correspondingly, the ratio of polycrystalline domains increases. Consequently, the GBs becomes the dominant fast diffusivity path for atomic transport and thus for the interconnect degradation. As we can see in Fig. 19, there is a significant shift toward shorter interconnect lifetimes, when the linewidth is reduced. A similar behavior is observed in experiments, e.g., Choi and Christiansen et al.,\textsuperscript{3} where for a number of layouts, a clear correlation between the interconnects’ linewidths and their failure times was determined.
Application to New Interconnect Technologies

The effective domain method is readily applicable to a wide spectrum of modifications of Cu technology, such as introduction of new materials for cap layers and liners, changing interconnect dimensions, and process conditions. Furthermore, the effective domain method can also be utilized for interconnect technologies based on Cu-replacement metals such as Ru and Co. The framework provided by the effective domain method is independent of a material choice, however, handling new materials demands a new set of configurational parameters which have to be extracted from experimental studies.40,41

- Diffusion coefficients: Pre-exponentials and activation energies.
- Microstructural features: Statistical properties of grain size distribution.

Figure 15. Schematic picture of an interconnect for the analysis with the effective domain method. The interconnect is divided into polycrystalline and large grain-domains, defined by their respective lengths, $L_s$ and $L_p$.

Figure 16. An example of an interconnect layout used in the simulations. The first structure to the right is made transparent so that the microstructure produced by the effective domain method is seen. The microstructure consists of alternate polycrystalline and single crystalline domains. The geometrical dimensions are given in Fig. 15.


- Dependence of grain size distribution on interconnect line-width.

With these parameters, simulation and reliability analysis based on the effective domain method can target the specific degradation mechanisms for the given interconnect technology. A direct insight into how particular types of crystalline structure, resulting from a series of technology process steps, influence interconnect failure opens different possibilities for improvements of interconnect reliability.

## Conclusions

We have introduced a novel method, the effective domain method, to model the interconnect microstructure including major microstructural features relevant for modeling the physics of degradation. The effective domain method is used to generate large grain and polycrystalline regions inside a given interconnect geometry which approximates the real microstructure. By means of simulations based on a comprehensive three-dimensional EM model combined with the effective domain method, the impact of statistical microstructural features on the statistics of interconnect lifetime has been investigated. An important capability of the effective domain method is that it opens a path for studying the effect of reduced interconnect widths and increased temperatures on the interconnect reliability. In addition to the novel effective domain method, we have presented a numerically efficient method for estimating the void growth time. Both methods are useful for an assessment of the reliability of the various interconnect layouts or for developing and improving new ones. The simulations reproduce all key features and characteristics of published experimental results.
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